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Chapter 1 

 

General introduction 

 

Visual perception lays the groundwork for many activities of animals and human. This 

ranges from the most basic skills of predator detection and preying to more advanced 

applications in the civilization world, such as driving, reading, etc., It also contributes 

to the foundation for various other higher cognitive functions such as decision-making 

and classification. Physiologically, perception entails not only the imagery 

representation of the outer world in the brain, but also attentional modulation of the 

representation, which is a vital cognitive process to selectively process visual inputs 

that are potentially relevant. 

 

The past three decades has witnessed a huge expansion of our knowledge about 

vision. The first chapter of the thesis will be dedicated to give a structured summary of 

the findings and theories for the biological mechanism of visual perception. Next, this 

thesis endeavors to further extend our knowledge about visual perception in several 

aspects. In the second chapter, I present a study using electrophysiological recording 

in non-human primates to explore how multiple feature dimensions (such as location, 

moving direction and speed of a moving object) can together be encoded in a single 

visual area of the brain. While space and feature seem to be represented in the 

sensory system in a similar fashion, in the third chapter, again based on monkey 

1



	
	

electrophysiological recordings, I demonstrate that the attentional modulation of 

spatial information recruits a qualitatively different mechanism than the attentional 

modulation of feature information. Mechanistically, one property that may differentiate 

spatial attention and feature-based attention is that the former is closely tied with the 

eye movement system. The fourth chapter presents a study in one type of small eye 

movements of human subjects during attempted gaze fixation (microsaccades). The 

results show a reliable correlation between the directions of microsaccades and 

attended location, with potential confounds excluded. As studies with monkey 

electrophysiology and human psychophysics are converging it is becoming an 

increasingly pressing agendum to evaluate the similarities of the visual selection 

mechanisms between humans and monkeys, and thereby to understand to which 

extent monkey electrophysiological findings can be translated into human vision. In 

the fifth chapter, I present the largest comparison to date between visual selection 

processes in humans and monkeys. With analysis on gaze positions during free 

viewing of images and computational modeling, we found that despite the vastly 

different behavioral repertoires of the two species, their visual selection behavior is 

mostly very similar with very limited differences in the contribution of presumably 

high-level image features. The sixth chapter contains an published article of my 

opinion on the role of cross-areal firing correlation on attention. 

 

1.1 Primate visual system 

The primate visual system is extraordinarily efficient in providing relevant information 
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in great detail when constantly faced with a massive amount of sensory input flow of 

around 400 megabytes per second (1). Various features of the object of interest, 

including location, shape, and direction and speed of its movement, can all be 

captured with a glimpse that takes no more than a fraction of a second. This is 

accomplished in two stages: Primary vision, in which the physical transformation from 

photons absorbed by sensors into electrical signals and transmitted to cerebral cortex; 

and higher vision, in which the visual information is decoded into feature 

representations, modulated by behavioral context, and integrated to form visual 

perception (2). 

 

1.1.1 Retina and receptor distribution 

The photoreceptors of our eyes are located in the retina, which is in the innermost part 

of the eye. The density of the photoreceptors is, however, not evenly assigned to 

every portion of our visual scene. The fovea, which refers to the central region of the 

retina that expands approximately 1.2 mm in diameter, has the highest density of 

photoreceptors. Therefore, the foveal visual space is represented with much higher 

visual acuity four times as high as the visual space merely 6 degrees visual angle 

away from the fovea (3). Because of this restricted visual acuity in fovea, we 

constantly move our eyes to bring objects of interest into our gaze so that their images 

fall on the fovea. The dynamics of foveation of visual stimuli in a visual scene would 

therefore reveal much about the visual selection mechanisms. Chapter 4 shows an 

example of such studies, in which by comparing the foveation behavior of humans 

3



	
	

and monkeys during free viewing of pictures, we get an insight into the similarity 

between the visual selection mechanisms of the two species genetically optimized to 

live in vastly different environments. 

 

The topographic spatial relationships are represented in the relative anatomical 

positions of the photoreceptors in retina(4): anatomically nearby neurons have 

overlapping yet slightly different RFs. Such a topographical relationship between 

anatomical positions and visual RFs, also known as retinotopy, is preserved as visual 

information is passed on to the cortex. 

 

1.1.2 Dorsal and ventral pathway 

The visual information picked up by the retina goesgoes through a relay of optic 

nerves, the subcortical lateral geniculate nucleus (LGN), and arrives at the primary 

visual cortex (V1) in the occipital cortex. From V1, the visual information is further 

passed on to a hierarchy of visual cortical areas, which integrate increasingly more 

information and show more advanced processing. A popular hypothesis suggests that 

these visual areas can be functionally divided into a ventral stream and a dorsal 

stream. The ventral visual processing stream starts from area V1 then to area V2, 4 

and goes further into the inferior part of the temporal lobe. These areas are mainly 

responsible for the representation and recognition of objects (5); and are therefore 

also referred to as the ‘what’ pathway. The latter, the dorsal stream, also starts from 

area V1, V2, then on to MT and MST, and goes further into the parietal lobe. These 
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areas are thought to be responsible for analyzing motion and relative spatial position 

of objects (6); and are therefore referred to as the ‘where’ pathway. This hypothesis of 

functional division is supported by the anatomical connections between these visual 

areas, differences in electrophysiological response properties, and the effects of 

cortical lesions(7). 

 

For the physiology part of this thesis (chapter 2 and 3), I focus my study on area MT 

and MST in the dorsal stream, as example areas that may lead to general insights 

about the neuronal representation and selection mechanism for visual information. 

 

1.1.3 Area MT / MST and motion perception 

The medial temporal area (MT) and the medial superior temporal area (MST)are 

important loci in the dorsal ‘where’ pathway, which encode motion-related information. 

Area MT lies on the lower banks of the superior temporal sulcus (STS) of a macaque 

brain. It receives strong projections from V1(8). Compared to V1, MT is also 

retinotopically organized, but with receptive fields (RF) about ten times as large as 

those of V1(5). Like some V1 neurons, the majority of neurons in MT are found to be 

tuned to linear motion directions, i.e. for a certain MT neuron, only stimuli moving at a 

certain range of directions would induce its peak response(9, 10). Besides, some MT 

neurons are also tuned to other dimensions of motion-related feature, such as motion 

speed(11, 12), and the distance between the moving object and the observers’ eyes 

(binocular disparity, (13, 14)). The integration of these information is necessary for the 
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perception of motion. Indeed, monkey electrophysiology studies found that the 

reliability and sensibility of motion direction discrimination decoded from activities of 

MT neurons are similar to those of the subjects per se (15). Lesion studies also 

confirm that impairment in macaque area MT compromises the subjects’ capability of 

detection or discrimination of motion stimuli (16). Furthermore, by directly 

electro-stimulating the cluster of MT neurons with similar motion-direction preference, 

the subjects’ perception of motion direction is biased towards the preferred direction 

of the stimulated neurons (17, 18). These evidences speak strongly in favor of MT’s 

crucial role in our visual perception of motion. 

 

Area MST lies on the anterior bank of STS. Neurons in MST typically have 

considerably larger RF compared to those of MT neurons at the same eccentricity 

(19-21). MST neurons are also found to encode the features represented in area MT 

(linear motion direction (22); linear motion speed (23); binocular disparity, (24)). 

Furthermore, neurons especially on the dorsal side of MST also encode more 

complicated stimuli, such as optic flow (22). Interestingly, one study also found that 

some MST neurons have opposite motion direction preference in near and far space 

with respect to the gaze position, and thereby might play a role in the subject’s 

perception of self-motion with respect to the object in gaze (24). Yet, such a disparity 

dependent tuning of linear motion directions not found in area MT (14), and it is not 

clear how much this subset of individual MST cells actually contribute to the 

population representation of the features in area MST. In chapter 2, I present a 
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systematic study in the neuronal population representation of motion direction, motion 

speed and stimulus disparity in area MST, and interactions among the encoding of 

these features. We find that motion direction and disparity are the two most 

dominating features in explaining the variance of MST population activity, and the 

representations of these two features are mostly independent. The representation of 

motion speed, however, is dependent on disparity, i.e. the speed encoded in MST 

depends not only on how fast the stimuli sweep across the retina, but also on how far 

they are away from the viewer, arguing for an advanced role of MST in motion speed 

perception. 

 

1.2 Visual attention 

The ability to effectively process the visual information about our surrounding 

environment is important for species ranging from humans to insects(25, 26).Our 

visual system is equipped with hard-wired mechanisms that enhance the processing 

of salient or behaviorally relevant visual input and withdraw processing resources 

from the remaining inputs(27, 28).For instance, visual attention is found to improve 

the processing of task-relevant spatial locations and visual features (such as a 

particular motion direction or color) that leads to improved visual performance at these 

spatial locations and features(29-32). Meanwhile, associated with the perceptual 

improvements induced by spatial and feature-based attention, electrophysiology 

studies on non-human primates also identified a range of attentional effects on the 

neuronal firing rate(29, 33-35), the temporal structure of spike trains(36), the 
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correlated activities between neurons(37, 38), and the local field potential (LFP) (39, 

40). These effects have been hypothesized to improve the sensory representation of 

attended stimuli by enhancing neural responses and by reducing noises among 

neurons that represent the attended locations and/or features. 

 

1.2.1 Spatial attention vs. feature-based attention 

As mentioned above, attention can selectively enhance sensory processing of 

different aspects of the visual world. This selective mechanism can apply to various 

dimensions. For instance, spatial attention enables selective processing of specific 

locations against others(33, 41, 42); while feature-based attention controls selection 

of a certain stimulus feature such as color and orientation (28, 43).A unifying 

hypothesis, called the feature-similarity gain model, proposes that spatial and 

feature-based attention act via similar neural mechanisms even if they may affect 

different brain areas and connections(34, 44-47).In other words, in the context of 

visual attention, space can be regarded as just another visual feature. 

 

Existing neural data have been supporting or generally consistent with this model. 

Specifically, attention enhances the firing rate of MT neurons representing attended 

spatial locations in comparison to those representing unattended locations 

(33);,similarly, the firing rate gain of MT neurons representing an attended visual 

feature is enhanced compared to that of neurons representing an unattended visual 

feature(28).Attention can also shift the tuning curve of firing rate towards the attended 
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spatial location (48) or feature (49). However, besides the firing rate modulations, 

attention has also been shown to produce a variety of other neural effects, which have 

been demonstrated for feature-based attention. For example, spatial attention has 

been shown to modulate both inter-neuronal correlation (50), spike temporal 

structure(36), and the oscillatory properties of spike trains(39). Spatial attention also 

affects the spectral content of LFP as well as the synchrony and phase-relationship 

between LFP and spikes. However, these neural effects for feature-based attention 

have not been tested so far.  

 

In chapter 3,I investigated the effects of spatial and feature-based attention on the 

tendency of macaque area MST neurons to fire consecutive action potentials 

(burstiness).. Against the predictions from the unifying approach of the 

feature-similarity gain model, I found that spatial and feature-based attention evoke 

qualitatively different effects on the burstiness. Therefore, the results in chapter 3 

indicate that the feature-similarity gain model has only restricted applicability, attention 

to spatial and feature information may not necessarily employ the same neuronal 

mechanism. In that sense, space might not just be another feature for all aspects of 

attentional modulation. 

 

1.2.2 Overt shift of spatial attention 

The location of gaze determines which parts of our visual environment are processed 

with high-accuracy foveal vision. As we explore the visual scene, objects that attract 
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our attention are sequentially brought into our gaze by means of fast eye 

movements(or saccades). Since gaze positions can only shift from one location to 

another in a serial fashion, it is critical for a biological organism to effectively prioritize 

different locations in a cluttered visual scene based on their behavioral relevance (e.g. 

to detect prey or predators). Therefore, studying this underlying cortical selection 

process could potentially reveal, on a behavioral level, how humans selectively direct 

attention(51). 

 

Over the years, researchers have been exploring the overt visual selection process 

from two distinct approaches. On one hand, to investigate ‘what’ is selected,behavior 

and eye movement dynamics have been measured, mostly from human subjects 

(52-54). These studies typically correlated the scan paths of the gaze with the 

features in the visual scene presented to the subjects, so as to understand the 

characteristics of objects that attract overt attention in general, or in a certain 

behavioral context. The abundance of data in this research direction yields successful 

mathematic models that predict the sequence of overt spatial attention selection (55, 

56). On the other hand, to investigate ‘how’ the selection is biophysically implemented, 

electrophysiology studies directly measured the neuronal activities during the visual 

selection process (35, 57), performed in macaque monkeys, the most prominent 

model system for studying human cognition. Studies in this direction have correlated 

attentional selection with modulations in various aspects (57-59). 
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However, before combining the two lines of studies to infer the neuronal mechanism 

of visual attention selection, there is just one important gap to fill: how can we assume 

such mechanisms are in humans and monkeys? Despite the genetic similarity 

between the two species, the behavioral repertoires are vastly different between 

human and non-human primates in many respects. It is therefore highly likely that eye 

movement behaviors and visual selection dynamics are also different between the two 

species. Yet, besides several proofs of concept (60-62), the extent of the differences 

and their potential impact on translating data from monkeys to humans are not 

systematically evaluated. 

 

In chapter 4, I present a collaborative study, in which we performed the largest 

comparison to date between the scan paths of humans and rhesus monkeys when 

presented with standard image sets of urban scenes, natural scenes, and fractal 

images. Predictions based on computational models of visual saliency trained by 

human and monkey data indicate that the attentional selection process in both 

species are largely determined by low-level selection mechanisms, with only a small 

contribution by higher-level selection mechanisms, among which differences exist 

between human and monkey. 

 

1.2.3 The exogenous vs. endogenous spatial attention 

There are two mechanisms through which spatial attention is deployed, initially 

proposed in light of findings from experiments (63). The ‘‘exogenous’’ attention is an 
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automatic process that shifts rapidly towards salient stimuli or events (64, 65). This 

mechanism is largely an involuntary reflex. On the other hand, the ‘‘endogenous’’ 

attention is a volitional, goal-directed process that allocate more cognitive resource to 

the behavioral relevant location, independent of visual stimuli (66). Although both 

mechanisms induce similar attentional enhancement in behavior and neuronal activity, 

the temporal dynamics of engagement is different. Their distinct time evolution 

patterns have been demonstrated in behavioral data (67), and neuronal activity in 

visual cortex (68). These studies show that exogenous attention acts faster than 

endogenous attention, but is easily disrupted by behavioral irrelevant stimuli. 

Alongside with the fact that various neural disorders affect the two mechanisms 

differently (69, 70), it seems that different networks are at play for the two modes of 

attention. 

 

1.3 Neuronal Bursts 

Extensive electrophysiology studies, both in vitro and in vivo, have reported the 

tendency of neurons to fire brief periods of spikes in quick succession (burstiness)(71, 

72). Burstiness is believed to be associated with a variety of physiological processes, 

such as synapse formation (73) and long-term potentiation (74). Analysis of bursting 

activity has also been used as an important tool in applications such as studying the 

impact of genetic or chemical manipulations on network activity (75, 76). 

 

Recently, it has been shown in V4, a key locus in the ventral stream of visual cortical 
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information processing, that attention can also modulate aspects of neuronal firing 

patterns that operate on a fast timescale: burstiness, defined as the tendency of a 

neuron to discharge consecutive spikes at very short inter-spike intervals, decreases 

in the broad-spiking neurons of area V4 when spatial attention is directed into their 

receptive fields (RF)(36). Though the specific functional consequence of this 

attentional modulation remains unknown, the effect is intriguing, because the 

functional properties and neural utility of bursts in spike-trains has been a topic of 

much speculation and interest (77-79). A current and plausible hypothesis states that 

bursts enhance information transfer because neuronal inputs composed of closely 

spaced spikes are more efficient at driving post-synaptic neurons which act as 

coincidence detectors because of their short integration time-constants (74). As 

pointed out by Anderson et al. (36), this hypothesis predicts that to drive downstream 

neurons more efficiently, burstiness would increase when attention is directed towards 

a neuron’s RF. However, the burstiness reduction observed indicates the opposite. 

 

At present, it remains unclear if the effect of spatial attention on burstiness is 

restricted to the ventral pathway or even only V4 and whether it extends to other types 

of attention. Further, though it has been recently proposed based on a computational 

model that the effects of spatial attention on burstiness and firing rate emerge from a 

common mechanism (36), there is no empirical data on how the attentional 

modulation of burstiness relates to the well-known modulation of firing rate by 

attention. To address this, we analyzed extracellular single-neuron recordings from 
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area MST of two rhesus monkeys performing a spatial and feature-based attention 

task. Both shifting spatial attention into the RF and deploying feature-based attention 

to the preferred direction (relative to the non-preferred direction) enhanced the firing 

rate of MST neurons, as expected based on previous studies (28, 33, 80). In addition, 

spatial attention also led to a concurrent net reduction in burstiness, as reported 

earlier from V4. However, feature-based attention did not modulate burstiness, though 

it did enhance firing-rate. This lack of effect on burstiness for feature-based attention 

is not explained by its smaller effects on firing-rate (compared to spatial attention). 

Further, the effects of spatial attention on firing rate and burstiness could be 

dissociated. Our results extend our understanding of the attentional effects on the 

temporal patterns of action potential discharge and support the idea that different 

types of attention may involve different physiological mechanisms. 

 

1.4 Microsaccade 

As is described in a previous section, we move our eyes to bring important visual 

stimuli under gaze, where the sensory resolution is the highest. Besides these 

voluntary eye movements, however, our eyes are still in constant motion. Even when 

we are intently maintaining our gaze at a certain location, miniature, involuntary eye 

movements never stop. According to their magnitudes and velocity profiles, These 

fixational eye movements can basically be classified into three types (81). The type of 

fixational eye movement with smallest overall amplitude is tremor (or nystagmus), 

which refers to the constant, rhythmical oscillation (~90Hz) that occur to each of the 
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eyes independently (82). Simultaneously occurring with tremor, another much slower 

type of fixational eye movement is drift, which slowly shifts the fixated image across a 

dozen photoreceptors on the retina, due to the instability of oculomotor system (83). 

Drifts are occasionally interrupted by microsaccades, the third type of fixational eye 

movements, which are abrupt binocular eye movements that share most of the 

properties with saccades except that they are involuntary and relatively smaller in 

magnitude (84). 

 

Although fixational eye movements can partially be attributed to noise in the 

oculomotor system, microsaccades in particular are often suggested, although not 

without controversies, to be functionally relevant. For instance, microsaccades correct 

accumulated drifts away from the gaze location (85) and counteract perceptual fading 

due to neural adaptation (86). However, it has been pointed out, that microsaccades 

are not necessary, either for maintaining fixation or to keep the world visible (87). 

 

The more compelling behavioral relevance of microsaccades came from several 

independent studies that revealed a correlation between microsaccades and shifts in 

attention (88-91). Specifically, these studies reported a consistent bias of 

microsaccade direction, immediately following a spatial cue. However, this effect 

alone is not enough to conclude microsaccade directions as an index for spatial 

attention, without ruling out two major confounds, concerning the internal and the 

external cause of microsaccade direction effect. First, covert visual spatial attention is 
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often entangled with saccade planning (92, 93). With evidences also pointing towards 

a common biological mechanism for saccades and microsaccades(94), it seems more 

plausible that microsaccade is a direct correlate of saccade planning. Without a 

systematic study designed to disentangle attention from saccade planning, it remains 

elusive which one internally drives the microsaccade direction effect. Second,the 

microsaccade direction effect can, alternatively, be directly driven by the external cue, 

rather than by attention (91). Considering that all the studies that reported the 

microsaccade direction effect focus specifically on the time period immediately after 

the cue (~250-300ms), and that exogenous and endogenous cues have opposite 

effects on microsaccade direction (91, 95), it is in doubt whether sustained internal 

attention alone, without the presence of external cues, can generate this effect.  

 

In Chapter 4, I endeavor to address these two major concerns with two psychophysics 

experiments with human subjects. I found that sustained internal attention by itself, 

not entangled with saccade planning and without the presence of any external cue, 

can bias microsaccade direction towards the attended location. This finding echoes 

with previous findings and strongly argues for microsaccades as a reliable index of 

endogenous attention. 
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Abstract	

Within	the	visual	cortex,	 information	from	sensory	stimulation	is	first	decomposed	

into	 features,	 represented	 by	 neurons	 in	 specialized	 visual	 areas,	 and	 later	

integrated	 to	 form	 a	 global	 percept.	 It	 has	 been	 suggested	 that	 at	 the	 processing	

level	of	macaque	visual	 cortical	 area	MST,	 the	 integration	of	 the	direction	and	 the	

perceived	distance	of	a	moving	stimulus,	occurs;	with	such	integration	providing	the	

basic	 computational	 input	 to	 the	 network	 responsible	 for	 self-motion	 perception.	

While	the	theory	is	elegant,	the	evidence	for	this	process	is	rather	scarce,	with	only	

few	studies	available	in	literature.	Here,	we	recorded	from	area	MST	of	gaze	fixated	

awake	macaque	monkeys,	while	displaying	 stereoscopic	 random	dot	patch	 stimuli	

with	various	combinations	of	features.	Surprisingly,	we	found	that	the	interaction	of	

motion	 direction	 and	 disparity	 did	 not	 explain	 more	 variance	 in	 the	 neuronal	

activity.	In	addition,	on	the	population	level,	the	decoding	of	motion	direction	seems	

to	 be	 rather	 independent	 from	 the	 decoding	 of	 disparity,	 suggesting	 that	 the	

integration	of	the	two	domains	here	considered,	as	basis	for	the	computation	of	self-

motion,	is	unlikely	to	take	place	in	area	MST.		

	

	

	

27



	

Introduction	

Amongst	 the	 over	 30	 visual	 processing	 areas	 identified	 in	 the	macaque’s	 cerebral	

cortex	 (Felleman	&	 Van	 Essen,	 1991),	 extrastriate	 areas	 V2,	 V3,	 V4,	MT	 and	MST	

(Brodmann	 areas	 18	 and	 19)	 can	 be	 partitioned	 into	 two	 distinct	 pathways:	 the	

form-colour	pathway	(Zeki,	1978b;	1978a)	and	the	visual-motion	pathway	(Maunsell	

&	Van	Essen,	1983c).	Both	pathways	are	traditionally	thought	to	follow	a	serial	and	

hierarchical	 functional	 organization,	 according	 to	 which,	 lower	 areas	 serve	 as	

computational	 node	 to	 the	 processing	 of	 higher	 areas,	 with	 a	 certain	 degree	 of	

reciprocity	 (Felleman	&	Van	Essen,	 1991),	 for	 a	 review	 see	 	 Perry	&	Fallah,	 2014.	

While	 most	 of	 the	 areas	 comprising	 these	 two	 pathways	 seem	 well	 defined	

regarding	 their	 respective	 hierarchical	 function;	 along	 the	 visual-motion	 pathway,	

the	 medial	 superior	 temporal	 area	 (MST)	 shows	 rather	 diversified	 selectivity.	 In	

macaque	 monkeys,	 MST	 can	 be	 anatomically	 partitioned	 into	 two	 subareas	 with	

distinct	functions:	a	dorsal	portion	(MSTd),	mainly	composed	of	neurons	with	large	

receptive	 fields	 and	 selectivity	 to	 the	 basic	 motion	 components	 of	 optic	 flow	

(expansion,	 contraction,	 rotation	 and	 translation);	 and	 a	 ventral	 portion	 (MSTl),	

composed	of	neurons	with	smaller	receptive	 fields	and	selectivity	 to	 linear	motion	

direction,	much	resembling	the	properties	of	MT	neurons	(Tanaka,	Sugita,	Moriya,	&	

Saito,	1993).	Given	its	complex	architecture	and	functionality,	human	and	macaque	

studies	suggest	MSTd’s	 involvement	 in	a	number	of	processes:	heading	perception	

(Britten	 &	 van	 Wezel,	 2002);	 integration	 of	 motion	 information	 through	 feature	

decomposition	of	optic	flow	(Duffy	&	Wurtz,	1991;	Graziano,	Andersen,	&	Snowden,	

1994;	Orban	et	al.,	1992;	Saito	et	al.,	1986;	Tanaka	&	Saito,	1989);	inertial	motion	in	

darkness	 (Takahashi	 et	 al.,	 2007);	 perceptual	 cue	 integration	 (Gu,	 Angelaki,	 &	

DeAngelis,	2008);	 gaze	 stabilization	 in	 smooth	pursuit	 (Kawano,	 Inoue,	Takemura,	
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Kodaka,	&	Miles,	1999;	Takemura,	Inoue,	Kawano,	Quaia,	&	Miles,	2001);	integration	

of	 vestibular	 and	 visual	 cues	 (Sakata,	 Shibutani,	 &	 Kawano,	 1983);	 visual	 spatial	

attention	 (Treue	 &	 Maunsell,	 1996);	 visual	 working	 memory	 (Mendoza-Halliday,	

Torres,	&	Martinez-Trujillo,	2014)	and	 integration	of	colour	(Perry	&	Fallah,	2014;	

Tchernikov	 &	 Fallah,	 2010).	 Moreover,	 within	 the	 most	 studied	 domain	 -	 the	

sensitivity	to	visual	motion	-	MST’s	neurons	located	in	both	anatomical	subdivisions	

MSTl	 and	MSTd	 encode	multiple	 feature	dimensions	 at	 once:	motion	directions	 in	

both	the	spiral	space	(Graziano	et	al.,	1994;	Mineault,	Khawaja,	&	Butts,	2012)	and	

the	 linear	space	 (Saito	et	al.,	1986);	binocular	disparities	 (Roy,	Komatsu,	&	Wurtz,	

1992;	Takemura	et	al.,	2001;	Yang,	Liu,	Chowdhury,	DeAngelis,	&	Angelaki,	2011);	

the	 speed	of	 a	 given	motion	pattern	 (Maunsell	&	Van	Essen,	 1983a;	Price	&	Born,	

2013).	While	 these	 tuning	 preferences	 are	most	 often	 considered	 in	 isolation,	 the	

potential	 dependence	 of	 the	 encoding	 of	 one	 feature	 on	 another	 is	 still	 under	

considerable	debate,	and	yet	may	reveal	important	functions.	

	

Disparity-dependent	direction	selectivity	

MST’s	 sensitivity	 to	binocular	disparity	 -	 the	difference	between	 the	 right	 and	 left	

retinal	 projections	of	 an	 object	 -	 has	 often	been	 an	 influential	 factor	 in	 this	 area’s	

motion	selectivity,	as	well	as	vestibular	selectivity.	A	currently	leading	hypothesis	is	

that	binocular	disparity	sensitivity	and	motion	selectivity	are	functionally	integrated	

at	the	processing	level	of	MST	to	infer	self-motion	(Roy	et	al.,	1992;	Takemura	et	al.,	

2001;	 Yang	 et	 al.,	 2011).	 Cells	 showing	 direction-dependent	 disparity	 tuning	 (or	

DDD)	 in	 which	 the	 tuning	 for	motion	 depends	 on	 the	 disparity	 value	 considered,	

have	been	reported	in	area	MST.	(Roy	et	al.,	1992;	Roy	&	Wurtz,	1990).	However,	the	
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reported	proportions	of	DDD	cells	in	this	area	vary	considerably.	Roy	et	al.	observed	

DDD	tuning	in	around	40%	of	MST	cells,	while	Yang	et	al.	reported	it	in	around	5%	

of	the	cells	analysed.	Considering	also	that	multiple	studies	have	suggested	the	DDD	

cells	do	not	exist	in	MT	(DeAngelis	&	Newsome,	1999;	Maunsell	&	Van	Essen,	1983b;	

Smolyanskaya,	 Ruff,	 &	 Born,	 2013)	 -	 an	 area	 in	 close	 functional	 and	 anatomical	

proximity	to	MST	–	it	seems	that	DDD	cells	might	be	exclusive	to	MST.		

The	 present	 study	 aims	 at	 shedding	 some	 light	 onto	 the	 functional	 relationship	

between	 disparity	 selectivity	 and	 motion	 directionality	 in	 macaque	 area	 MST,	 by	

focussing	on	two	experimental	questions.	First,	to	characterize	the	area	contribution	

in	the	estimation	of	self-motion,	we	determine	the	proportion	of	cells	showing	DDD	

tuning.	Secondly	we	quantify	the	involvement	of	each	feature	dimension,	as	well	as	

their	joint	contribution,	 in	explaining	the	overall	population	response	to	ultimately	

address	the	role	of	area	MST	in	the	processing	of	these	two	features	along	the	visual-

motion	pathway.	

	

Materials	and	Methods	

Single	unit	activity	was	recorded	 from	two	rhesus	monkeys	(Macaca	mulatta,	both	

male;	monkey	I	10-year-old,	weighed	9	kg;	monkey	N,	16-year-old,	weighed	10kg),	

implanted	 with	 custom	made	 titanium	 headpost	 and	 recording	 chamber	 (19	 mm	

diameter),	 over	 the	 superior	 temporal	 sulcus	 (monkey	 I	 on	 the	 left	 hemisphere,	

monkey	 N	 on	 the	 right	 hemisphere).	 Surgeries	 were	 performed	 under	 general	

anaesthesia	and	post-surgical	care	using	standard	techniques.	All	procedures	were	

conducted	in	accordance	with	German	laws	governing	animal	care	and	approved	by	

the	district	government	of	Oldenburg,	Lower	Saxony,	Germany.		
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Setup	

The	 animals	 were	 seated	 in	 a	 primate	 chair	 for	 the	 duration	 of	 the	 experimental	

session.	The	animals	were	positioned	in	front	of	a	rear	projection	screen	(dlp	Black	

Bead,	Denmark,	171.5	x	107.2	cm)	so	that	the	screen	laid	104	cm	from	the	animal’s	

eyes.	 Stereoscopic	 visual	 stimulation	 was	 achieved	 by	 mean	 of	 two	 coupled	

projectors	(Projection	Design	F22,	Norway,	60	Hz	refresh	rate,	1920	x	1200	pixels)	

and	circular	polarization	 filters	 (SX42	–	HD).	Binocular	 crosstalk,	 as	assessed	by	a	

spectroradiometer	 (SpectraScan	 PR-650,	 Photo	 Research,	 USA),	 was	 below	 the	

minimum	measurable	 luminance	of	0.2	 foot-lambert	(or	0.68	candela/meter2).	Eye	

position	 was	 monitored	 with	 a	 binocular	 eye	 tracking	 system	 (Eyelink	 1000,	 SR-

Research,	Canada)	throughout	the	course	of	the	experimental	session	at	a	sampling	

rate	of	500	Hz.	

	

Behavioral	Tasks	

Every	recording	session	was	comprised	of	two	consecutive	behavioural	protocols.	In	

the	 first	part,	we	place	 a	 single	probe	 stimulus	at	 various	 locations	 to	 identify	 the	

neuron’s	receptive	field	(RF).	Subsequently,	in	the	second	part,	we	characterized	the	

neuron’s	 response	 to	 visual	 stimuli	 placed	 at	 the	 centre	 of	 the	 RF,	 with	 various	

combination	 of	 motion	 and	 disparities.	 Basic	 behavioural	 requirements	 to	 the	

animals	in	the	two	protocols	were	identical:	a	red	dot	(2x2	degrees	of	visual	angle	-	

dva)	placed	 at	 the	 centre	of	 the	projected	 screen,	 instructed	 the	 animal	 to	 engage	

eye	 fixation,	 and	 initiate	 the	 trial	 (monkey	 I	 by	 depressing	 a	 mechanical	 button,	

monkey	N	 by	 touching	 a	 lever;	 both	 installed	 inside	 the	 primate	 chairs).	 The	 dim	

fixation	point	 then	 lit	up,	 signalling	 the	animal	 that	a	new	trial	was	about	 to	start.	
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When,	 during	 the	 trial,	 the	 fixation	 point	would	 dim	 down	 again,	 the	 animal	was	

required	 to	 release	 the	 button,	 or	 turn	 the	 lever,	within	500ms,	 to	 earn	 a	 drop	of	

fluid	 reward.	 Breaking	 eye	 fixation	 at	 any	 time	 during	 a	 trial,	 reacting	 before	 a	

fixation	dot	dim,	or	fail	to	react	to	a	fixation	dot	dim	within	the	500ms	time	window,	

would	lead	to	the	abortion	of	the	trial	and	no	reward	would	be	delivered.	Regardless	

of	 the	 outcome,	 after	 1.5	 seconds	 a	 new	 trial	 was	 presented.	 The	 mean	 reaction	

times	were	290ms	(sd	27	ms)	for	monkey	I	and	366ms	(sd	25ms)	for	monkey	N.	

	

In	the	mapping	of	the	receptive	field	protocol	(RF	protocol),	upon	correct	initiation	of	

the	 trial,	 a	 single	 random	 dot	 pattern	 (RDP,	 4	 dva	 in	 diameter,	 20	 dots,	 each	

measured	0.25	dva	in	diameter	moving	at	speed	of	10	dva/s,	with	zero-coherence	in	

motion	directions,	at	a	 luminance	of	7.07	cd/m2)	would	appear	 for	3	 frames	 (~50	

ms)	at	a	random	position	on	the	projection	screen.	The	stimulus	then	disappeared	

and,	 after	 one	 blank	 frame	 (16.67	ms),	 reappeared	 at	 a	 different	 and	 randomized	

location.	At	a	random	point	in	time	during	RDPs	flashing	(between	1500	and	3500	

ms	 from	 the	 appearance	 of	 the	 first	 stimulus),	 the	 dimming	 of	 the	 fixation	 point	

described	 above	 would	 occur.	 The	 behavioural	 protocol	 was	 terminated	 after	

reaching	150	successful	 trials,	which	resulted	 in	5850	probes	presented,	over	an	x	

and	y	space	of	41	*	41	dva	around	the	centre	(0,0)	of	the	horopter,	with	positive	and	

negative	values	around	the	fixation	position	(x	=	from	-10	to	30,	y	=	from	-20	to	20).	

	

The	characterization	of	the	neuronal	sensitivity	to	different	visual	features	(Tuning	

Protocol),	 was	 carried	 out	 in	 direct	 succession	 of	 the	 receptive	 field	 mapping	

protocol.	 Upon	 receptive	 field	 identification,	 a	 single	 RDP	 (with	 full	 motion	

coherence,	variable	diameter	adjusted	to	the	receptive	field	size	determined	through	
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online	 analysis,	 200	 dots	 of	 0.25	 dva	 each,	 with	 an	 average	 luminance	 of	 12.8	

cd/m2),	was	placed	at	the	centre	of	a	neuron’s	RF	and	its	x	and	y	position	was	then	

kept	 constant	 throughout	 the	 experiment.	 The	 stimulus’	motion	domain	 (spiral	 or	

linear),	 motion	 direction	 (0,	 45,	 90,	 135,	 180,	 235,	 270,	 315	 degree,	 for	 linear	

motion,	the	values	refer	to	the	angles	between	dot	velocity	and	the	horizontal	line;	

for	spiral	motion,	the	values	refer	to	the	angles	between	dot	velocity	and	the	radial	

line	of	the	RDP	aperture,	see	(Graziano	et	al.,	1994)),	binocular	disparity	(-2,	-1.5,	-1,	

-0.5,	 0,	 1,	 1.5	 degree)	 and	 speed	 (at	 1	 dva	 from	RDP’s	 centre),	would	 rapidly	 and	

randomly	change	every	5	frames	(83.33	ms).	Here	as	in	the	RF	protocol,	the	animal	

was	required	to	depress	the	lever	in	within	500	ms	after	the	dimming	of	the	fixation	

point	(between	1500	and	3500	ms	from	the	appearance	of	the	first	stimulus).	Each	

session	of	 this	experimental	protocol	 requires	500	hit	 trials	 to	 complete,	 so	 that	a	

total	 of	 ~13000	 stimuli	 would	 be	 displayed.	 Considering	 the	 number	 of	 possible	

feature	combinations	(8	directions	*	8	disparities	*	8	speeds	*2	motion	domains	=	

1024),	each	stimulus	would	be	displayed	for	12	repetitions	on	average.	

	

Data	Collection	

The	 recording	 electrodes	 (platinum/tungsten	 cores,	 quartz	 insulated,	 Thomas	

Recording,	Germany,	and	FHC,	ME),	single	 tip	as	well	as	 four	channels	(impedance	

between	 0.8	 and	 2.5	 MΩ)	 were	 either	 loaded	 into	 a	 multi-electrode	 manipulator	

(Tetrode	Mini	Matrix	System,	Thomas	Recording,	Germany)	or	into	a	custom	made	

guide	tube	held	on	a	chamber	grid.	The	respective	recording	device	was	mounted	on	

the	 recording	 chamber	 of	 the	 animal,	 prior	 the	 recording	 session.	 Consequent	 to	

manual	adjustment	of	the	medio	lateral	and	anterior	posterior	coordinates	on	the	x-y	
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table	of	the	manipulator,	the	guide	tubes	was	manually	lowered	enough	to	penetrate	

the	superficial	tissue	covering	the	dura.	The	micro-drive	system	of	the	manipulator,	

by	mean	of	 a	dedicated	motor	 controller,	would	 then	 lower	 the	 electrodes	 at	~10	

μm/second,	 upon	 regular	 impedance	 monitoring	 by	 the	 experimenter.	 Electrical	

signals	were	amplified	and	then	recorded	with	a	sampling	rate	of	40	kHz	and	16-bit	

precision,	using	an	Omniplex	acquisition	system	(Plexon,	USA).	After	recording,	the	

raw	signal	acquired	was	filtered	with	a	6-pole	Bessel	high	pass	filter	(250	Hz	cut-off)	

using	 the	 OfflineSorter	 V3	 software	 (Plexon,	 USA).	 Single	 units	were	 identified	 as	

clusters	of	similar	waveforms,	crossing	an	individually	set	detection	threshold,	and	

separated	from	the	main	noise	cluster	in	the	space	of	the	first	two	PCs	(for	a	review	

see	 Lewicki,	 1998).	 	 We	 thus	 isolated	 229	 cells	 for	 monkey	 I	 and	 18	 cells	 from	

monkey	N,	with	154	for	monkey	I	and	10	for	monkey	N	showing	clear	responses	to	

visual	stimulation.	

	

	

Data	Analysis	

Both	 protocols,	 employing	 a	 rapid	 series	 of	 stimuli	 presentations,	were	 optimized	

for	reverse	correlation	analysis	(Bair,	Cavanaugh,	Smith,	&	Movshon,	2002;	Borghuis	

et	 al.,	 2003;	 Chichilnisky,	 2001;	 de	 Boer	 &	 Kuyper,	 1968;	 Ringach,	 Hawken,	 &	

Shapley,	 1997),	 where	 any	 given	 spike	 train	 is	 probabilistically	 associated	 with	

individual	 stimulus	 features.	 Given	 a	 range	 of	 latencies,	 stretching	 from	 300	

milliseconds	 before	 the	 spike	 to	 50	ms	 after	 the	 spike,	 binned	 in	 5	ms	 steps,	 we	

implemented	 the	 reverse	 correlation	 by	 first	 counting	 the	 number	 of	 total	

occurrences	 of	 a	 certain	 stimulus	 category	 (for	 example	 expansion)	 at	 a	 given	
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latency	relative	to	the	spike	and	then	dividing	this	sum	by	the	total	occurrences	of	

all	categories	comprising	the	corresponding	feature	(for	example	spiral	motion).	For	

directionally	selective	cells,	for	example,	this	procedure	outputs	a	probability	value	

for	each	motion	direction	at	each	 latency.	Ultimately	 the	results	are	 interpreted	as	

the	likelihood	of	each	feature	category,	at	each	latency	considered,	to	have	preceded	

each	 spike	 in	 the	 spike	 train.	 It	 is	 important	 to	note	 that	 in	 such	 two	dimensional	

space	(latency	vs	category),	the	sum	of	the	probability	of	all	categories	at	any	latency	

is	always	equal	to	1.	

	

Two-dimensional	Gaussian	for	receptive	field	mapping		

To	quantitatively	estimate	the	size	and	the	distance	of	 the	receptive	 field	 from	the	

fixation	 point,	 on	 a	 cell-by-cell	 basis,	 we	 first	 identified	 the	 latency	 yielding	 the	

highest	 variance	 of	 spike	 counts	 for	 all	 probe	 locations,	 and	 fit	 a	 2	 dimensional	

Gaussian	of	the	following	form:	

	

! = # +	 & ∗ ()* −
) ∙ -./0 − 1 ∙ /230 − )4 5

2785
+

1 ∙ -./0 + ) ∙ /230 − 14 5

2795
	

	

where	B	is	the	baseline	probability;	A	is	the	amplitude;	x0	and	y0	are	the	coordinate	of	

the	centre	of	the	receptive	field	in	degrees	of	visual	angle;	sx	and	sy	are	the	standard	

deviation	of	 the	Gaussian	 in	 the	 two	dimensions;	q	 is	 the	orientation	of	 the	 longer	

axis	of	the	fitted	ellipse.	The	size	of	the	receptive	field	is	defined	as	the	area	obtained	

considering	2	standard	deviations	and	assuming	an	elliptical	shape.			
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Piecewise	Polynomial	Interpolation	for	disparity	tuning	estimation	

Disparity	 tuning	 of	 each	 cell	 was	 computed	 in	 MATLAB	 through	 a	 piecewise	

polynomial	 interpolation	 with	 a	 smoothing	 parameter	 of	 0.99,	 using	 the	 built-in	

function	fittype	under	the	mode	‘SmoothingSpline’.	

		

Von	Mises	fit	for	directionality	estimation	 	

The	tuning	of	each	neuron	to	the	motion	stimuli,	 for	both	the	 linear	and	the	spiral	

domains,	was	computed	by	fitting	the	probabilities	of	each	motion	direction,	derived	

by	 the	 reverse	 correlation	 of	 the	 each	 neurons’	 spike	 train,	 to	 a	 von	 Mises	

distribution,	 a	 circular	 approximation	 of	 the	 normal	 distribution	 (Berens,	 2008;	

Mineault	 et	 al.,	 2012;	 Smolyanskaya	 et	 al.,	 2013;	 Takahashi	 et	 al.,	 2007),	 of	 the	

following	form:	

	

: )	 	;, =, >, ?) = ? + > ∗
(A∗BCD 8EF

2GH4 =
		

	

where	µ	and	1/k	represent	preferred	direction	and	variance,	a	and	b	amplitude	and	

baseline	 probability	 and	 the	 component	H4(=)	is	 the	 modified	 Bessel	 function	 of	

order	0.	

	

Negative	Binomial	Regression	Model		

To	assess	the	amount	of	variability	explained	by	the	motion	and	the	disparity,	on	a	

cell	by	cell	basis,	we	built	four	generalized	additive	models	considering	spike	count	

as	 response	 variable	 and	 disparity,	 direction	 and	 their	 putative	 interaction,	 as	
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predictors.	 Model	 1	 assumes	 that	 motion	 direction	 does	 not	 contribute	 to	 the	

variance	of	spike	count:	

JKL = exp	(P4 + PQ ∙ R2/*>S2T1)	

	

Model	2	assumes	that	disparity	does	not	contribute	to	the	variance	of	spike	count:	

JKL = exp	(P4 + P5 ∙ R2S(-T2.3)	

	

Model	 3	 assumes	 both	 disparity	 and	 direction	 contribute	 to	 the	 variance	

independently:	

JKL = exp	(P4 + PQ ∙ R2/*>S2T1 + P5 ∙ R2S(-T2.3)	

	

	Model	4	further	adds	an	interaction	term	between	disparity	and	direction:	

JKL = exp	(P4 + PQ ∙ R2/*>S2T1 + P5 ∙ R2S(-T2.3 + PU ∙ R2/*>�2T1 ∙ R2S(-T2.3)	

	

It	 is	 important	 to	 note	 that	 in	 models	 considering	 the	 contribution	 of	 motion	

direction	(m2,	m3	and	m4),	this	circular	covariate	was	linearized	with	a	Von	Mises	

transformation,	by	adding	a	 squared	covariate	 in	 the	regression	models.	Note	also	

that	the	spike	count		JKL 		consisted	of	the	total	number	of	spikes	occurring	within	an	

80ms	time	window,	shifted	according	to	the	latency	yielding	the	highest	variability	

(optimal	latency)	assessed	trough	reverse	correlation.		

	

Principal	component	analysis	for	population	decoding	

In	 order	 to	 achieve	 the	 unsupervised	 clustering	 of	 feature	 domains	 analysis	

described	 in	the	results	section,	we	first	constructed	a	covariance	matrix	based	on	

the	spike	count	of	the	154	cells	we	recorded	from	monkey	I	as	variables,	and	the	512	
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stimuli	of	one	 stimulus	 category	 (linear	or	 spiral)	 as	observations.	The	 covariance	

matrix	 is	 z-scored	 through	 observations,	 so	 as	 to	 normalize	 the	 neurons	 to	 their	

general	firing	rate.	A	principal	component	analysis	(PCA)	is	then	performed	on	the	

covariance	matrix,	using	the	build-in	pca	function	of	MATLAB.	Once	the	clustering	of	

stimuli	 in	 the	 subspace	 expanded	 by	 PCs	 were	 obtained,	 individual	 dots	 were	

marked	post	hoc	 according	 to	 stimuli	 features,	 so	 as	 to	determine	which	 stimulus	

feature	 drives	 the	 clustering.	 Finally,	 to	 quantify	 the	 performance	 of	 the	

classification	between	the	clusters	(as	in	Fig	3B),	first	the	centroids	of	each	category	

in	 the	 PC	 subspace	 were	 identified	 and	 then	 connected.	 Stimuli	 from	 the	 two	

categories	 were	 projected	 on	 this	 connecting	 axis	 and	 the	 area	 under	 receiver	

operative	 characteristic	 curve	 from	 the	 two	 distributions	 resulted	 in	 the	

performance	of	classification.		
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Results	

General	population	statistics.	 	

Figure	1	–	Receptive	field	maps	describing	the	dynamics	of	an	example	cell	as	assessed	through	reverse	

correlation	and	fit	with	a	2	dimensional	Gaussian	(see	Methods	–	Data	Analysis).	Each	subplot	shows	the	

spatial	 selectivity	 at	 incremental	 latencies.	 The	 greyscale	 map	 spans	 from	 white	 to	 black	 for	 low	

probability	 to	 high	 probability	 respectively.	 The	 array	 of	 probabilities	 depicted	 in	 the	 central	 plot,	

showing	 the	 latency	 containing	 the	 highest	 variance	 of	 the	 probabilities	 indicated	 at	 the	 top	 right	 of	

each	panel	(var),	was	fit	with	a	2	dimensional	Gaussian	to	derive	size	(area)	and	eccentricity	(ecce),	in	

dva,	with	respect	to	the	fixation	point	(red	dot).	Bar	on	central	plot	shows	absolute	count	of	occurrences	

of	each	location,	from	which	probabilities	are	derived.	

	

Of	the	164	cells	comprising	the	population	in	analysis,	data	to	estimate	the	receptive	

field	 was	 available	 for	 147	 units.	 We	 applied	 a	 single	 inclusion	 criterion	 of	 an	

adjusted	 r-squared	 above	 0.15,	 based	 on	 the	 fit	 of	 neuronal	 responses	 with	 a	 2	

39



	

dimensional	Gaussian,	to	include	only	units	for	which	at	least	15%	of	the	variance	is	

explained.	 This	 reduced	 the	 data	 to	 dataset	 to	 85	 units,	 for	 which	 the	 size	 and	

location	 of	 the	 receptive	 field	 was	 computed	 (for	 monkey	 I	 receptive	 field	

population	average	is	20	dva,	range	27	dva;	average	population	eccentricity	is		dva,	

range	 22	 dva).	 Figure	 1	 illustrates	 the	 process	 of	 determining	 the	 receptive	 field	

dynamics	 for	 one	 example	 unit	 (cell-074-01+01-137.3),	 convoluted	 with	 a	 3-by-3	

kernel.		

Throughout	 the	 85	 cells	 depicted	 in	 figure	 2,	 no	 simple	 correlation	was	 observed	

Figure	2	–	Scatter	plot	and	distribution	histograms	of	receptive	fields’	size	(square	root	of	the	area)	and	

eccentricity	 for	 the	 85	 cells	 (75	 from	monkey	 I	 –	 circles,	 10	 from	Monkey	 N	 –	 crosses)	 satisfying	 the	

inclusion	criteria	of	adjusted	r2	>	0.15	to	a	2	dimensional	Gaussian	fit.	Red	lines	are	derived	from	existing	

literature	 on	 MST	 and	 MT	 receptive	 field	 size	 and	 eccentricity	 (see	 results)	 and	 are	 here	 shown	 as	

reference	for	our	data	set.	The	filled	circle	indicates	the	example	units.	 
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between	areas	and	eccentricities	(rho	=	-0.06,	p	=	0.53;	Spearman’s	rank	correlation	

test	–	all	values	are	rounded	to	the	next	 integer).	While	areas	range	from	10	to	37	

dva,	with	an	average	value	of	20	dva,	eccentricities	range	from	0	to	22	dva,	covering	

mostly	the	right	hemifield,	with	several	units	coding	for	the	foveal	region	and	often	

crossing	 the	 midline,	 towards	 the	 ipsilateral	 visual	 field,	 as	 expected	 for	 MST	

neurons	(Saito	et	al.,	1986;	Tanaka	&	Saito,	1989).	In	line	with	existing	literature	of	

anesthetized	 monkeys	 on	 single	 cell	 activity	 of	 area	 MST	 and	 MT	 (Desimone	 &	

Ungerleider,	 1986),	 units	 described	 in	 this	 study	 show	 receptive	 fields’	 size	 and	

eccentricity	spanning	all	the	way	from	values	almost	approaching	MT’s	typical	ratio,	

at	the	low	end	of	the	spectrum,	to	MST’s	typical	ratio	and	beyond	(red	lines	in	figure	

2	 are	 extracted	 from	 Desimone	 &	 Ungerleider,	 1986	 and	 represent	 best	 fitting	

regression	lines	for	MT	and	MST,	histologically	identified).		

Similarly	 to	 the	example	receptive	 field	map	shown	 in	 figure	1,	 figure	3	 illustrates	

the	process	of	characterizing	motion	and	disparity	selectivity	for	the	same	example	

unit	 (cell-074-01+01-137.3).	 For	each	given	 cell,	 upon	 identification	of	 the	 latency	

yielding	highest	variance,	a	von	Mises	distribution	was	fit	to	the	probability	of	each	

motion	 category	 for	 both	 motion	 domains	 (see	 Methods)	 to	 extract	 preferred	

direction.	 	 To	 ensure	 that	 only	 directional	 cells	 where	 included	 in	 the	 analysis,	

inclusion	criteria	was	set	to	an	adjusted	r2	above	0.64,	through	which	were	accepted	

89	out	of	164	cells	for	spiral	motion	and	115	out	164	for	linear	motion	(some	units	

satisfied	the	criteria	only	for	one	of	the	two	motion	domains).	Figure	4	summarizes	

the	distribution	of	the	preferred	directions,	for	the	two	motion	domains.	In	line	with	

previous	 literature	 (Duffy	 &	Wurtz,	 1991)	 there	 is	 no	 evidence	 for	 an	 underlying	

non-uniform	 distribution	 of	 the	 preferred	 directions	 as	 assessed	 by	 the	 Rayleigh	

statistical	test	for	non-uniformity	of	circular	data	(for	spiral	p	=	0.059,	for	linear	p	=	
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0.152).	 Suggesting	 that	 neurons	 were	 sampled	 from	 an	 area	 representing	 all	 the	

motion	direction	with	the	same	likelihood.		

Figure	3	-		Time	course	of	motion	directions	and	disparity	selectivity	for	the	example	unit,	based	on	

36194	 spikes.	 Each	 subplot	 shows	 the	 probability	 of	 each	 motion	 category	 (A	 and	 B)	 or	 each	

disparity	level	(C	and	D)	assessed	in	the	spiral	(A	and	C)	and	linear	(B	and	D)	domains,	versus	the	

temporal	 distance	 between	 each	 spike	 and	 each	 stimulus	 presentation.	 Latency	 0	 indicates	

simultaneous	 occurrence	 of	 spike	 and	 stimulus.	 Red	 dashed	 lines	 indicate	 the	 latency	 with	 the	

largest	separation	(highest	variance),	marking	the	time	at	which	the	unit	shows	optimal	selectivity	

(A=	-85	ms;	B=	-75	ms;	C=	-70	ms;	D=	-70	ms).			
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Quantitative	measurements	of	disparity	selectivity	throughout	the	population	were	

based	on	two	indices	previously	introduced	by	(Roy	et	al.,	1992).	Figure	5	shows	the	

distribution	of	the	disparity	index	(DI)	derived	with	the	formula:	

	

VH = 1 −
3XYY − ()*

*S(:(SS(R − ()*
	

	

where	 exp	 represents	 the	 expected	 probability	 0.125	 (1	 over	 8,	 the	 number	 of	

disparities	 tested),	 null	 the	 lowest	 probability	 and	 preferred	 the	 highest.	 The	

resulting	 value	 indicates	 the	 strength	 of	 the	 disparity	 tuning	 for	 each	 given	 cell.	

Considering	then	the	units	with	a	disparity	 index	above	or	equal	 to	0.2	(Roy	et	al.,	

1992),	with	 the	second	 index,	 the	zero	index	(ZI),	is	possible	 to	determine	whether	

Figure	4	–	Distribution	of	preferred	 directions	 for	 spiral	motion	 (left)	and	 linear	motion	 (right).	 Only	

units	 with	 an	 adjusted	 r2	 above	 0.64	 are	 considered.	 P	 values,	 referring	 to	 Rayleigh	 test	 for	 non-

uniformity	of	circular	data.	
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the	disparity	selectivity	refers	 to	disparity	zero	(namely	no	binocular	disparity)	or	

either	far	or	the	near	disparity,	derived	with	the	formula:	

	

ZH =
[(S. − ()*
max−	()*

	

where	 the	 term	zero	 indicates	 the	probability	 for	 the	disparity	value	0,	max	 is	 the	

probability	 for	 any	non-zero	 category	and	exp	 is	 again	 the	expected	probability	of	

0.125.	 As	 a	 result	 any	 cell	 yielding	 a	 ZI	 above	 1	 is	 considered	 tuned	 to	 0	 retinal	

disparity	 and	 conversely,	 any	 cell	 with	 a	 ZI	 equal	 or	 below	 1	 is	 considered	 to	 be	

tuned	to	either	the	far	or	the	near	space	(Roy	et	al.,	1992).		

Figure	5	–	Distributions	of	disparity	index	and	zero	index	values	across	the	population.	Disparity	index	

thresholds	of	0.2	and	zero	index	thresholds	of	1	are	indicated	by	the	red	dashed	lines,	while	the	ratios	in	

red	indicate	the	proportion	of	units	falling	respectively	above	and	below	the	thresholds.	
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In	line	with	previous	reports	(Maunsell	&	Van	Essen,	1983a;	1983b;	Takemura	et	al.,	

2001),	 but	 contrasting	 with	 other	 reports	 (Roy	 et	 al.,	 1992),	 61%	 of	 the	 units	

recorded	showed	sensitivity	to	spiral	disparity.	78%	of	these	cells	showed	tuning	to	

either	 far	 or	 near	 with	 equal	 proportion.	 53%	 of	 the	 units	 showed	 sensitivity	 to	

linear	disparity,	with	74%	tuned	to	either	near	or	far	space	with	equal	proportion.		

	

The	population	encode	linear	and	spiral	motion	direction		

In	addition	to	single	cell	selectivity	profiles,	we	also	 investigated:	1)	which	 feature	

dimension	can	be	decoded	from	the	neuronal	activities	of	the	whole	population;	2)	if	

such	decoders	can	be	constructed	for	the	features	here	considered;	3)	how	well	can	

the	 decoders	 perform	 within	 each	 feature	 dimension	 and	 4)	 how	 the	 different	

decoders	relate	to	each	other.			

Specifically,	we	performed	a	principal	component	analysis	(PCA)	based	on	the	spike	

counts	 of	 the	 154	 neurons	 recorded	 in	 monkey	 I	 in	 response	 to	 the	 512	 linear	

motion	 stimuli	 (see	materials	 and	methods).	 As	 a	 result,	 we	 obtain	 154	 principal	

components	 (PCs,	 weighted	 linear	 combinations	 of	 the	 154	 neurons),	 ranked	 by	

their	 contributions	 to	 the	 spike	 count	 variance	 across	 stimuli.	 Based	 on	 the	

responses	 of	 the	 first	 two	 PCs	 to	 the	 stimuli,	 we	 found	 that	 the	 512	 stimuli	

automatically	 formed	eight	clusters,	which	happened	 to	align	with	 the	eight	 linear	

motion	directions	 (Fig	6A).	This	made	 the	combination	of	 the	 first	 two	PCs	a	very	

good	decoder	for	motion	direction.	Based	on	the	activities	of	these	154	neurons,	it	is	

also	 possible	 to	 reliably	 decode	 the	 direction	 of	 linear	 motion	 with	 the	 first	 two	

components	 (classification	 performances	 between	 neighbouring	 directions	 are	 all	
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above	 93%,	 Fig	 6B).	 Similarly,	 a	 separate	 PCA	 on	 the	 spiral	 motion	 stimuli	 also	

yielded	a	similar	outcome.	As	a	result	motion	directions	can	be	decoded	through	an	

unsupervised	clustering	(Fig	6B).	

Figure	6	-	The	first	two	principal	components	decodes	motion	direction.	A)	the	

unsupervised	 clustering	 of	 stimuli	 in	 the	 subspace	 of	 the	 first	 two	 principal	

components.	Each	dot	represents	the	neuronal	response	to	a	stimulus,	projected		

on	 the	 first	 two	 principal	 components.	 The	 dots	 were	 coloured	 according	 to	

their	spiral	motion	direction	of	the	stimuli.	B)	the	performance	of	classification	

between	neighbouring	motion	directions.  
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Figure	 7	 -	 The	 categorization	 of	 near	 and	 far	 stimuli	 is	 independent	 of	 the	 representation	 of	motion	

direction.	A)	Near-far	categorization	with	the	third	principal	component.	The	greyscale	map	shows	the	

distributions	 of	 stimuli	 with	 a	 certain	 disparity	 (vertical	 axis)	 on	 the	 third	 principal	 component	

(horizontal	axis).	B)	The	relationship	between	near-far	decoder	(third	principal	component)	and	motion	

direction	 decoder	 (first	 two	 principal	 components).	 Each	 dot	 represents	 the	 neuronal	 response	 to	 a	

stimulus,	 projected	on	 the	 first	 three	principal	 components.	The	 dots	were	 colored	according	 to	 their	

relative	depths	with	the	fixation	point.	The	difference	between	the	center	of	near	stimuli	and	far	stimuli	

(black	segment)	is	almost	parallel	to	the	third	principal	component	axis.	
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The	 encoding	 of	 near-far	 categorization	 is	 independent	 from	 the	 encoding	 of	 other	

stimuli	features	

While	the	first	two	components	encode	the	motion	direction	of	the	stimuli,	the	third	

component	seems	to	be	 independently	encoding	disparity.	Stimuli	displayed	in	the	

near	space	(disparity	smaller	than	zero)	and	far	space	(disparity	bigger	than	zero)	

have	distinct	distributions	in	the	third	component	(Fig	7A).		

Furthermore,	 this	representation	of	near-far	categorization	and	the	representation	

of	motion	direction	are	 largely	 independent.	As	shown	 in	Fig.	7B,	 In	 the	3-D	space	

szplained	by	the	first	three	PCs,	we	obtained	the	centroids	of	dots	representing	near	

stimuli	 (blue)	 and	 dots	 representing	 far	 stimuli	 (red),	 and	 create	 a	 disparity	 axis	

connecting	 the	 two	 centroids	 (dark	 black	 line).	 The	 smaller	 the	 angle	 between	 a	

given	PC	 and	 this	 axis,	 the	 larger	 the	PC	 contribute	 to	 the	near-far	 categorization.		

We	 found	 the	disparity	axis	 is	 almost	perpendicular	 to	 the	plane	expanded	by	 the	

first	two	PCs	(88°,	Fig.	7B),	which	contains	the	representation	of	motion	direction;	

while	the	third	PC	alone	contributed	99.8%	to	the	disparity	axis.		

Such	 clear	 independence	 of	 disparity	 encoding	 from	 motion	 direction	 encoding	

solicits	the	question	whether	it	 is	even	possible	to	categorize	near	stimuli	from	far	

stimuli	regardless	of	what	type	of	motion	is	displayed	(linear	or	spiral).	To	test	this,	

we	obtained	the	disparity	decoder	from	a	PCA	with	data	from	monkey	I	with	linear	

motion	stimuli,	and	applied	it	on	the	spike	count	data	from	the	same	animal	but	with	

spiral	 motion	 stimuli,	 so	 as	 to	 guess	 which	 of	 the	 spiral	 motion	 stimuli	 were	

displayed	in	the	near	space	and	which	in	the	far	space.	Compared	post	hoc	with	the	

real	disparity	values,	 the	guessed	near-far	categorization	 is	98.75%	correct,	which	

shows	 that	 the	 near-far	 categorization	 in	 area	 MST	 is	 largely	 agnostic	 about	 the	

motion	domain	of	the	stimulus.	
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Interdependence	of	features	in	area	MST	

In	 order	 to	 probe	 any	 putative	 dependence	 of	 motion	 selectivity	 upon	 disparity	

change,	as	previously	investigated	for	MST	and	MT	(Roy	et	al.,	1992;	Smolyanskaya	

et	al.,	2013),	the	joint	probability	of	motion	and	disparity,	independently	for	the	two	

motion	domains,	was	calculated	at	the	best	latency	of	the	reverse	correlation.		

Figure	 8	 –	 Directionality	 and	 disparity	 selectivity	 joint	 probability	 heat	 maps	 for	 two	 example	 cells.	

While	 cell	 074-01+01-137.2	 (top	 left	 and	 right	 for	 spiral	 and	 linear	 motions	 respectively)	 shows	 no	

correlation	 between	 the	 two	 feature	 domains	 (Spiral	 p	 =	 0.28,	 Linear	 p=0.4),	 cell	 061-01+01-131.2	

shows	a	significant	switch	of	 the	preferred	direction	 together	with	shifts	 in	disparity	 (Spiral	p	=	0.03,	

Linear	p	=	0.02),	with	linear	motion	accounting	for	the	greater	shift	of	~135	degrees.	
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Figure	 6	 upper	 row	 illustrates	 one	 example	 unit	 for	 which	 there	 is	 no	 change	 of	

directionality	 together	 with	 a	 change	 in	 disparity,	 for	 neither	 spiral	 nor	 linear	

motion.	 Figure	 6	 lower	 row	 illustrates	 another	 example	 unit,	 displaying	 a	 shift	 of	

preferred	direction	 for	 linear	motion	 stimuli	 depending	 on	 the	 stimulus	 disparity.	

The	 first	 example	 summarizes	 the	 entirety	 of	 the	 population,	 making	 the	 second	

example	the	only	unit	showing	such	property.	Nonetheless	a	closer	look	at	the	only	

disparity-dependent	 direction	 cell	 tuning,	 based	 on	 firing	 rate	 rather	 than	

probability,	reveals	a	rather	sudden	shift	of	linear	motion	selectivity	at	disparity	0.5	

(Figure	9).	Although	this	behaviour	is	in	line	with	previous	reports	(Roy	et	al.,	1992;	

Takemura	et	al.,	2001),	the	proportion	of	cells	showing	this	response	pattern	in	our	

study	seems	critically	discordant	with	the	aforementioned		studies.	

	

Variance	explained	by	individual	features		

In	 order	 to	 assess	 the	 second	 experimental	 question	 –	 how	much	 of	 the	 neuronal	

variability	 is	explained	by	disparity,	direction	and	 their	putative	 interaction	–	 four	

generalized	 linear	 models	 were	 tested	 (see	 Methods	 section).	 To	 illustrate	 the	

quality	 of	 each	model	 to	 describe	 the	 variability	 of	 the	 spike	 count,	 the	 resulting	

distributions	of	deviances	are	reported	in	figure	10	for	the	whole	population	of	164	

cells	 here	 considered	 (red	 dots	 in	 figure	 10	 represent	median	 of	 the	 population).	

While	disparity	only	 (m1)	describes	around	6%	and	4%	of	the	variability	 for	spiral	

and	 linear	motion	respectively;	direction	only	(m2)	reaches	37%	and	43%,	making	

this	 second	 feature	 the	 most	 dominant	 across	 the	 population	 (t-test	 pairwise	

comparison	between	m2	and	m1	reveals	p-value	<	0.001,	for	both	spiral	and	linear).		
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Figure	9	–	Disparity	dependent	directional	cell	061-01+01-137.2.	Firing	rate	based	tuning	fit	(error	bars	

represent	 95%	 confidence	 interval)	 at	 different	 disparity	 ordered	 from	 far	 to	 near	 and	 from	 top	 to	

bottom.	Red	texts	indicate	the	resultant	adjusted	R2	of	 the	fit	and	the	gain,	as	ratio	between	highest	to	

lowest	point	of	 the	curve.	Red	dots	represent	the	preferred	direction	resulting	 from	 the	 fit.	From	near	

(negative	values)	to	far	(positive	values)	the	preferred	direction	switches	of	~	135	degrees.	Panels	with	

grey	 background	 indicate	 those	 disparities	 at	which	 the	 von	Mises	 fit	 returns	 an	 adjusted	 r	 squared	

below	our	inclusion	criteria.	
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Moreover,	 best	 describing	 the	 spike	 counts	 across	 the	 population	 are	 the	models	

accounting	 for	both	 feature	dimensions	at	 the	 same	 time.	Model	3,	 considering	an	

additive	effect	of	direction	and	disparity,	explains	a	median	of	66%	of	the	variance	in		

both	motion	 domains,	 significantly	 diverging	 from	 the	 explanatory	 power	 of	 both	

previous	 models	 (t-test	 pairwise	 comparison	 between	 m3	 and	 m2,	 m3	 and	 m1,	

Figure	10	–	Distributions	of	deviance	explained	by	the	four	GLM	models	across	154	cells	comprising	the	

population	in	analysis.	From	bottom	to	top,	each	row	indicates	the	distribution	of	deviances	for	a	given	

model,	for	both	spiral	(left)	and	linear	(right)	motions,	on	the	right.	Red	dots	indicate	the	median	of	the	

distribution,	while	thick	black	 lines	 indicate	the	1st	to	3rd	quartile	range,	thin	black	lines	the	minimum	

and	the	maximum	values	of	the	distribution	and	circles	the	outliers.	Three	stars	indicate	p	value	below	

0.001	to	a	t-test	pairwise	comparison	and	n.s.	stands	for	non-significant	difference. 
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reveals	 p-value	 <	 0.001,	 for	 both	 spiral	 and	 linear).	 Finally,	 on	 top	 of	 model	 3,	

despite	an	interaction	parameter	is	added	in	model	4,	the	resulting	deviance	of	67%	

for	both	motion	domains,	does	not	improve	the	explanatory	power	of	model	3	(t-test	

pairwise	comparison	between	m4	and	m3	reveals	p-value	>	0.05,	for	both	spiral	and	

linear).	 This	 suggests	 that	 interaction	 between	 motion	 direction	 selectivity	 and	

disparity	selectivity	is	not	necessary	to	explain	more	variability	in	activity	of	single	

cells,	 which	 echoes	 with	 the	 PCA	 result,	 that	 disparity	 representation	 in	 the	

population	is	independent	from	the	other	features	of	the	stimulus.	

	

	

	 	

53



	

Discussion	

After	 decades	 of	 research	 exploring	 MST’s	 selectivity	 in	 the	 motion	 domain,	 two	

considerations	 seem	 to	 find	 ample	 agreement.	 The	 first	 one	 wants	 the	 middle	

superior	 temporal	 area	 to	 be	 responsible	 for	 the	 decomposition	 of	 optic	 flow	

information	 into	 the	 two	 major	 axis	 constituting	 it,	 namely	 the	 rotation	 and	

expansion/contraction	 (Duffy	 &	 Wurtz,	 1991;	 Graziano	 et	 al.,	 1994;	 Orban	 et	 al.,	

1992;	 Saito	 et	 al.,	 1986;	 Tanaka	 &	 Saito,	 1989).	 The	 second	 one	 relates	 to	 the	

proximity	of	this	area	to	a	variety	of	other	anatomical	as	well	as	functional	networks	

which,	 as	 a	 consequence,	 puts	 the	 area	 at	 the	 centre	 of	 a	 very	 diversified	

computational	node	 for	heading	direction	estimation	and	self-motion	computation	

(Gu	et	al.,	2008;	Roy	et	al.,	1992;	Sakata	et	al.,	1983;	Yang	et	al.,	2011).	While	 this	

study	 is	 in	 substantial	 agreement	with	 the	 first	 consideration,	 at	 the	 same	 time	 it	

fails	 to	 provide	 supporting	 evidences	 for	 the	 second.	 This	 section	 will	 first	

summarize	 the	 two	main	 observations	 behind	 such	 dissonance	 and	 secondly	 will	

elaborate	on	its	motives	as	well	as	consequences.	

	

First,	 while	 almost	 half	 of	 the	 neurons	 here	 considered	 show	 tuning	 to	 binocular	

disparity	either	in	the	linear	or	in	the	spiral	domain,	in	line	with	existing	literature	

(Roy	 et	 al.,	 1992;	Takemura	 et	 al.,	 2001;	Yang	 et	 al.,	 2011);	 only	1	 cell	 out	 of	 164	

showed	 disparity-dependent-direction	 selectivity,	 in	 striking	 contrast	 with	 the	

original	 1992	 study	 of	 Roy	 et	al	in	which	 40%	of	 units	 there	 considered	 reversed	

their	 directionality	 with	 changes	 in	 disparity.	 Our	 proportion	 also	 fails	 at	 the	

comparison	with	a	more	conservative	proportion	of	5%	DDD	cells	in	the	experiment	

of	Yang	and	collaborators,	2011.	The	first	factor	one	must	consider	when	searching	

for	 potential	 explanations	 of	 differences	 in	 neuronal	 responses	 in	 higher	 order	
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visual	areas,	situated	at	the	top	of	the	superior	temporal	sulcus	of	the	macaque	brain,	

is	 the	 proximity	 with	 adjacent	 areas	 with	 similar	 but	 not	 identical	 functional	

properties.	 Additionally,	 in	 the	 case	 of	MST	one	must	 also	 take	 into	 consideration	

that	 such	 area	 has	 been	partitioned	 in	 several	 sub	 regions	with	 rather	 diversified	

properties	(Desimone	&	Ungerleider,	1986).	For	example,	while	showing	very	clear	

sensitivity	 to	 binocular	 disparity,	 no	 DDD	 cells	 were	 found	 in	 area	 MT	

(Smolyanskaya	 et	 al.,	 2013)	 and	 yet	 a	 very	 different	 sensitivity	 to	 disparity	 was	

described	for	area	MSTl	(Eifuku	&	Wurtz,	1999)	compared	to	MSTd.	Moreover,	when	

comparing	 studies	 in	which	area	 localization	was	done	histologically,	with	 studies	

whose	localization	was	MRT	based	(like	in	our	case),	different	cellular	responses	can	

simply	be	due	to	having	probed	unidentified	sub	portions	of	the	target	area.	Finally,	

while	 the	discretisation	of	brain	regions	(Brodmann,	1909)	sits	at	 the	very	core	of	

most	 neurophysiology	 works,	 one	 must	 consider	 that	 in	 reality,	 brain	 areas	

gradually	 fade	 into	 one	 another	 and	 that	 boarders	 strongly	 depend	 on	 the	

methodology	and	the	statistics	employed	(Coalson	et	al.,	2016).		

	

The	second	major	observation	resulting	 from	this	 study	relates	 to	 the	explanatory	

power	 of	 the	 two	 visual	 features	 here	 considered,	motion	direction	 and	binocular	

disparity.	 Under	 the	 hypothesis	 that	 MST	 is	 indeed	 the	 node	 in	 which	 joint	

selectivity	 of	 depth	 and	 motion	 is	 computed	 and	 passed	 to	 next	 hierarchical	

processing	 stages,	 one	 would	 expect	 to	 find	 that	 complex	 interaction	 of	 the	

aforementioned	features	would	significantly	better	explain	the	spiking	behaviour	of	

the	 population.	 On	 the	 contrary,	 considering	 that	 the	 interaction	 model	 did	 not	

better	 explain	 the	 distribution	 of	 spikes	 count	 than	 the	 additive	 model,	 our	

generalized	linear	model	approach	suggests	independence	of	the	two	features	at	the	
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MST	spiking	level.	Making	disparity	and	direction	independently	accessible	to	later	

computational	 stages,	 brings	 MST’s	 functionality	 closer	 to	 MT	 (DeAngelis	 &	

Newsome,	 1999)	 and	 at	 the	 same	 time	 moves	 some	 of	 the	 numerous	 functional	

responsibilities	 of	 this	 area	 to	 later	 computational	 nodes	 (Raffi,	 Persiani,	 Piras,	 &	

Squatrito,	2014).	

	

A	 number	 of	 studies	 has	 found	 disparity	 sensitive	 neurons	 in	 MT	 (DeAngelis	 &	

Newsome,	1999;	Maunsell	&	Van	Essen,	1983b;	Smolyanskaya	et	al.,	2013)	and	MST	

(Roy	 et	 al.,	 1992;	 Smolyanskaya	 et	 al.,	 2013;	 but	 see	 Yang	 et	 al.,	 2011).	 However,	

with	 our	 principal	 component	 analysis	 we	 found	 that	 the	 population	 decoder	 for	

disparity	 is	more	 related	 to	 the	 coarse	 categorization	 of	 near	 space	 and	 far	 space	

rather	than	a	continuous	representation	of	depths.	While	some	studies	have	found	

that	MST	 neurons	 selectively	 respond	 to	 stimuli	 at	 different	 disparities,	 there	 has	

been	no	decisive	conclusion	on	the	role	of	the	area	MST	in	the	perception	of	depth.	

As	 our	 analysis	 suggest,	 the	 contribution	 from	 MST	 to	 an	 accurate	 and	 fine	

perception	of	depth	is	probably	very	limited.	

	

In	conclusion,	we	confirmed	that	motion	direction	and	binocular	disparity	are	both	

represented	 in	 MST.	 However,	 individual	 cells	 and	 linear	 population	 decoding	

analyses	both	showed	that	the	encoding	of	binocular	disparity	is	independent	from	

the	other	features	of	the	stimuli.		Therefore,	while	it	seems	reasonable	that	cells	with	

disparity	 dependent	 direction	 tuning	 could	 be	 crucial	 for	 self-motion	 perception,	

such	a	 integration	may	not	happen	directly	 in	MST.	Further	 investigations	in	areas	

higher	 in	 the	 visual	 hierarchy	 are	 necessary	 to	 finally	 reveal	 the	 underlying	

mechanism	for	self-motion	perception.		
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Supplementary	material	

List	of	cells	included	in	the	analysis,	collected	through	a	recording	chamber	placed	on	the	left	
hemisphere	of	monkey	Igg	(-3.1	mm	AP	and	-19.5	mm	ML),	and	a	recording	chamber	placed	
on	the	right	hemisphere	of	monkey	Nic	(-2.6mm	AP	and	14.0mm	ML)	

Cell	ID	 date	 x	 y	 z	(micron)	
'igg-002-01+01-129.1'	 150407	 1	 -4 4323	
'igg-002-01+01-129.2'	 150407	 1	 -4 4323	
'igg-004-01+01-129.1'	 150410	 -3 -2 12391	
'igg-004-01+01-129.2'	 150410	 -3 -2 12391	
'igg-006-01+01-129.1'	 150415	 -3 -5 10750	
'igg-011-01+01-129.1'	 150423	 -4 0	 7086	
'igg-011-01+01-129.2'	 150423	 -4 0	 7086	
'igg-013-01+01-129.1'	 150428	 -5 1	 10727	
'igg-013-01+01-129.3'	 150428	 -5 1	 10727	
'igg-014-01+01-129.1'	 150429	 -3 -1 6149	
'igg-014-01+01-129.2'	 150429	 -3 -1 6149	
'igg-015-01+01-129.1'	 150504	 -4 1	 10293	
'igg-015-01+01-129.2'	 150504	 -4 1	 10293	
'igg-016-01+01-129.1'	 150505	 -4 1	 9374	
'igg-018-01+01-129.1'	 150513	 -4 1	 11169	
'igg-019-01+01-129.1'	 150519	 -4 1	 8500	
'igg-019-01+01-129.2'	 150519	 -4 1	 8500	
'igg-020-01+01-129.1'	 150520	 -4 1	 8400	
'igg-021-01+01-129.1'	 150525	 -4 1	 8750	
'igg-023-01+01-129.1'	 150528	 -4 1	 7930	
'igg-024-01+01-129.1'	 150529	 -4 1	 9187	
'igg-025-01+01-129.1'	 150608	 -4 1	 6844	
'igg-025-01+01-129.2'	 150608	 -4 1	 6844	
'igg-026-01+01-129.1'	 150609	 -4 1	 9834	
'igg-027-01+01-130.1'	 150618	 -4 1	 11782	
'igg-028-01+01-129.1'	 150622	 -4 1	 12666	
'igg-028-01+01-129.2'	 150622	 -4 1	 12666	
'igg-028-01+01-130.2'	 150622	 -4 1	 12666	
'igg-029-01+01-129.1'	 150623	 -4 1	 12500	
'igg-029-01+01-129.2'	 150623	 -4 1	 12500	
'igg-029-01+01-129.3'	 150623	 -4 1	 12500	
'igg-032-01+01-129.1'	 150728	 -5 0	 8311	
'igg-032-01+01-129.2'	 150728	 -5 0	 8311	
'igg-033-01+01-129.1'	 150729	 -5 0	 8256	
'igg-033-01+01-129.2'	 150729	 -5 0	 8256	
'igg-033-01+01-129.3'	 150729	 -5 0	 8256	
'igg-034-01+01-129.1'	 150730	 -5 0	 8250	
'igg-034-01+01-129.4'	 150730	 -5 0	 8250	
'igg-035-01+01-129.1'	 150731	 -5 0	 8550	
'igg-035-01+01-129.2'	 150731	 -5 0	 8550	
'igg-035-01+01-129.3'	 150731	 -5 0	 8550	
'igg-036-01+01-129.1'	 150803	 -5 0	 8550	
'igg-037-01+01-129.1'	 150804	 -5 -1 7530	
'igg-037-01+01-129.2'	 150804	 -5 -1 7530	
'igg-037-01+01-129.3'	 150804	 -5 -1 7530	
'igg-037-01+01-129.4'	 150804	 -5 -1 7530	
'igg-037-01+01-130.1'	 150804	 -5 -1 7680	
'igg-037-01+01-130.5'	 150804	 -5 -1 7680	
'igg-039-01+01-129.1'	 150806	 -5 -1 8288,00	
'igg-039-01+01-130.1'	 150806	 -5 -1 8005,00	
'igg-040-01+01-129.1'	 150810	 -5 -1 9370,00	
'igg-041-01+01-130.1'	 150812	 -5 -1 7222,00	
'igg-042-01+01-129.1'	 150813	 -5 -1 7258,00	

'igg-042-01+01-130.1'	 150813	 -5 -1 7346,00	
'igg-042-01+01-130.2'	 150813	 -5 -1 7346,00	
'igg-045-01+01-129.1'	 151020	 -5 -1 7500,00	
'igg-045-01+01-129.2'	 151020	 -5 -1 7500,00	
'igg-046-01+01-129.1'	 151022	 -5 -1 8724,00	
'igg-046-01+01-129.2'	 151022	 -5 -1 8724,00	
'igg-047-01+01-129.1'	 151023	 -5 -1 5067,00	
'igg-047-01+01-129.2'	 151023	 -5 -1 5067,00	
'igg-047-01+01-129.3'	 151023	 -5 -1 5067,00	
'igg-048-01+01-129.1'	 151027	 -5 -1 5330,00	
'igg-049-01+01-129.1'	 151110	 -5 -1 9612,00	
'igg-049-01+01-129.2'	 151110	 -5 -1 9612,00	
'igg-050-01+01-129.1'	 151111	 -5 -1 8635,00	
'igg-050-01+01-129.2'	 151111	 -5 -1 8635,00	
'igg-051-01+01-129.1'	 151112	 -5 -1 6742,00	
'igg-053-01+01-129.1'	 151119	 -5 -1 4510,00	
'igg-053-01+01-129.2'	 151119	 -5 -1 4510,00	
'igg-053-01+01-133.1'	 151119	 -5 -1 5360,00	
'igg-053-01+01-133.2'	 151119	 -5 -1 5360,00	
'igg-054-01+01-133.1'	 151120	 -5 -1 5380,00	
'igg-054-01+01-133.2'	 151120	 -5 -1 5380,00	
'igg-054-02+01-129.1'	 151120	 -5 -1 4909,00	
'igg-054-02+01-129.2'	 151120	 -5 -1 4909,00	
'igg-054-02+01-129.3'	 151120	 -5 -1 4909,00	
'igg-054-02+01-133.1'	 151120	 -5 -1 5691,00	
'igg-054-02+01-133.2'	 151120	 -5 -1 5691,00	
'igg-054-02+01-133.3'	 151120	 -5 -1 5691,00	
'igg-055-01+01-129.1'	 151123	 -5 -1 5958,00	
'igg-055-01+01-129.2'	 151123	 -5 -1 5958,00	
'igg-055-01+01-133.1'	 151123	 -5 -1 6234,00	
'igg-055-01+01-133.2'	 151123	 -5 -1 6234,00	
'igg-055-01+01-133.3'	 151123	 -5 -1 6234,00	
'igg-056-01+01-129.1'	 151124	 -5 -1 6500,00	
'igg-056-01+01-129.2'	 151124	 -5 -1 6500,00	
'igg-056-01+01-133.1'	 151124	 -5 -1 6060,00	
'igg-056-01+01-133.2'	 151124	 -5 -1 6060,00	
'igg-056-01+01-133.3'	 151124	 -5 -1 6060,00	
'igg-057-01+01-129.1'	 151125	 -5 -1 4321,00	
'igg-057-01+01-129.2'	 151125	 -5 -1 4321,00	
'igg-057-01+01-129.3'	 151125	 -5 -1 4321,00	
'igg-057-01+01-133.1'	 151125	 -5 -1 1825,00	
'igg-058-01+01-129.1'	 151130	 -5 -1 3839,00	
'igg-058-01+01-129.2'	 151130	 -5 -1 3839,00	
'igg-058-01+01-129.3'	 151130	 -5 -1 3839,00	
'igg-058-01+01-129.4'	 151130	 -5 -1 3839,00	
'igg-058-01+01-129.5'	 151130	 -5 -1 3839,00	
'igg-058-01+01-133.1'	 151130	 -5 -1 3145,00	
'igg-058-01+01-133.2'	 151130	 -5 -1 3145,00	
'igg-058-01+01-133.3'	 151130	 -5 -1 3145,00	
'igg-059-01+01-129.1'	 151207	 -5 -1 3839,00	
'igg-059-01+01-129.2'	 151207	 -5 -1 3839,00	
'igg-059-01+01-133.1'	 151207	 -5 -1 3145,00	
'igg-059-01+01-133.2'	 151207	 -5 -1 3145,00	
'igg-059-01+01-133.3'	 151207	 -5 -1 3145,00	
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'igg-060-01+01-129.1'	 151208	 -5 -1 5052,00	
'igg-060-01+01-129.2'	 151208	 -5 -1 5052,00	
'igg-060-01+01-129.3'	 151208	 -5 -1 5052,00	
'igg-060-01+01-133.1'	 151208	 -5 -1 9928,00	
'igg-060-01+01-137.1'	 151208	 -5 -1 4725,00	
'igg-060-01+01-137.2'	 151208	 -5 -1 4725,00	
'igg-060-01+01-137.3'	 151208	 -5 -1 4725,00	
'igg-061-01+01-133.1'	 151210	 -5 -1 9441,00	
'igg-061-01+01-133.2'	 151210	 -5 -1 9441,00	
'igg-061-01+01-137.1'	 151210	 -5 -1 5161,00	
'igg-061-01+01-137.2'	 151210	 -5 -1 5161,00	
'igg-062-01+01-129.1'	 151216	 -5 -2 2500,00	
'igg-062-01+01-129.2'	 151216	 -5 -2 2500,00	
'igg-062-01+01-129.3'	 151216	 -5 -2 2500,00	
'igg-062-01+01-129.4'	 151216	 -5 -2 2500,00	
'igg-062-01+01-133.1'	 151216	 -5 -2 8000,00	
'igg-062-01+01-133.2'	 151216	 -5 -2 8000,00	
'igg-062-01+01-137.1'	 151216	 -5 -2 4500,00	
'igg-062-01+01-137.2'	 151216	 -5 -2 4500,00	
'igg-062-01+01-137.3'	 151216	 -5 -2 4500,00	
'igg-062-01+01-137.4'	 151216	 -5 -2 4500,00	
'igg-062-01+01-137.5'	 151216	 -5 -2 4500,00	
'igg-062-01+01-137.6'	 151216	 -5 -2 4500,00	
'igg-062-02+01-129.1'	 151216	 -5 -2 8058,00	
'igg-062-02+01-129.2'	 151216	 -5 -2 8058,00	
'igg-062-02+01-129.3'	 151216	 -5 -2 8058,00	
'igg-062-02+01-129.4'	 151216	 -5 -2 8058,00	
'igg-062-02+01-133.1'	 151216	 -5 -2 8200,00	
'igg-062-02+01-133.2'	 151216	 -5 -2 8200,00	
'igg-063-01+01-129.1'	 151217	 -5 -2 3500,00	
'igg-063-01+01-129.2'	 151217	 -5 -2 3500,00	
'igg-063-01+01-129.3'	 151217	 -5 -2 3500,00	
'igg-063-01+01-129.7'	 151217	 -5 -2 3500,00	
'igg-063-01+01-129.9'	 151217	 -5 -2 3500,00	
'igg-063-01+01-133.1'	 151217	 -5 -2 577,00	
'igg-063-01+01-133.2'	 151217	 -5 -2 577,00	
'igg-063-01+01-137.1'	 151217	 -5 -2 4588,00	
'igg-065-01+01-129.1'	 151230	 -5 -2 8966,00	
'igg-065-01+01-129.2'	 151230	 -5 -2 8966,00	
'igg-065-01+01-129.3'	 151230	 -5 -2 8966,00	
'igg-065-01+01-129.4'	 151230	 -5 -2 8966,00	
'igg-065-01+01-129.5'	 151230	 -5 -2 8966,00	
'igg-065-01+01-129.6'	 151230	 -5 -2 8966,00	
'igg-065-01+01-133.1'	 151230	 -5 -2 9509,00	
'igg-065-01+01-133.2'	 151230	 -5 -2 9509,00	
'igg-066-01+01-129.1'	 160104	 -5 -2 3742,00	
'igg-066-01+01-129.2'	 160104	 -5 -2 3742,00	
'igg-066-01+01-129.3'	 160104	 -5 -2 3742,00	
'igg-066-01+01-129.6'	 160104	 -5 -2 3742,00	
'igg-066-01+01-133.1'	 160104	 -5 -2 6889,00	
'igg-066-01+01-133.2'	 160104	 -5 -2 6889,00	
'igg-066-01+01-133.3'	 160104	 -5 -2 6889,00	
'igg-067-01+01-129.1'	 160105	 -5 -1 8512,00	
'igg-067-01+01-129.2'	 160105	 -5 -1 8512,00	
'igg-067-01+01-129.3'	 160105	 -5 -1 8512,00	
'igg-067-01+01-129.4'	 160105	 -5 -1 8512,00	
'igg-067-01+01-129.5'	 160105	 -5 -1 8512,00	
'igg-067-01+01-133.1'	 160105	 -5 -1 4522,00	
'igg-068-01+01-129.1'	 160106	 -5 -1 9005,00	
'igg-068-01+01-129.2'	 160106	 -5 -1 9005,00	
'igg-068-01+01-129.4'	 160106	 -5 -1 9005,00	
'igg-068-01+01-129.5'	 160106	 -5 -1 9005,00	

'igg-068-01+01-129.6'	 160106	 -5 -1 9005,00	
'igg-068-01+01-129.7'	 160106	 -5 -1 9005,00	
'igg-068-01+01-129.8'	 160106	 -5 -1 9005,00	
'igg-068-01+01-133.1'	 160106	 -5 -1 4300,00	
'igg-068-01+01-133.5'	 160106	 -5 -1 4300,00	
'igg-068-01+01-133.6'	 160106	 -5 -1 4300,00	
'igg-069-01+01-129.1'	 160107	 -5 -1 2745,00	
'igg-070-01+01-129.1'	 160111	 -5 -1 2877,00	
'igg-070-01+01-133.1'	 160111	 -5 -1 2673,00	
'igg-070-01+01-137.1'	 160111	 -5 -1 3971,00	
'igg-070-02+01-133.1'	 160111	 -5 -1 3560,00	
'igg-070-02+01-133.2'	 160111	 -5 -1 3560,00	
'igg-070-02+01-137.1'	 160111	 -5 -1 4760,00	
'igg-071-01+01-133.2'	 160113	 -5 -1 3010,00	
'igg-071-01+01-137.1'	 160113	 -5 -1 3420,00	
'igg-071-01+01-137.2'	 160113	 -5 -1 3420,00	
'igg-071-02+01-133.1'	 160113	 -5 -1 3570,00	
'igg-071-02+01-133.2'	 160113	 -5 -1 3570,00	
'igg-071-02+01-137.1'	 160113	 -5 -1 4145,00	
'igg-071-02+01-137.2'	 160113	 -5 -1 4145,00	
'igg-071-02+01-137.3'	 160113	 -5 -1 4145,00	
'igg-072-01+01-129.1'	 160114	 -5 -1 9520,00	
'igg-072-01+01-137.1'	 160114	 -5 -1 4852,00	
'igg-072-01+01-137.2'	 160114	 -5 -1 4852,00	
'igg-072-01+01-137.4'	 160114	 -5 -1 4852,00	
'igg-072-01+01-137.6'	 160114	 -5 -1 4852,00	
'igg-073-01+01-129.1'	 160119	 -5 -1 9122,00	
'igg-073-01+01-137.1'	 160119	 -5 -1 9100,00	
'igg-073-01+01-137.2'	 160119	 -5 -1 9100,00	
'igg-074-01+01-133.1'	 160121	 -5 -1 8465,00	
'igg-074-01+01-133.3'	 160121	 -5 -1 8465,00	
'igg-074-01+01-137.1'	 160121	 -5 -1 9000,00	
'igg-074-01+01-137.2'	 160121	 -5 -1 9000,00	
'igg-074-01+01-137.3'	 160121	 -5 -1 9000,00	
'igg-074-01+01-137.4'	 160121	 -5 -1 9000,00	
'igg-075-01+01-129.1'	 160217	 -5 0	 2500,00	
'igg-075-01+01-129.4'	 160217	 -5 0	 2500,00	
'igg-075-01+01-129.5'	 160217	 -5 0	 2500,00	
'igg-075-01+01-133.1'	 160217	 -5 0	 4234,00	
'igg-075-01+01-133.2'	 160217	 -5 0	 4234,00	
'igg-075-01+01-133.3'	 160217	 -5 0	 4234,00	
'igg-075-01+01-133.4'	 160217	 -5 0	 4234,00	
'igg-075-01+01-133.5'	 160217	 -5 0	 4234,00	
'igg-075-01+01-133.6'	 160217	 -5 0	 4234,00	
'igg-075-01+01-133.7'	 160217	 -5 0	 4234,00	
'igg-076-01+01-133.1'	 160219	 -5 0	 5128,00	
'igg-076-01+01-137.1'	 160219	 -5 0	 5679,00	
'igg-076-01+01-137.2'	 160219	 -5 0	 5679,00	
'igg-076-01+01-137.3'	 160219	 -5 0	 5679,00	
'igg-077-01+01-133.2'	 160223	 -5 0	 2100,00	
'igg-077-01+01-137.3'	 160223	 -5 0	 5230,00	
'nic-016-04+01-17.1'	 160809	 4	 2	 12879,00	
'nic-016-04+01-17.2'	 160809	 4	 2	 14014,00	
'nic-017-01+01-17.1'	 160810	 3	 2	 13731,00	
'nic-017-01+01-17.2'	 160810	 3	 2	 13731,00	
'nic-017-02+01-17.1'	 160810	 3	 2	 14014,00	
'nic-017-02+01-17.2'	 160810	 3	 2	 14014,00	
'nic-018-03+01-17.1'	 160811	 3	 2	 12814,00	
'nic-018-03+01-17.2'	 160811	 3	 2	 12814,00	
'nic-019-02+01-17.1'	 160812	 5	 2	 11137,00	
'nic-019-02+01-17.2'	 160812	 5	 2	 11137,00	
'nic-019-03+01-17.1'	 160812	 4	 2	 18000,00	
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Excluded	cells	due	to	insufficient	number	of	repetitions	or	no	response	to	visual	stimulation:	

'igg-001-01+01-129.1'	
'igg-002-01+01-129.1'	
'igg-002-01+01-129.2'	
'igg-004-01+01-129.1'	
'igg-004-01+01-129.2'	
'igg-006-01+01-129.1'	
'igg-011-01+01-129.1'	
'igg-011-01+01-129.2'	
'igg-013-01+01-129.1'	
'igg-013-01+01-129.3'	
'igg-014-01+01-129.1'	
'igg-015-01+01-129.1'	
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Abstract
Visual attention modulates the firing rate of neurons in many primate cortical areas. In V4, a cortical area in the ventral
visual pathway, spatial attention has also been shown to reduce the tendency of neurons to fire closely separated spikes
(burstiness). A recent model proposes that a single mechanism accounts for both the firing rate enhancement and the
burstiness reduction in V4, but this has not been empirically tested. It is also unclear if the burstiness reduction by spatial
attention is found in other visual areas and for other attentional types. We therefore recorded from single neurons in the
medial superior temporal area (MST), a key motion-processing area along the dorsal visual pathway, of two rhesus monkeys
while they performed a task engaging both spatial and feature-based attention. We show that in MST, spatial attention is
associated with a clear reduction in burstiness that is independent of the concurrent enhancement of firing rate. In contrast,
feature-based attention enhances firing rate but is not associated with a significant reduction in burstiness. These results
establish burstiness reduction as a widespread effect of spatial attention. They also suggest that in contrast to the recently
proposed model, the effects of spatial attention on burstiness and firing rate emerge from different mechanisms.

Key words: attention, burstiness, monkey neurophysiology, visual cortex

Introduction
Attention is a critical component of sensory processing in organ-
isms ranging from insects to humans (Carrasco 2011; Wiederman
and O’Carroll 2013). It serves to preferentially allocate sparse pro-
cessing resources to currently relevant sensory input, thereby
privileging it over the remaining inputs. In humans and other pri-
mates, visual attention enhances the processing of task-relevant
spatial locations and visual features (such as a particular motion
direction or color) that leads to improved visual performance at

these spatial locations and features (Desimone and Duncan 1995;
Moore and Armstrong 2003; Bichot et al. 2015). The perceptual
improvements induced by spatial and feature-based attention are
accompanied by a range of neural effects that affect neuronal
spike-rate (Desimone and Duncan 1995; Treue 2001; Bisley 2011),
the temporal patterning of spike trains (Anderson et al. 2013), the
mutual correlation between neurons (Cohen and Maunsell 2009,
2011a,2011b; Mitchell et al. 2009) and the local field potential (Fries
2009; Esghaei et al. 2015). These effects have been hypothesized to
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improve the sensory representation of attended stimuli by enhan-
cing neural responses and reducing noise among neurons that
represent the attended locations and/or features. Recently, it has
been shown in V4, a key locus in the ventral stream of visual cor-
tical information processing, that attention can also modulate
aspects of neuronal firing patterns that operate on a fast time-
scale: burstiness, defined as the tendency of a neuron to discharge
consecutive spikes at very short inter-spike intervals, decreases in
the broad-spiking neurons of area V4 when spatial attention is
directed into their receptive field (RF) (Anderson et al. 2013).
Though the specific functional consequence of this attentional
modulation remains unknown, the effect is intriguing, because
the functional properties and neural utility of bursts in spike
trains have been a topic of much speculation and interest (Bair
et al. 1994; Krahe and Gabbiani 2004; Izhikevich 2007). A current
and plausible hypothesis states that bursts enhance information
transfer because neuronal inputs composed of closely spaced
spikes are more efficient at driving postsynaptic neurons which
act as coincidence detectors because of their short integration
time constants (Lisman 1997). As pointed out by Anderson et al.
(2013), this hypothesis predicts that to drive downstream neurons
more efficiently, burstiness would increase when attention is
directed towards a neuron’s RF. However, the burstiness reduction
observed indicates the opposite.

At present, it remains unclear if the effect of spatial atten-
tion on burstiness is restricted to the ventral pathway or even
only V4 and whether it extends to other types of attention.
Furthermore, though it has been recently proposed based on a
computational model that the effects of spatial attention on
burstiness and firing rate emerge from a common mechanism
(Anderson et al. 2013), there is no empirical data on how the
attentional modulation of burstiness relates to the well-known
modulation of firing rate by attention. To address this, we per-
formed and analyzed extracellular single-neuron recordings
from the medial superior temporal area (MST) of two rhesus
monkeys performing a spatial and feature-based attention
task. Both shifting spatial attention into the RF and deploying
feature-based attention to the preferred direction (relative to
the non-preferred direction) enhanced the firing rate of MST
neurons, as expected based on previous studies (Treue and
Maunsell 1996; Treue and Martinez Trujillo 1999; Patzwahl and
Treue 2009). In addition, spatial attention also led to a concur-
rent net reduction in burstiness, as reported earlier from V4.
However, feature-based attention is not associated with a sig-
nificant reduction in burstiness, though it did enhance firing
rate. This absence of significant burstiness reduction cannot be
explained by the smaller effect size of feature-based attention
compared with spatial attention. Furthermore, the effects of
spatial attention on firing rate and burstiness could be disso-
ciated. Our results extend our understanding of the attentional
effects on the temporal patterns of action potential discharge
and support the idea that different types of attention may
involve different physiological mechanisms.

Materials and Methods
Animal Use and Surgical Procedures

Data were collected from two male rhesus monkeys (Macaca
mulatta, Monkey W, Monkey N, both 12-year-old males). Area
MST was accessible through a recording chamber implanted
over the parietal lobe based on a magnetic resonance imaging
(MRI) scan (right hemisphere for Monkey W, left hemisphere
for Monkey N). Each monkey was implanted with a titanium

head holder to minimize head movements during the experi-
ment. Both monkeys were seated in custom-made primate
chairs and head-fixated during the experiment. All procedures
were conducted in accordance with German laws governing
animal care and approved by the district government of
Oldenburg, Lower Saxony, Germany. Surgeries were conducted
under general anesthesia and post-surgical care using standard
techniques.

Experimental Setup

The monkeys performed the tasks in a dimly lit room, with the
only source of light being the display monitor. A custom com-
puter program for experiment control, running on an Apple
Macintosh PowerPC handled the stimulus presentation, eye-
position control, as well as data collection and storage. Eye
positions were monitored with a video-based eye tracker (ET49,
sampling rate 60 Hz; Thomas Recording, Giessen, Germany). A
CRT monitor placed at a distance of 57 cm from the monkey
was used to display the visual stimulus at a refresh rate of
60 Hz and a spatial resolution of 40 pixels per degree. The
monitor covered approximately 40° × 30° of visual angle.

Electrophysiological Procedures

We recorded neuronal activity extracellularly using a three-
channel microdrive system (Mini Matrix; Thomas Recording)
and a Multichannel Acquisition Processor system (Plexon, Inc.,
Dallas, TX), running at a sampling rate of 40 kHz. Action poten-
tials were sorted online (waveform window discrimination,
Sort Client; Plexon Inc.) and recorded. MST was identified by
referencing the recordings to the structural MRI and by the
physiological properties of the recorded neurons (large RFs
compared with MT and direction tuning to spiral motion;
Graziano et al. (1994)). We recorded data from well-isolated neu-
rons if their response to the preferred spiral motion direction
was at least twice as high as the response to the null direction.
Six recorded neurons were excluded from this population as
we were unable to record at least three hit trials for each trial
condition. Once a neuron was isolated, its RF was estimated by
manually moving a static stimulus on the monitor while the
monkey maintained his gaze on the fixation task. Once the RF
was identified, a series of spiral motion stimuli were presented
in the RF in sequence in order to determine the feature prefer-
ence of the neuron. We used 12 spiral motion directions. The
direction that elicited the highest response was taken as the
“preferred direction” of the unit, while the opposite direction
was taken as the “null direction.” After this phase of initial
characterization, the monkeys performed different experimen-
tal tasks while the neuron’s activity was recorded.

Behavioral Task

We analyzed three different conditions from the cued detection
task in this study. In cued detection trials, the monkeys had to
respond to a speed change in 1 of 2 spiral motion stimuli (the
target, identified by a preceding stationary cue presented at the
same location) while ignoring similar changes in the other
stimulus (the distractor). The spiral motion stimuli were ran-
dom dot patterns (RDPs) in which the motion direction of all
dots in a given RDP maintains a constant angle with the radial
axis (Fig. 1A). MST neurons are known to be tuned for this “spir-
al direction” (Graziano et al. 1994). The RDPs had a diameter of
4° of visual angle and a dot density of 8 per square degree. The
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luminance of the dots was 75 cd/m2 on a gray background of
35 cd/m2.

The monkey started each trial by touching a lever and
directing its gaze onto a central fixation point (0.2° × 0.2°).
Throughout the trial, the monkeys were required to maintain
their gaze within 1.8 degrees of the fixation point, or the trial
was aborted. After 150 ms from the start of the trial, a static

RDP was presented as a spatial cue for 67ms. After cue offset, a
400ms blank period followed. The blank period ended with the
onset of two zero-coherence spiral motion RDPs: one at the
cued target location and the other at a location symmetrically
opposite to it (i.e. reflected around the fixation point). After
367ms, both RDPs turned into fully coherent spiral motions;
this time point was defined as the target onset. The monkey
had to respond within 400ms (by releasing the lever) to a
change in speed of the target RDP. At the same time, the mon-
key had to ignore any changes in the distractor, that is, the RDP
at the uncued location. Each correctly completed trial was
rewarded with juice. The target speed change time was ran-
domly chosen for each trial from between 250 and 2500ms
after target onset.

For this study, we analyzed three behavioral conditions
adapted from Treue & Martinez-Trujillo (1999) to determine
the effects of spatial and feature-based attention: the attend-
in preferred condition, the attend-out preferred condition, and
the attend-out null condition. In all three conditions, the RDP in
the RF moved in the preferred direction of the neuron. In the
attend-in preferred condition, the RDP inside the RF was the
target and the distractor RDP (outside the RF) also moved in
the preferred direction. In the attend-out preferred and the
attend-out null conditions, the RDP outside the RF was the tar-
get and moved in the preferred direction for the attend-out
preferred condition and in the null direction for the attend-out
null condition. Comparing neuronal responses in the attend-in
preferred and attend-out preferred conditions isolates the
effects of spatial attention, while comparing attend-out pre-
ferred to attend-out null isolates the effects of feature-based
attention. Trials from the three conditions were performed in
an interleaved manner.

Data Analysis

All data analysis was performed using custom software in
MATLAB R2015a (MATLAB Inc., Natick, MA). We included data
from all neurons that showed a tuning for spiral motion direc-
tion, with the preferred direction position-invariant, that is,
unaffected by placing the spiral motion at different positions
within the RF (Graziano et al. 1994). We only included correctly
performed trials in our analysis. Peri-stimulus time histograms
(PSTHs) in Figure 1C were calculated using non-overlapping
30ms bins. The mean activity for each neuron across trials was
first calculated and then these mean PSTHs for individual neu-
rons were averaged across neurons to obtain the displayed
PSTHs.

Burst Analysis

Burstiness was estimated for each neuron and each task condi-
tion, during an analysis period from 150 to 550ms after target
(and distractor) onset. We picked 150ms as the start of the ana-
lysis window to exclude the transient activity induced by the
coherent motion onset, and 550ms as the end of the analysis
window to ensure enough trials for the burstiness calculation
where no motion change occurred in either the target or dis-
tractor RDP within the analysis window. We selected for ana-
lysis all correctly completed trials with neither a distractor
speed change nor a target speed change during the analysis
period. Only neurons with at least three such trials for each
attentional condition were included. To quantify burstiness, we
used the same approach described in 2 earlier studies (Compte
et al. 2003; Anderson et al. 2011). For a set of trials from each
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Figure 1. Behavioral task and neuronal responses. (A) Spiral motion stimuli. In
each RDP stimulus, all dots move in directions that maintain a constant angle θ

with the radial axis (see the thick black arrows), which defines the “spiral direc-
tion” of the RDP. The direction that elicited the highest response in a given
neuron was taken as the “preferred direction” of the unit, while the opposite dir-
ection was taken as the “null direction.” (B) Trial sequence. Once the monkey
depressed a lever and foveated the central fixation point (black square), a spatial
cue (stationary RDP) briefly appeared either in or outside the RF of the recorded
neuron (dashed circle). After a blank interval, two RDPs in non-coherent motion
were presented. After 367 ms both stimuli became fully coherent, preferred
(clockwise rotation in this example) or null (anti-clockwise rotation in this
example) direction motion patterns. The monkey had to respond within 400 ms
to a speed change in the cued stimulus (the “target”) to correctly complete the
trial. The horizontal brackets indicate the conditions that were compared to
establish the modulation by spatial or feature-based attention, respectively. (C)
Average PSTH across our population of 100 MST neurons, with time relative to
target and distractor onset (solid vertical line) in all three attentional conditions.
Vertical dotted lines indicate the start and end of the analysis period.
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neuron and each attentional condition, we first calculated the
mean autocorrelation function (ACF). We then calculated a
shuffle predictor defined as the cross-correlation function
across all pairs of trials in the set. To obtain a normalized
ACF, we subtracted the mean of the shuffle predictor from
the mean ACF and normalized the difference with the stand-
ard deviation of the shuffle predictor. Burstiness was then
defined as the average height of the normalized ACF for time
lags from 1 to 4ms. This burstiness measure is also partially
similar to that in Anderson et al. (2013), with the difference
that Anderson et al. (2013) normalized by the mean shuffle
predictor (rather than its standard deviation) and further
multiplied the normalized ACF by the impulse response of a
band-pass filter (10–40 Hz) and integrated the result to obtain
a burstiness value. The Anderson et al. (2013) procedure cal-
culates burstiness by computing a weighted sum of the
normalized ACF between 1 and 11ms, 33 and 46ms, 55 and
77ms, and so on until 256ms, and subtracts a weighted sum
of the ACF between 11 and 33ms, 46 and 55ms, 77 and 92ms,
and so on until 256ms. Since this decaying and roughly
sinusoidal weighting function has a band-pass frequency
spectrum from 10 to 40 Hz, this also has the effect of integrat-
ing the Fourier transform of the ACF between 10 and 40 Hz.
Though this procedure appears quite different from the
Anderson et al. (2011) procedure that we use, the burstiness
values it generates are highly correlated with the ones gener-
ated by the Anderson et al. (2011) procedure, and our inter-
pretations and conclusions remain the same using either
measure (see Results).

Quantifying Attentional Modulation

We quantified the magnitude of attentional modulation of fir-
ing rate using a very common attentional index, defined as the
difference of values between attentional conditions normalized
by their sum. Specifically, the attentional index of spatial atten-
tion on firing rate (denoted by FR) was calculated as:

= − +AI FR FR /FR FRFR
spatial

in out in out

where in and out refer to the conditions with spatial attention
into and outside the RF (with both RDPs always moving in the
preferred direction).

Similarly, the attentional index of feature-based attention
on firing rate was calculated as:

= − +AI FR FR /FR FRFR
feature

pref null pref null

where pref and null refer to attention to the preferred or null
direction RDP outside the RF (with the preferred direction dis-
tractor RDP inside the RF).

Unlike firing rate, burstiness values using our measure can
have values below 0, and the attentional index as defined above
only works for non-negative values. We therefore simply use
the difference of burstiness values between attentional condi-
tions to quantify the attentional effect on burstiness. Finally,
for both firing rate and burstiness, we report the averages using
medians (after converting the median attentional index back to
a percentage value) and use the Wilcoxon signed-rank test to
assess statistical significance. We use the Kendall rank correl-
ation to measure potential associations and determine statis-
tical significance.

Trial-Swap Analysis

To determine whether changes in firing rate could be disso-
ciated from changes in burstiness, we also performed an ana-
lysis within individual neurons where for each neuron, we
created new data sets by exchanging trials with similar firing
rate between the attend-in preferred and attend-out preferred
conditions. The goal of this trial-swap was to exchange as
many trials as possible (with similar firing rates) between the
attend-in and attend-out conditions, so that the mean firing
rates of the 2 conditions only changed minimally, and even
this minimal change always led to a greater enhancement of
firing rate by spatial attention. Specifically, we first sorted the
trials in the attend-in and attend-out conditions by their spike
count. To choose trials for swapping, we created 2 subsets of
trials: for Subset 1, we picked the N least spiking trials from the
condition with higher mean firing rate, and for Subset 2, we
picked the N most spiking trials from the condition with lower
firing rate. N was chosen to be the largest number that ensured
that the subset from the attend-in condition has lower mean
firing rate than the subset from the attend-out condition.
Chosen in this manner, swapping Subset 1 with Subset 2
retained or enhanced the attentional index for each neuron
(Fig. 3C) and therefore predicted a larger reduction for bursti-
ness as well, if the attentional effect on burstiness was coupled
to that on firing rate.

Waveform Duration Calculation

We recorded each spike waveform over a 800ms window with a
sampling rate of 40 kHz. For each cell, we first normalized the
height of the spike waveforms by calculating its z-score relative
to the average of the waveform over time. The normalized
waveforms were then aligned to the trough of each waveform,
averaged to obtain a mean waveform and then interpolated to
a time resolution of 1μs (using the MATLAB “interp1” function,
“spline” mode). Waveform duration was then defined as the
time duration between the trough and the following peak of
the interpolated mean waveform.

Results
We investigated the burstiness of 100 MST neurons from 2
monkeys (44 neurons for Monkey N, 56 neurons for Monkey W)
in 3 attentional conditions (Fig. 1B), in which the monkeys were
cued to attend to the spatial location and motion direction of a
target stimulus in the presence of a second, distractor stimulus.
In all 3 conditions, the physical stimulus within the neuron’s
RF was a RDP moving in the preferred direction. Monkey N cor-
rectly responded to the target change 92.8% of the time (hit
rate), and missed the remaining 7.2 % of changes; releases
before the target change occurred on 6.8% of trials (early release
rate). Monkey W had a hit rate of 93.4% and an early release
rate of 6.5%. The mean reaction times were 333 ms (standard
deviation: 41ms) for Monkey N and 319 ms (SD = 56ms) for
Monkey W.

Both Spatial and feature-based attention Modulate
Firing Rate

When both RDPs moved in the preferred direction of the
recorded neuron, comparing the responses when the RDP in
the RF was the target to that when it was the distractor enabled
us to examine the effects of spatial attention. Similarly, when
the distractor was in the RF (and moved in the preferred
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direction), comparing the responses when the target RDP out-
side the RF moved in the preferred direction to that when it
moved in the anti-preferred direction enabled us to examine
the effects of feature-based attention. The average population
PSTH (Fig. 1C) shows a clear enhancement of the firing rate by
both spatial attention (slashed black curve compared with solid
black curve) and feature-based attention (solid black curve
compared with solid gray curve). Similarly, the attentional
index of firing rate (Fig. 2B) shows a clear enhancement by both
spatial and feature-based attention: the median increase in fir-
ing rate for spatial attention is 19.4% (P < 0.0001) in the overall

population (Monkey N: 16.0%, P < 0.0001, monkey W: 21.8%, P <
0.0001) and the median increase in firing rate for feature-based
attention is 6.7% (P < 0.0001) in the overall population (Monkey
N: 6.6%, P < 0.0001, Monkey W: 6.7%, P = 0.005). The effect of
spatial attention on firing rate is significantly greater than that
for feature-based attention (overall population: P = 0.0002,
0.0001, Monkey N: P = 0.04, Monkey W: P = 0.002).

Spatial Attention Significantly Reduces Burstiness;
feature-based attention Does not

Spatial attention clearly reduces burstiness in our population of
MST neurons. As depicted for an example neuron (Fig. 2A), the
normalized ACF shows a clear reduction in height when spatial
attention was directed into the RF, compared with when it was
directed outside the RF (black dashed curve compared with
grey curve). In the population, spatial attention led to a median
reduction in burstiness of 0.105 in the overall population (P =
0.0001; Monkey N: median = −0.091, P = 0.006; Monkey W:
median = −0.114, P = 0.005). However, feature-based attention
did not significantly reduce burstiness in either of the 2 mon-
keys. It led to an increase in burstiness in Monkey W
(median = 0.095, P = 0.04), and no significant effect on bursti-
ness in Monkey N (median = −0.117, P = 0.1); this difference
between the monkeys was statistically significant (rank sum
test, P = 0.02). This was true even if the analysis window’s
beginning was shifted to 300ms following RDP onset, in order
to account for the delayed emergence of feature-based atten-
tion (black vs. gray curves in Fig. 1C): Again, Monkey W showed
a significant increase (median = 0.082, P = 0.04) and Monkey N
showed no significant effect (median = −0.055, P = 0.2). A direct
pairwise comparison showed that spatial attention led to a lar-
ger reduction in burstiness than feature-based attention in
both monkeys, but the effect was not significant in Monkey N
(median additional effect with spatial attention in Monkey
W = −0.136, P = 0.008; in Monkey N = −0.062, P = 0.6).

These conclusions do not depend on our specific implemen-
tation of the burstiness measure: using the burstiness measure
from Anderson, Mitchell and Reynolds (2013), spatial attention
again reduced burstiness (overall population: median reduc-
tion = 0.042, P < 0.0001; Monkey N: median reduction = 0.025, P
= 0.007; Monkey W: median reduction = 0.066, P = 0.0006), and
there was no significant effect on burstiness with feature-based
attention (overall population: median increase = 0.002, P = 0.7;
Monkey N: median increase = 0.001, P = 0.8; Monkey W: median
increase = 0.023, P = 0.5).

Burstiness and Firing Rate Modulation by Spatial
Attention Are Uncorrelated

A recent computational model proposed that firing rate
increases and burstiness reductions by spatial attention
emerge via a common mechanism. A firing rate increase may
also lead to a reduction in our burstiness measure in the pres-
ence of a refractory period (see Discussion). However, we find
that the burstiness reduction by spatial attention can be disso-
ciated from the concurrent firing rate increase. The effects of
spatial attention on firing rate and burstiness were not corre-
lated in the population of recorded neurons: the correlation
coefficient between the change of firing rate and change of bur-
stiness with spatial attention was −0.081 (P = 0.2) in the overall
population, −0.042 (P = 0.7) in Monkey N, and −0.119 (P = 0.2) in
Monkey W. We also performed an analysis within individual
neurons, where for each neuron, we created new data sets by
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exchanging trials with similar firing rate between the attend-in
and attend-out conditions (see Materials and Methods for
detailed algorithm). The goal of this trial-swap was to exchange
as many trials as possible (with similar firing rates) between
the attend-in and attend-out conditions, so that the mean fir-
ing rates of the two conditions only changed minimally, and
even this minimal change always led to a greater enhancement
of firing rate by spatial attention (Fig. 3C). We reasoned that if

the burstiness effect of attention was linked to the firing rate,
then exchanging trials with similar firing rate between the two
attentional conditions in this manner would either slightly
enhance the attentional reduction of burstiness or leave it
unchanged. However, if the burstiness reduction in the attend-
in condition was linked to the attentional state (and not the fir-
ing rate), then exchanging trials between the attend-in and
attend-out conditions would substantially reduce the bursti-
ness reduction by attention. Our results support this latter
hypothesis. As expected from the choice of trials, trial-swap
slightly increased the median attentional index of firing rate:
the median increase in the attentional index of firing rate after
the swap was 0.023 in the overall population, 0.017 in Monkey
N, and 0.034 in Monkey W, and every neuron showed a slight
increase. However, the reduction of burstiness by spatial atten-
tion was no longer statistically significant after the trial-swap:
the median difference in burstiness between the attend-in pre-
ferred and attend-out preferred conditions after the trial-swap
was −0.008 (P = 0.8) in the overall population, −0.008 (P = 0.3) in
Monkey N, and 0.043 (P = 0.5) in Monkey W (the values before
the trials swap were −0.105 in the overall population, −0.091 in
Monkey N, and −0.114 in Monkey W, as reported above). A pair-
wise comparison within neurons also indicated that there was
a reduction in the effect of spatial attention on burstiness as a
result of the trial-swap, though this reduction was only statis-
tically significant in one monkey (median reduction in the bur-
stiness differences between attend-in preferred and attend-out
preferred conditions due to the trial-swap was 0.091, P = 0.03 in
the overall population, 0.045, P = 0.6 in Monkey N, and 0.132,
P = 0.02 in Monkey W). Overall, these results indicate that the
burstiness reduction by spatial attention can be dissociated
from its effects on firing rate.

Differences in Burstiness Modulation by Spatial and
Feature-based Attention Are not Confounded by
Attentional Effect Size

Both spatial and feature-based attention are associated with
increases in the firing rate of MST neurons, in line with prev-
ious reports. We showed above that spatial attention was
associated with a significant reduction of burstiness, while fea-
ture-based attention did not significantly reduce burstiness:
feature-based attention actually increased burstiness signifi-
cantly in Monkey W and led to a non-significant effect in
Monkey N. However, one could argue that the lack of a signifi-
cant burstiness reduction with feature-based attention may
simply be a result of the smaller effect of feature-based atten-
tion (evidenced by a 6.7% median increase in firing rate) com-
pared with spatial attention (with a 19.4% increase). We
therefore examined the relationship between the attentional
effects on firing rate and burstiness in the spatial and feature-
based attention conditions (Fig. 4). There was no significant
correlation between the attentional effects on firing rate and
burstiness in either condition (spatial attention: τ = −0.031 (P =
0.6) in the overall population, τ = −0.011 (P = 0.9) in Monkey N,
and τ = −0.068 (P = 0.5) in Monkey W; feature-based attention:
τ = 0.021 (P = 0.8) in the overall population, τ = −0.011 (P = 0.9)
in Monkey N, and τ = −0.068 (P = 0.5) in Monkey W), indicating
that the reduction of burstiness by spatial attention could not
be explained by its larger effect on firing rate. Similarly, no sig-
nificant correlation was found when using the difference of fir-
ing rates as the measure instead of the attentional index (all P-
values ≥0.5). Furthermore, we examined the effect of spatial
attention on burstiness in neurons where the spatial
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attentional indices of firing rate were smaller than the median
feature-based attention index of firing rate (which equals
0.0323, and is also denoted by the filled gray triangle in Fig. 2A;
the median index is 0.0321 in Monkey N, 0.0323 in Monkey W).
Even within this subset of cells, spatial attention was asso-
ciated with a reduction in burstiness (two monkeys pooled:
median = −0.104, P = 0.02, n = 24; Monkey N: median = −0.154,
P = 0.06, n = 10; Monkey W: median = −0.087, P = 0.03, n = 14).
Consistent with the lack of correlation between the attentional
effects on firing rate and burstiness, this reduction in bursti-
ness was not significantly different from that of the remaining
neurons (rank sum test, P = 0.8 in overall population, P = 0.8 in
Monkey N, and P = 0.6 in Monkey W). Along similar lines, we
also looked at another subset of neurons whose spatial

attentional index for firing rate was actually less than that for
feature-based attention (black dots in Fig. 4). Again, even in
this subset of neurons where the measured spatial attentional
effect on firing rate was less than that of feature-based atten-
tion, spatial attention was still associated with a significant
reduction in burstiness (two monkeys pooled: median = −0.133,
P = 0.01, n = 32, filled black triangle on vertical axis in Fig. 4A;
Monkey N: median = −0.080, P = 0.1, n = 16, Monkey W: median =
−0.157, P = 0.03, n = 16). This reduction in burstiness by spatial
attention in this subset was not significantly different from that in
the remainingneurons (for bothmonkeyspooled:median=−0.098,
P = 0.002, rank sum test P = 0.8; Monkey N: median = −0.091, P =
0.01, rank sum test P = 0.7; Monkey W: median = −0.105, P = 0.03,
rank sum test P = 0.98). These results suggest that the significant
reduction of burstiness associated with spatial attention (com-
pared with feature-based attention) cannot be explained on the
basis of a difference in effect-sizes (as measured by the effects of
the two attention types on firing rate).

Effects of Spike Waveform Duration

Anderson et al. (2013) reported that V4 neurons could be cate-
gorized into 2 classes based on a bimodal population distribu-
tion of waveform durations, and burstiness effects were only
found in the broad-spiking population. Our neuronal popula-
tion did not show a bimodality in waveform durations
(Hartigan’s dip test: Monkey N, P = 0.4 and Monkey W, P = 1;
Supplementary Figure 2).

Discussion
Burstiness, defined as the tendency of a neuron to discharge
discrete groups of consecutive action potentials, has been
extensively identified from both in vitro and in vivo recordings
in various neuron types and brain regions (McCormick et al.
1985; Bair et al. 1994; Compte et al. 2003). Our data demonstrate
that spatial attention is associated with a reduction of bursti-
ness in MST neurons. We disambiguate this reduction of bursti-
ness from the concurrent increase in firing rate induced by
spatial attention. These results suggest that burstiness reduc-
tion might be a ubiquitous effect of spatial attention across vis-
ual areas.

The functional properties and neural utility of bursts in
spike trains have been a topic of much speculation and interest
over the years (Cattaneo et al. 1981; Izhikevich et al. 2003;
Krahe and Gabbiani 2004; Shih et al. 2011). Since a burst of
spikes may induce a stronger change in postsynaptic potential
than more temporally dispersed spikes, it has been suggested
that bursts are a more reliable unit to transmit information
(Izhikevich 2007). In line with this assertion, other studies have
also suggested that bursts enhance functional connectivity
between areas (Bonifazi et al. 2009; Kwan and Dan 2012;
Womelsdorf et al. 2014). The prevailing hypothesis that bursts
enhance information encoding transfer predicts that burstiness
would increase when attention is directed towards the RF, so
that attended neural responses have an advantage in transmis-
sion (Anderson et al. 2013). However, the data indicate the
opposite. One possible resolution is that the multiple spikes in
a burst carry redundant sensory information: it has been
shown that the event rate, where each event is either a single
burst of spikes or an isolated spike, is on average a more sensi-
tive measure of direction selectivity than the total number of
spikes (Bair et al. 1994). Spatial attention would then make
more efficient use of each spike by reducing this redundancy.
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A previous study from V4, in the ventral cortical visual pro-
cessing stream, also reported a reduction of burstiness in the
broad-spiking neurons of V4 when spatial attention is directed
into their RFs; their median effect size is less than the one we
report here for MST (Anderson et al. 2013). One other previous
study from V4 (McAdams and Maunsell 1999) also looked at
the effect of spatial attention on burstiness. McAdams and
Maunsell reported that they found an increase in the rate
of bursting with spatial attention, but that this could be
accounted for by the higher firing rate with spatial attention.
As also pointed out by Anderson et al. (2013), this seemingly
contradictory finding was based on a measure of burstiness
that increased with firing rate, and the across-neuron analysis
used in that study was also less sensitive than the within-
neuron analysis that we and Anderson et al. (2013) use. It
appears probable that this explains the discrepancy between
the findings of McAdams and Maunsell and those of our study
as well as Anderson et al. (2013).

Based on their results from area V4, Anderson et al. (2013)
proposed a model that accounts for the modulation of firing
rate and burstiness by spatial attention via a common cellular
mechanism that increases both inhibitory and excitatory syn-
aptic conductances. Our data instead suggest that the effects of
spatial attention on burstiness and firing rate stem, at least in
part, from separate mechanisms, since in MST the spatial
attentional modulation of burstiness and firing rate can be dis-
sociated. This dissociation also argues against another poten-
tial explanation for the reduction of burstiness by spatial
attention: in a spike train with a refractory period (of say 4ms),
any increase in firing rate will leave the autocorrelation func-
tion between time lags of 1 and 4ms unaffected but will
increase the magnitude of the cross-correlation function (shuf-
fle predictor) and therefore, our burstiness measure will
decrease with firing rate under these conditions. However, this
does not appear to be the case with our results.

In our experiment, monkeys had to maintain fixation within
1.8 degrees of the central fixation point. It is possible that the
monkeys made small eye movements within this window dur-
ing fixation, and that the neural effects of these eye move-
ments (Bair and O’Keefe 1998; Martinez-Conde et al. 2002;
Hafed and Krauzlis 2010) interact with the effects of attention
to differentially modulate burstiness in the attentional condi-
tions we test. However, due to the low sampling rate of the eye
tracker we used (60 Hz), we are unable to perform a reliable
analysis of microsaccade effects. Evaluating the role of micro-
saccades in the burstiness reduction with spatial attention
remains a topic for future studies.

Our findings have implications in the context of the feature
similarity gain model of visual attention (Treue and Maunsell
1999; Martinez-Trujillo and Treue 2004; Maunsell and Treue
2006), which proposes that the gain of a visual neuron is max-
imal when the attended feature (or spatial location) matches
the neuron’s preferred feature (or spatial location). The model
supports (but does not require) a unified mechanism for spa-
tial and feature-based attention. In other words, spatial loca-
tion is just another feature. Our observation of different
effects of spatial and feature-based attention on burstiness
suggests at least 2 possibilities. Spatial and feature-based
attention mechanisms may differ but happen to have qualita-
tively similar effects on firing rate. Alternatively, both types of
attention may share a neural mechanism that modulates firing
rate but spatial attention additionally engages a separate mech-
anism that affects burstiness. Our evidence for, at least partially,
separate mechanisms of spatial and feature-based attention is

supported by psychophysical studies that have observed differ-
ences in the effects of spatial and feature-based attention on
human visual perception (Ling et al. 2009) and by recordings
from V4 neurons that have observed differences in firing rate
modulation by spatial and feature-based attention (Hayden and
Gallant 2005; David et al. 2008; Cohen and Maunsell 2011).
Furthermore, while the impact of the burstiness reduction by
spatial attention on the functional and behavioral consequences
of spatial attention remains unknown, our data suggest that the
consequences of feature-based attention do not depend on bur-
stiness modulation.

Overall, our results from the dorsal visual pathway suggest
that the modulation of burstiness by spatial attention is a gen-
eral phenomenon across visual cortex that arises from a com-
mon neural mechanism. Spatial and feature-based attention,
however, may involve partially different underlying neural
mechanisms. Further studies of these differences may yield a
fuller understanding of the common and unique aspects of
various types of attention across visual cortex and how they
reflect the underlying attentional neural mechanisms.
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Supplementary figures 

 
Fig. S1. Scatterplots showing the burstiness effects for the two monkeys: spatial attention 

reduces burstiness in both monkeys (A,B) while feature-based attention significantly 

increases burstiness in one monkey (C,D). Each data point represents one neuron and the 

p-value is the result of a signed-rank test. The median difference (median diff.) between the 

ordinate and abscissa (y-x), and the p-value from a signed rank test are indicated at the 

bottom-right of each panel. 
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Fig. S2.  No evidence for a bimodal distribution of waveform durations in our dataset. 

Histogram showing the distribution of waveform durations for all the recorded neurons. The 

p-value from a Hartigan dip test on the distribution is reported in the panel (same test for 

monkey W, p = 0.4 and for monkey N, p ~ 1 ).  

 

List of cells included in analysis: 

 

Cell      Channel 

dan-FMN2-nic-119-02-01_CV    2 

dan-FMN2-nic-119-01-01_CV    1 

dan-FMN2-nic-119-02-01_CV    10 

dan-FMN2-wal-101-01-01_CV    1 

dan-LFA1-nic-101-01-01_CV    1 

dan-LFA1-nic-103-02-01_CV    2 

dan-LFA1-nic-104-02-01_CV    1 

dan-LFA1-nic-105-01-01_CV    1 

dan-LFA1-nic-105-02-01_CV    1 

dan-LFA1-nic-106-01-01_CV    1 

dan-LFA1-nic-106-01-01_CV    1 

dan-LFA1-nic-109-01-02_CV    2 

dan-LFA1-nic-109-02-01_CV    1 

dan-LFA1-nic-112-02-01_CV    1 

dan-LFA1-nic-113-01-01_CV    1 

dan-LFA1-nic-113-02-01_CV    3 

dan-LFA1-wal-079-01-01_CV    1 

dan-LFA1-wal-078-01-01_CV    2 

dan-LFA1-wal-081-01-01_CV    1 

dan-LFA1-wal-080-01-01_CV    1 

dan-LFA1-wal-079-01-01_CV    1 

dan-LFA1-nic-109-02-01_CV    1 

dan-LFA1-wal-077-01-01_CV    1 

dan-LFA1-wal-074-02-01_CV    1 

dan-LFA1-wal-074-01-01_CV    1 

dan-LFA1-wal-073-02-01_CV    3 

dan-LFA2-nic-114-01-01_CV    1 

dan-LFA2-nic-115-01-01_CV    3 

dan-LFA2-nic-116-01-02_CV    1 

dan-LFA2-nic-118-01-01_CV    10 

dan-LFA2-nic-118-02-01_CV    1 

dan-LFA2-nic-118-02-01_CV    9 

dan-LFA2-wal-095-01-01_CV    1 
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Abstract	

Microsaccades	are	 involuntary	small	eye	movements	 that	happen	while	we	maintain	our	

gaze	 on	 a	 stationary	 point.	 Previous	 studies	 have	 shown	 that	 shortly	 after	 a	 symbolic	

spatial	cue,	 indicating	a	behaviorally	relevant	 location,	microsaccades	tend	to	be	directed	

toward	the	cued	region.	This	has	 led	 to	 the	 theory	 that	microsaccades	can	be	seen	as	an	

index	 for	 the	 covert	 orientation	 of	 spatial	 attention.	 However,	 this	 hypothesis	 faces	 two	

major	issues.	First,	physiological	effects	of	visual	spatial	attention	are	entangled	with	those	

of	saccade	planning.	In	this	respect	a	systematic	investigation	is	needed	to	assess	to	which	

extent	 saccade	 planning	 can	 influence	 microsaccade	 directions.	 Second,	 it	 is	 unclear	

whether	 the	 observed	 microsaccade	 direction	 effect	 is	 attention-specific	 or	 rather	

cue-specific.	To	address	 the	 first	 issue,	we	 investigated	 the	direction	of	microsaccades	 in	

human	 subjects	when	 they	 attend	 to	 a	 behaviorally	 relevant	 location,	while	 preparing	 a	
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response	eye	movement	either	toward	or	away	from	this	location.	We	find	that	directions	

of	microsaccades	are	in	fact	biased	toward	the	attended	location	rather	than	towards	the	

saccade	 target.	To	 tackle	 the	 second	 issue,	we	verbally	 instructed	 the	 subjects	 about	 the	

location	 to	 attend,	 before	 the	 start	 of	 each	 block,	 so	 as	 to	 exclude	 potential	 visual	

cue-specific	 effects	 on	microsaccades.	Results	 indicate	 that	despite	 the	 absence	of	 visual	

cues	 during	 the	 experiment,	 sustained	 spatial	 attention	 alone	 reliably	 produces	 the	

microsaccade	 direction	 effect.	 Overall,	 our	 findings	 demonstrate	 that	 sustained	 spatial	

attention,	without	influences	from	saccade	planning	or	the	spatial	cue	per	se,	is	sufficient	

to	explain	the	direction	bias	observed	in	microsaccades.	 	 	

Introduction	

Microsaccades	 are	 involuntary,	 small	 ballistic	 eye	 movements	 that	 occur	 during	 gaze	

fixation1.	 They	 have	 long	 been	 considered	 as	 noise	 in	 the	 eye	 movement	 system2	 until	

research	 within	 15	 years	 revealed	 some	 non-trivial	 feature	 about	 their	 frequency	 and	

direction.	It	has	been	reported	in	several	human	psychophysical	studies,	that	around	300	

ms	 after	 subjects	 are	 instructed	 by	 a	 symbolic	 spatial	 cue	 (e.g.	 an	 arrow-head	 at	 gaze	

location,	 a	 pre-assigned	 color	 or	 a	 sound	 source)	 to	 attend	 to	 a	 certain	 location,	 the	

directions	 of	 microsaccades	 were	 biased	 toward	 the	 location	 indicated	 by	 the	 cue,	

suggesting	microsaccade’s	role	as	an	index	for	covert	spatial	attention3-5.	However,	such	an	

attention-specific	 interpretation	 of	 the	 post-cue	 microsaccade	 direction	 bias	 faces	 two	

challenges.	 First,	 while	 visual	 spatial	 attention	 is	 known	 to	 be	 closely	 entangled	 with	

saccade	 planning6,7,	 such	 planning	 is	 known	 to	 interfere	 with	 the	 dynamics	 of	
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microsaccades5.	Thus,	to	truly	attribute	the	microsaccade	direction	effect	to	attention,	it	is	

necessary	 to	 remove	 any	 effect	 of	 saccade	 planning.	 Secondly,	 it	 is	 unclear	whether	 the	

microsaccade	 direction	 effect	 is	 a	 reliable	 index	 of	 sustained	 attention,	 or,	 alternatively,	

merely	 a	 transient	 effect8.	 Specifically,	 previous	 studies	 that	 report	 the	 post-cue	

microsaccade	direction	bias	have	focused	on	a	very	specific	time	window,	around	300	ms	

after	the	cue	onset3,5,8,9.	and	little	to	no	evidence	is	available	regarding	whether	this	effect	

would	 last	 as	 long	 as	 spatial	 attention	 is	 maintained,	 or	 if	 it	 is	 only	 triggered	 by	 an	

immediately	preceding	 spatial	 cue.	 It	 is	 important	 to	note	 that	 for	exogenous	cues	 (i.e.	 a	

visual	stimulus	at	 the	cued	 location)	directions	of	microsaccades	are	directed	away	 from	

the	cued	location5,8,	in	contrast	to	the	effect	induced	by	an	endogenous	one.	 	

	

To	 address	 these	 challenges,	 we	 recorded	 human	 eye	 movements	 during	 periods	 of	

fixation	 while	 the	 subjects	 performed	 a	 spatial	 attention	 guided	match	 to	 sample	 task	

(Figure	1A).	Our	results	demonstrate	a	consistent	spatial	attention	effect	on	microsaccade	

directions,	 that	 is	not	directly	 triggered	by	 a	 spatial	 cue,	 free	 from	 influences	of	 saccade	

planning.	 These	 findings	 not	 only	 show	 the	 tight	 correlation	 between	 microsaccade	

direction	 and	 the	 subjects’	 internal	 attentional	 state,	 but	 also	 challenge	 the	 notion	 that	

spatial	attention	is	functionally	equivalent	to	a	planning	process	of	unexecuted	movement	

(i.e.	the	premotor	theory	of	attention6).	
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Methods	

	

	

Figure 1. Match to sample task to dissociate attention and saccade planning. A) Task flow. Once the subject pressed a 
button and foveated the central fixation point. One fully coherent RDP and one non-coherent RDP were displayed. The 
coherent RDP is the sample stimulus. After a brief blank interval, a series of stimuli-pairs followed, and the subjects 
needed to respond when they found a match with the sample. and otherwise maintain fixation. The match can occur in 
any stimuli-pair at the same location as the sample, or in a small fraction of trials, does not appear at all. When the 
subjects found the match, they have to respond by making a saccade to one of the stimulus locations, which was 
instructed by the color of the fixation dot during the sample phase (red for rightward saccade, green for leftward saccade).  
B) Mean reaction times of  incongruent hit trials (when the match appeared and the subjects correctly responded) plotted 
against that of congruent hit trials. Each dot represents one human subject. The dashed diagonal line indicates unity line.

Figure 1, Xue et al.
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Experiment	setup	

For	 both	 experiments,	 participants	 were	 seated	 at	 57	 cm	 distance	 from	 a	 22”	 Samsung	

SyncMaster	2233RZ	monitor,	operating	at	a	resolution	of	1680	x	1050	pixels,	with	120	Hz	

refresh	 rate.	 Eye	 Movements	 were	 acquired	 with	 an	 Eyelink	 1000	 (Version	 4.56)	 while	

each	 subject’s	 chin	 rested	 on	 a	 platform	 to	 maintain	 head	 position	 throughout	 the	

experimental	 sessions.	The	open-source	software	MWorks	 (Version	0.5)	was	used	 to	run	

the	tasks	and	to	record	the	subjects’	behavioral	data.	 	

	

Human	subjects	

This	study	recruited	35	naïve	subjects	(16	for	experiment	1,	19	for	experiment	2),	whose	

gender,	 age,	 handedness,	 and	 vision	 profiles	 were	 listed	 in	 supplementary	 table	 1.	 The	

study	 was	 approved	 by	 the	 Ethics	 Committee	 for	 experiments	 with	 humans	 of	 the	

Georg-Elias-Müller-Institute	 of	 Psychology,	 University	 of	 Göttingen,	 and	 followed	 the	

principles	 of	 the	 Declaration	 of	 Helsinki.	 Each	 subject	 received	 verbal	 and	 written	

information	about	 the	 task,	and	gave	written	consent	before	 the	experiment	started,	and	

received	monetary	compensations	after	the	experiment.	

	

Experiment	1	

In	 experiment	 1	 (Figure	 1A),	 subjects	 depressed	 a	 button	 on	 a	 game	pad	 (Logitech	 Inc.,	

Precision)	to	start	a	trial.	During	the	trial,	subjects	were	required	to	maintain	eye	fixation	

at	a	central	dot	(size	=	1	degree	of	visual	angle	–	dva	–	in	diameter,	luminance	=	5.65	cd/m2,	

fixation	window	2	dva	in	radius)	until	they	decided	to	make	a	saccade	to	the	required	goals	
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as	a	 response.	Other	 fixation	breaks	would	 terminate	 the	 trial,	which	would	be	 repeated	

later.	Upon	trial	start,	the	fixation	dot	took	on	a	color	(either	red	or	green)	that	informed	

the	subjects	about	the	way	of	response	at	the	end	of	the	trial	(by	making	a	rightward	or	a	

leftward	saccade).	During	a	sample	phase,	one	random	dot	motion	pattern	(RDP,	size	=	8	

dva;	 luminance	 =	 30.09	 cd/m2,	 number	 of	 dots	 =	 100,	 dot	 size	 =	 0.25	 dva,	 speed	 5	

dva/second)	 were	 displayed	 in	 each	 visual	 hemifield	 (RDPs	 centered	 15	 dva	 from	 the	

fixation	point).	One	RDP	had	dots	moving	in	random	directions	with	zero	coherence,	and	

was	irrelevant	for	the	behavioral	task.	The	other	RDP	(the	sample)	had	coherently	moving	

dots	in	one	of	four	cardinal	directions	(up,	right,	down,	left).	The	sample	was	followed	by	

up	 to	 three	 alternating	 blank	 periods	 and	 displays	 of	 fully-coherent	 RDP-pairs.	 Subjects	

were	required	to	detect	a	RDP	with	the	same	motion	direction	with	the	sample	(a	match	

stimulus),	which	might	appear	in	any	stimulus	display	period.	In	10%	of	the	trials,	none	of	

the	 three	 stimulus	 display	 periods	 contained	 a	 match,	 in	 which	 case	 the	 subjects	 just	

needed	to	maintain	fixation	till	the	end	of	the	trial.	The	match,	if	it	appeared,	would	always	

be	at	the	same	location	as	the	sample.	To	report	a	match-detection,	the	subjects	needed	to	

make	a	saccade	(either	leftward	or	rightward)	according	to	the	color	of	fixation	dot	during	

the	sample	phase	(green	or	red).	Therefore,	the	response-saccade	can	be	directed	towards	

the	same	side	as	the	match	(a	pro-saccade	in	a	congruent	trial),	or	to	its	opposite	side	(an	

anti-saccade	in	an	incongruent	trial).	After	match	appearance,	the	subjects	was	required	to	

respond	 within	 a	 time	 window	 individually	 determined	 for	 each	 subject	 through	 a	

staircase	procedure	prior	the	experiment	started.	The	subjects	performed	the	trials	(with	

auditory	 feedback	about	 the	 trial	outcome	at	 the	end	of	each	 trial)	 as	 the	 response	 time	
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window	 adapted,	 until	 their	 performance	 stabilized	 at	 80%;	 and	 the	 corresponding	

response	 time	 window	 was	 used	 throughout	 the	 following	 experiment.	 Each	 subject	

needed	to	correctly	perform	480	trial	to	complete	the	experiment.	 	

	

Experiment	2	 	

A	total	of	19	subjects	took	part	 in	Experiment	2.	The	task	for	the	subjects	was	similar	to	

experiment	1	except	 two	major	distinctions:	 (1)	 the	 trials	were	performed	 in	blocks	 (80	

correctly	performed	incongruent	trials	each	block);	within	each	block,	all	trials	had	a	fixed	

location	of	attention	(left	or	right),	and	a	fixed	goal	for	response-saccades	(always	on	the	

other	visual	hemifield	of	 the	 location	of	 attention);	 (2)	 the	 sample	phase	 contained	only	

one	fully-coherent	sample	stimulus	located	at	the	center.	The	location	of	attention	(left	or	

right)	was	instead	given	by	a	verbal	instruction	before	each	trial-block;	while	the	goal	for	

response-saccade	 in	 that	 block	 was	 inferred	 since	 all	 trials	 were	 incongruent	 trials.	 In	

other	words,	no	stimulus	during	a	trial	block	was	spatially	informative	in	any	way.	Stimuli	

used	in	experiment	2	were	similar	to	that	of	experiment	1:	fixation	dot,	0.5	dva	in	diameter,	

luminance	=	59.91	cd/m2;	RDPs,	size	=	8	dva;	luminance	=	30.09	cd/m2,	number	of	dots	=	

100,	dot	size	=	0.15	dva,	speed	4	dva/second.	 	

	

Microsaccade	detection	

We	adopted	the	commonly	used	velocity	threshold	method	described	in	Engbert	&	Kliegl,	

2003	 for	 microsaccade	 detection.	 We	 calculated	 the	 velocity	 for	 each	 eye	 at	 each	

millisecond	 based	 on	 the	 measured	 eye	 positions	 within	 a	 shifting	 time	 window	 of	 8	
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milliseconds.	 The	 velocity	 threshold	 for	 each	 eye	 is	 then	 set	 at	 six	 times	 the	 standard	

deviation	 of	 all	 velocity	 magnitudes.	 All	 threshold	 crossing	 events	 are	 then	 compared	

between	 the	 two	eyes,	 and	only	 those	with	binocular	 threshold	 crossings	 are	marked	as	

microsaccades3.	 We	 detected	 10426	 microsaccades	 in	 experiment	 1,	 and	 6790	

microsaccades	in	experiment	2.	The	algorithm-detected	microsaccades	were	also	visually	

inspected,	and	the	start	or	endpoint	of	643	microsaccades	were	manually	corrected.	This	

operation	does	not	affect	the	directions	of	those	microsaccades,	which	were	defined	as	the	

direction	of	the	peak	velocity	of	the	microsaccade.	 	

	

Figure 2. Overall microsaccade-directional modulation (see Material and Methods). A) The microsaccade-directional 
modulations by attended location (abscissae) plotted against microsaccade-directional modulations by saccade goal 
(ordinates). Each dot represents one subject. For both attended location and saccade goal, a positive modulation 
indicates a microsaccade-directional bias towards the respective location. Dotted vertical and horizontal lines indicate the 
zero line of abscissa and ordinates, respectively. Dashed line shows the unity line. Red arrows on horizontal and vertical 
axes indecate the median of abscissa and ordinates among all subjects, respectively. Filled symbols indicate the median 
is significantly different from zero; while open symbols, not. B) The microsaccade-directional modulation by attention for 
congruent-cue trials (abscissa) plotted against that for incongruent-cue trials (ordinates). Lines and symbols are similarly 
defined as in A).

Figure 2, Xue et al.
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This	detection	procedure	clearly	distinguished	microsaccade	from	other	smaller	fixational	

eye	movements	and	potential	noise	in	the	measurement	(Figure	S1,	example	microsaccade	

traces).	 The	 detected	microsaccades	 showed	 a	 linear	 relationship	 (Pearson’s	 correlation	

coefficient	=	0.94,	p<0.0001)	between	amplitude	and	maximal	 speed	 (also	known	as	 the	

main	sequence10,	see	Figure	S2).	We	also	observe	that	after	a	change	in	visual	stimuli	(e.g.	

the	offset	of	stimuli),	the	rate	of	detected	microsaccades	temporarily	drops,	and	rises	to	a	

peak	at	around	250-300ms	after	the	stimulus	change	(Figure	S3):	a	similar	observation	to	

what	had	been	reported	in	many	other	studies3-5.	 	 	 	

	

To	 investigate	 the	 microsaccade-directional	 profile	 while	 the	 subjects	 were	 expecting	 a	

potential	 upcoming	 match,	 most	 results	 were	 based	 on	 microsaccades	 that	 occurred	

during	 the	 blank	 periods	 (except	 in	 Figure	 3,	 where	 direction	 profile	 were	 compared	

during	stimuli	with	that	during	blank).	

	

Results	

Subjects	were	required	to	respond	to	the	onset	of	a	certain	stimulus	at	one	of	two	locations.	

We	 looked	 into	 the	 effect	 of	 the	 behaviorally	 relevant	 location	 on	 the	 distribution	 of	

microsaccade-directions,	and	whether	such	an	effect	is	contingent	on	saccade	planning	or	

spatial	cuing.	 	

Simultaneous	attentional	deployment	and	saccade	preparation	

To	 disentangle	 the	 effects	 of	 spatial	 attention	 and	 saccade	 planning	 on	

microsaccade-direction,	two	independent	spatial	cues	were	given	at	the	beginning	of	each	
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trial	 in	 experiment	 1:	 the	 attention	 cue,	 indicating	 the	 location	 (left	 or	 right	 side	 of	 the	

screen)	 of	 the	 match	 if	 it	 appears,	 and	 the	 saccade	 cue,	 instructing	 the	 goal	 of	 the	

response-saccade	(towards	left	or	right).	The	locations	of	both	cues	were	randomized	for	

each	 trial,	 indicating	 either	 the	 same	 location	 (congruent	 trials)	 or	 opposite	 locations	

(incongruent	 trials).	 By	 dividing	 the	 trials	 either	 according	 to	 the	 location	 of	 spatial	

attention	or	 the	goal	of	response	saccade,	 the	 influences	of	spatial	attention	and	saccade	

planning	on	microsaccade	direction	can	be	separately	evaluated.	 	

	

One	 critical	 objective	 of	 the	 experimental	 design	 is	 to	 encourage	 the	 subjects	 to	 plan	 a	

saccade	 to	a	given	 location	already	before	 the	match	appears	(while	also	attending	 to	an	
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Figure 3. Microsaccade-directional modulations during blank periods versus stimulus display periods. A) shows the 
modulations by attended location, B) shows the modulations by saccade goal. In both A) and B), each dot represents one 
subject; its abscissa and ordinate represent the microsaccade-directional modulations during blank periods and during 
stimulus display periods, respectively.  Dotted vertical and horizontal lines indicate the zero line of abscissa and ordinates. 
Dashed line shows the unity line. Red arrows on horizontal and vertical axes indecate the median of abscissa and 
ordinates among all subjects, respectively. Filled symbols indicate the median is significantly different from zero; while 
open symbols, not.

Figure 3, Xue et al.
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independent	location),	rather	than	to	plan	a	saccade	only	after	match	detection	(when	the	

attended	location	is	no	longer	relevant).	Given	that	the	subjects	are	under	time	pressure	to	

respond	 as	 quickly	 as	 possible	 (see	methods),	 the	 latter	 strategy	would	 likely	 lead	 to	 a	

longer	reaction	time	in	incongruent	trials	than	in	congruent	trials.	However,	none	of	our	16	

subjects	 showed	 significantly	 different	 reaction	 times	 between	 the	 two	 trial	 types	

(Bonferroni-Holm	 corrected	 rank	 sum	 test,	 p>0.05	 for	 all	 subjects)	 Figure	 1B	 shows	 the	

subjects’	mean	reaction	times	for	congruent	trials	(abscissa	of	the	scattered	dots),	and	for	

incongruent	 trials	 (ordinates	 of	 the	 scattered	 dots),	 respectively.	 There	 is	 no	 significant	

pair-wise	difference	across	subjects	(p=0.8,	Wilcoxon	signed	rank	test),	either.	 	

	

Microsaccade-direction	 is	 biased	 toward	 the	 attended	 location,	 not	 the	 saccade	 goal.	 For	

each	subject,	we	compare	 the	distributions	of	microsaccade-directions	during	attend	 left	

trials	 against	 attend	 right	 trials.	 Taking	 the	 difference	 of	 leftward-microsaccade	

proportions	of	 the	two	trials	 types	provides	a	quantitative	measure	 for	 the	magnitude	of	

attentional	 modulation	 of	 microsaccade	 directions:	 a	 positive	 attentional	 modulation	

indicates	a	bias	of	microsaccade	direction	towards	the	attended	location,	while	a	negative	

indicates	 a	 bias	 away	 from	 it.	 The	 abscissa	 of	 the	 scatter	 plot	 Figure	 2A	 show	 the	

microsaccade-directional	modulations	by	spatial	attention	for	the	16	subjects	tested	in	this	

experiment,.	 The	 directions	 of	 microsaccades	 were	 significantly	 biased	 towards	 the	

attended	location	(,	median	18.71%,	p=0.0009,	Wilcoxon	signed-rank	test).	

	

Similarly,	by	taking	the	difference	of	leftward-microsaccade	proportions	of	trials	in	which	
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the	response	saccades	are	directed	towards	the	left	or	the	right	hemifield,	we	determined	

the	microsaccade-directional	modulation	by	 saccade-goal	 locations.	 The	 ordinates	 of	 the	

scatter	plot	Figure	2A	show	the	microsaccade-directional	modulations	by	saccade-goal.	We	

did	 not	 observe	 any	 significant	 effect	 of	 the	 planned	 saccade	 goal	 on	 the	 direction	 of	

microsaccades	(	median	 -3%,	p=0.3,	Wilcoxon	signed-rank	 test).	A	pair-wise	signed-rank	

test	 also	 confirms	 that	 the	 attentional	 modulations	 are	 significantly	 larger	 than	

saccade-goal	 modulations,	 both	 toward	 the	 saccade-goal	 (comparing	 attentional	

modulations	 and	 saccade-goal	 modulations,	 p=0.003,	 Wilcoxon	 signed-rank	 test),	 and	

away	 from	 the	 saccade	 goal	 (comparing	 attentional	 modulations	 and	 the	 reversed	

saccade-goal	 modulations,	 p=0.003,	 Wilcoxon	 signed-rank	 test).	 There	 is	 also	 no	

significant	 correlation	 between	 attentional	 modulations	 and	 saccade	 goal	 modulations	

(Kendall’s	rank	correlation	=	-0.283,	p=0.1).	 	

	

Attentional	effect	on	microsaccade	direction	is	consistent	for	congruent	and	incongruent	cue	

trials	

Although	 the	 saccade-goal	 is	 not	 a	 significant	 modulatory	 factor	 of	 microsaccade	

directions,	it	could	still	have	a	significant	interaction	with	attention.	We	therefore	looked	at	

the	attentional	modulations	in	congruent-cue	trials	(attention	cue	and	saccade	cue	at	the	

same	 location,	 shown	 with	 abscissa	 of	 the	 scatter	 plot	 Figure	 3B)	 and	 incongruent-cue	

trials	 (attention	 cue	 and	 saccade	 cue	 at	 opposite	 locations,	 shown	with	 ordinates	 of	 the	

scatter	 plot	 Figure	 3B),	 respectively.	 Similar	 attentional	 modulations	 were	 observed	 in	

both	 trial	 types	 (congruent-cue	 trials,	 	 median	 15.4%,	 p=0.003;	 incongruent-cue	 trials,	 	
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median	16.0%,	p=0.003;	Wilcoxon	signed-rank	test).	There	is	also	no	significant	difference	

between	the	sizes	of	attentional	modulations	(p=0.2,	Wilcoxon	signed-rank	test).	We	also	

did	 a	 two-way	 ANOVA	 on	 the	 left	microsaccade	 proportions	 in	 all	 four	 combinations	 of	

attention	 and	 saccade-goal	 locations,	 which	 also	 confirmed	 the	 above	 conclusions:	

attended	 location	 is	 a	 significant	 factor	 (p<0.0001),	 while	 saccade-goal	 is	 not	 (p=0.8),	

neither	is	the	interaction	between	attention	and	saccade	goal	(p=0.4).	

	

Attention	modulates	microsaccade-directional	modulations	during	blank	period	and	stimulus	

display	period	differently.	

We	 have	 reported	 that	 attention	 biased	 microsaccade-direction	 towards	 the	 attended	

Figure 4. Microsaccade-directional modulations over the course of a trial. A) shows the modulations by attended location, 
B) shows the modulations by saccade goal. In both A) and B), directional modulations for microsaccades that occured 
during the first, second, and third blank periods are shown separately for all subjects (denoted by circles). Dashed 
horizontal line indicates zero modulation. Red arrows indicate the median modulation during each blank period. Filled 
symbols indicate the median is significantly different from zero (Bonferroni-Holm corrected); while open symbols, not.

Figure 4, Xue et al.
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location	when	the	subjects	were	expecting	the	onset	of	a	potential	match,	as	shown	by	the	

abscissa	of	the	scatter	plots	Figure	2A	and	Figure	3A..	Interestingly,	however,	when	we	look	

into	 microsaccade-directions	 during	 the	 display	 of	 RDP-pairs	 (i.e.	 Figure	 1A	 distractor	

periods,	 during	 which	 the	 subjects	 correctly	 maintained	 fixation),	 as	 shown	 by	 the	

ordinates	 of	 the	 scatter	 plot	 Figure	 3A,	microsaccade-directions	were	 biased	 away	 from	

the	attended	 location	 	 median	 -10.32%,	p=0.04,	Wilcoxon	signed	rank	 test).	A	pair-wise	

comparison	 between	 attentional	modulations	 of	microsaccade-direction	 during	 stimulus	

display	periods	and	those	during	blank	periods	also	showed	significant	difference	(p=0.01,	

Wilcoxon	 signed	 rank	 test).	 Similarly,	 Figure	 3B	 shows	 the	 saccade-goal	modulations	 of	

microsaccade-directions	 during	 blank	 periods	 (abscissa)	 and	 during	 stimulus	 display	

period	 (ordinates).Saccade-goal	 does	 not	 have	 a	 significant	 effect	 on	

microsaccade-direction	 during	 stimulus	 display	 periods	 (median	 1.3%,	 p=0.6,	 Wilcoxon	

signed	 rank	 test),	 not	 significantly	 different	 from	 its	 microsaccade-directional	 effects	

during	the	blank	periods(p=0.2,	Wilcoxon	signed	rank	test).	.	

	

Sustained	attention,	not	spatial	cue,	modulates	microsaccade-direction.	

Previous	studies	have	primarily	 reported	a	microsaccade	direction	effect	around	300	ms	

after	 the	 spatial	 cue	 offset,	when	 the	microsaccade	 rate	 peaks.	 This	makes	 it	 difficult	 to	

disentangle	the	role	of	sustained	attention,	and	the	role	of	the	cue	itself.	In	our	design,	the	

first	blank	period	of	each	trial	was	preceded	by	the	spatial	cue	(location	of	the	sample),	but	

the	second	and	third	blank	periods	were	preceded	with	space-neutral	distracting	stimuli,	

which	masked	 the	direct	visual	 influence	 from	the	attention	cue.	As	shown	 in	Figure	3A,	
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the	attentional	modulations	 for	 the	 three	blank	 intervals	were	all	positively	shifted	(first	

blank	 period,	 median	 18.56%,	 p=0.016;	 second	 blank	 period,	 median	 15.05%,	 p=0.016;	

third	 blank	 period,	 median	 20.59%,	 p=0.017;	 all	 p	 values	 were	 calculated	 with	

Bonferroni-Holm	 corrected	 Wilcoxon	 signed	 rank	 test).	 This	 indicates	 that	

microsaccade-directions	exhibit	a	significant	bias	toward	the	attended	location,	even	if	it	is	

not	 immediately	 preceded	 by	 a	 spatial	 cue.	 Meanwhile,	 also	 consistent	 with	 the	

conclusions	 based	 on	 all	 blank	 period	 microsaccades,	 saccade-goal	 also	 does	 not	

significantly	 influence	 microsaccade-directions	 in	 any	 of	 the	 three	 periods	 alone	 (first	

blank	 period,	 median	 -1.93%,	 p=0.7;	 second	 blank	 period,	 median	 -2.23%,	 p>0.9;	 third	

blank	 period,	 median	 0.77%,	 p>0.9;	 all	 p	 values	 were	 calculated	 with	 Bonferroni-Holm	

corrected	Wilcoxon	signed	rank	test).	

	

To	 further	 isolate	 the	 microsaccade-directional	 modulation	 by	 sustained	 attention	 from	

potential	 confounds	 due	 to	 the	 visual	 stimulus	 used	 as	 a	 spatial	 cue,	 we	 conducted	

experiment	2,	 in	which	we	tested	the	subjects	with	blocks	of	 incongruent	trials.	All	 trials	

within	 each	 block	 had	 the	 same	 behavioral	 relevant	 location,	 and	 the	 same	 response	

saccade	 goal	 on	 the	 opposite	 side	 of	 the	 behavioral	 relevant	 location.	 Before	 each	 block	

started,	we	verbally	gave	the	spatial	cue,	so	that	the	trials	within	each	block	did	not	include	

a	 visual	 stimulus	 as	 spatial	 cue.	 We	 again	 calculated	 the	 attentional	 modulation	 of	

microsaccade	directions	by	taking	the	difference	between	left	microsaccade	proportions	in	

attend-left	 trial	 block	 and	 in	 attend-right	 trial	 block.	 The	 distribution	 of	 attentional	

modulations	on	microsaccade-directions	is	plotted	in	the	histogram	Figure	5.	Despite	the	
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absence	of	a	spatial	cue,	we	still	found	similar	attention	effects	on	microsaccade	direction	

as	 in	 experiment	 1	 (	 median	 8.9%,	 p=0.003),	 induced	 only	 by	 the	 subjects’	 prior	

knowledge	 of	 the	 location	 of	 the	 potential	match.	 This	 strongly	 supports	 the	 hypothesis	

that	sustained	attention	alone	is	enough	to	explain	the	bias	in	microsaccade	direction.	

	

	

	

Discussion	

The	 exact	 interpretation	 over	 the	 nature	 of	 the	 microsaccade	 direction	 effect	 has	 been	

controversial.	While	many	suggest	that	microsaccades	can	be	considered	as	overt	indicator	

of	 covert	 attention3-5,8,9,11-14,	 others	 believe	 microsaccade-directions	 are	 dependent	 on	

other	 factors	 than	 spatial	 attention	 15-20.	 Our	 study	 attempted	 to	 disentangle	

microsaccade-direction	effect	 induced	by	attentional	allocation	from	confounding	factors,	

such	as	oculomotor	preparation,	and	direct	effect	from	visual	cue.	Our	results	showed	that	

microsaccade-direction	was	biased	toward	attended	location	when	the	subject	is	expecting	

an	upcoming	target.	Such	an	effect	can	be	induced	by	sustained	attention	alone,	and	is	not	

Figure 5. Microsaccade-directional modulations by endogenous attention, without preceding visual cue. Black vertical 
lines indicates no modulation. The red arrow over the histogram shows the median modulation. As in previously plots, 
filled symbol indicates the median is significantly different from zero.

Figure 5, Xue et al.
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contingent	on	an	 immediately-preceding	 spatial	 cue.	However,	we	 found	no	evidence	 for	

either	 a	 direct	 influence	 on	 microsaccades’	 direction	 from	 oculomotor	 planning,	 or	 an	

interaction	between	attention	and	oculomotor	planning	14.	

	

Spatial	attention	and	oculomotor	planning	at	the	same	time	

Many	 studies	 have	 revealed	 the	 entanglement	 between	 visual	 spatial	 attention	 and	

oculomotor	 planning6,7,21.	 Our	 way	 to	 separate	 the	 effects	 of	 the	 two	 is	 to	 encourage	

subjects	to	sustain	spatial	attention	to	one	location,	while	at	the	same	time	also	be	ready	to	

release	 a	 saccade	 towards	 an	 independent	 location.	 However,	 the	 pre-motor	 theory	 of	

attention,	 which	 posits	 that	 visual	 spatial	 attention	 is	 a	 result	 of	 oculomotor	 planning	

towards	 the	 attended	 location,	 would	 necessarily	 mean	 that	 subjects	 could	 only	 plan	 a	

saccade	 to	a	different	 location	after	 their	spatial	attention	 is	disengaged	 from	a	previous	

location,	 i.e.	 after	 the	 match	 is	 detected.	 Given	 that	 we	 ensure	 all	 subjects	 were	 under	

similar	time	pressure	to	respond	as	soon	as	possible	(see	staircase	procedure	in	Methods),	

stimulus-response	compatibility	would	predict	longer	reaction	times	for	incongruent	trials	

than	for	congruent	trials	22,	if	oculomotor	planning	did	not	take	place	before	the	saccade	go	

signal	 (the	match	 onset).	 The	 fact	 that	 our	 subjects	 do	 not	 show	 such	difference	 (either	

between	 reaction	 time	 distributions	 within	 each	 individual	 subject,	 or	 between	 mean	

reaction	 times	 across	 subjects)	 strongly	 suggests	 that	 oculomotor	 planning	 occurred	

before	 match	 onset,	 while	 the	 subjects	 were	 also	 expecting	 a	 potential	 match	 at	 an	

independent	location.	
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Exogenous	cue	and	inhibition	of	return	

Rolfs	 and	 his	 colleagues	 reported	 that	 when	 using	 an	 exogenous	 cue	 to	 indicate	 a	

behavioral	 relevant	 location,	 microsaccades	 tend	 to	 be	 directed	 away	 from	 the	 cued	

locations5,	 an	opposite	 effect	 than	when	an	endogenous	 cue	 is	used3,	 bringing	questions	

upon	 whether	 the	 microsaccade-directional	 modulation	 is	 a	 visual	 cue-sensitive	 effect,	

rather	than	an	attention	effect.	Meanwhile,	it	is	hypothesized	that	this	opposite	effect	of	an	

exogenous	cue	could	be	attributed	to	the	inhibition	of	return	(IOR)	caused	by	the	onset	of	a	

salient	 peripheral	 visual	 stimulus	 23.	 Indeed,	 Galfano	 and	 colleagues	 showed	 that	

microsaccades	 were	 directed	 away	 from	 a	 peripheral	 stimulus	 that	 was	 not	 even	

behaviourally	 relevant	 15.	 Besides	 Rolfs	 et	 al	 2005,	 in	 other	 exogenously	 cued	 attention	

tasks,	 it	 seems	 such	 opposing	 effects	 on	 microsaccade-direction	 can	 also	 reach	 various	

equilibria,	depending	on	stimulus-parameters:	microsaccade-direction	showed	neither	an	

IOR	 effect	 nor	 an	 attention	 effect,	 when	 the	 peripheral	 cue	was	merely	 a	 flash	 of	 small	

while	 dot	 within	 the	 context	 of	 a	 large	 symmetric	 stimulus-array18;	 or,	

microsaccade-direction	 can	 also	 show	 a	 net	 effect	 towards	 the	 cued	 location,	 when	 the	

peripheral	cue	was	very	close	 to	 the	 fixation	point	 4.	 In	 this	study,	we	showed	that	when	

the	peripheral	attention	cue	was	offset	by	a	equiluminant	stimulus	at	a	symmetric	location	

(experiment	 1),	 or	 when	 attention	 was	 not	 instructed	 by	 a	 visual	 cue	 (experiment	 2),	

microsaccade-direction	 was	 biased	 toward	 the	 attended	 location.	 In	 this	 context,	 our	

results	 provided	 further	 and	 stronger	 evidence	 that	 the	 microsaccade-directional	

modulation	 is	 a	 reliable	 attentional	 effect,	 not	 a	 cue-dependent	 effect.	 Meanwhile,	 the	

countereffect	 of	 IOR	 needs	 to	 be	 carefully	 controlled	 when	 studying	
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microsaccade-directional	effect.	 	

	

Different	microsaccade-directional	modulations	 during	 blank	 periods	 and	 stimulus	 display	

periods	

Microsaccades	 are	 notoriously	 rare	 events3-5.	 By	 having	 alternating	 blank	 periods	 and	

stimulus	display	periods,	our	experiment	is	designed	to	induce	many	more	microsaccades,	

to	boost	the	statistical	power	of	our	analyses.	On	the	other	hand,	one	might	wonder,	with	

the	relatively	long	trials	in	our	experiment	(up	to	3.5	seconds)	and	microsaccades	that	are	

biased	towards	the	attended	location,	how	did	the	subjects	ensure	proper	eye	fixation?	Our	

control	analysis	in	Figure	3A	showed	that	microsaccade-direction	during	stimulus-display	

periods	 was	 biased	 the	 opposite	 way	 to	 that	 during	 blank	 periods.	 This	 implies	 that	

microsaccades	occurred	during	peripheral	 stimulus-display	 could	have	a	distinct	 role:	 to	

correct	 eye	 position	 displacements11,24.	 Since	 a	match	 is	 not	 expected	 during	 the	 time	 a	

pair	of	distractor	RDPs	are	still	on	display,	It’s	conceivable	that	microsaccades	during	these	

periods	 reflect	 the	 oculomotor	 system’s	 effort	 to	 countermand	 a	 fixation	break	 after	 the	

sudden	 onset	 of	 peripheral	 RDP-pairs25.	 However,	 to	 best	 address	 the	 role	 of	

microsaccades	 during	 stimulus	 display,	 future	 studies	 need	 to	 introduce	 stimulus-onset	

asynchrony	 to	 dissociate	 effects	 of	 stumulus-onset	 and	 potential	 counfounding	 effects	

from	expectation	of	future	events.	

	

The	Premotor	Theory	of	Attention:	not	the	complete	story?	

There	is	much	dispute	whether	saccade	preparation	and	visual	spatial	attention	share	the	

93



	

same	 neuronal	 mechanism,	 based	 on	 findings	 from	 various	 experiments,	 from	 human	

psychophysics	 to	monkey	neurophysiology6,26-28.	Our	results	 shows:	1)	 incongruent	 trials	

do	not	 take	 longer	 to	complete	 than	congruent	 trials;	2)	when	subjects	are	 instructed	 to	

maintain	spatial	attention	and	also	preparing	 for	a	saccade,	microsaccadic	directions	are	

consistently	biased	towards	the	attended	location,	regardless	of	the	saccade	goal	location.	

The	 former	 suggests	 that	maintaining	 spatial	 attention	 and	 oculomotor	 planning	 can	 be	

executed	at	the	same	time	toward	different	spatial	 locations.	And	the	 latter	suggests	that	

deploying	spatial	attention,	but	not	preparing	for	saccades,	has	an	effect	on	microsaccade	

directions.	 Given	 these	 findings,	 it	 is	 highly	 possible	 that	 there	 might	 be	 independent	

neuronal	circuitries	to	implement	visual	spatial	attention	and	oculomotor	planning.	Future	

monkey	electrophysiology	studies	with	a	similar	 task	might	yield	 interesting	 insight	 into	

the	neuronal	basis	of	such	mechanism.	
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Supplementary	material	

Subject	list,	experiment	1.	Note	that	handedness	has	been	assessed	verbally.	

Subject	 Age	 Gender	 Handedness	 Vision	
ANH	 22	 f	 right	 normal	
CAM	 20	 f	 right	 normal	
INB	 21	 f	 right	 contact	lenses	
INN	 22	 f	 right	 normal	
JOD	 23	 m	 right	 normal	
LEI	 22	 f	 right	 normal	
MAL	 26	 m	 right	 normal	
MIS	 23	 f	 right	 normal	
AGN	 23	 f	 right	 glasses	
SVE	 23	 f	 right	 normal	
ANM	 24	 m	 right	 glasses	
GAE	 22	 f	 right	 normal	
ALN	 20	 f	 right	 normal	
THR	 23	 f	 right	 normal	
LUK	 20	 m	 right	 normal	
MAG	 27	 f	 right	 normal	
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Subject	list,	experiment	2.	Note	that	handedness	has	been	assessed	verbally.	

Subject	 Age	 Gender	 Handedness	 Vision	
FHA	 23	 m	 right	 normal	
JKI	 20	 m	 right	 normal	
MAS	 25	 m	 left	 contact	lenses	
JAK	 24	 f	 right	 contact	lenses	
PAK	 24	 f	 right	 contact	lenses	
LUB	 25	 f	 right	 normal	
REP	 23	 m	 right	 glasses	
KES	 25	 f	 right	 normal	
SIL	 33	 f	 right	 normal	
TEF	 25	 f	 right	 normal	
RIW	 23	 f	 right	 normal	
JUG	 23	 f	 left	 normal	
DIT	 22	 f	 left	 contact	lenses	
CAR	 21	 f	 right	 contact	lenses	
SGO	 21	 f	 right	 normal	
ANV	 23	 f	 right	 glasses	
JMA	 31	 m	 right	 glasses	
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Figure S1. Example binocular eye trace. Black traces indicate detected microsaccades. 
Detected microsaccades clearly separates itself from other types of eye movement and 
system noise (grey traces.)
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Figure S2. The main sequence. Abscissa and ordinate of the dots indicate the 
amplitude and peak speed of all the microsaccades across all subjects. black 
line indicate the linear fit of the data points.
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Abstract
Oculomotor selection exerts a fundamental impact on our experience of the environment. To better understand the underlying
principles, researchers typically rely on behavioral data from humans, and electrophysiological recordings in macaque
monkeys. This approach rests on the assumption that the same selection processes are at play in both species. To test this
assumption, we compared the viewing behavior of 106 humans and 11 macaques in an unconstrained free-viewing task. Our
data-driven clustering analyses revealed distinct human and macaque clusters, indicating species-specific selection strategies.
Yet, cross-species predictions were found to be above chance, indicating some level of shared behavior. Analyses relying on
computational models of visual saliency indicate that such cross-species commonalities in free viewing are largely due to
similar low-level selection mechanisms, with only a small contribution by shared higher level selection mechanisms and with
consistent viewing behavior of monkeys being a subset of the consistent viewing behavior of humans.

Key words: human macaque comparison, low-level salience, oculomotor control, overt visual attention

Introduction
Eye movements are an essential aspect of our everyday behav-
ior, because the direction of gaze determines what parts of our
visual environment are processed with high-accuracy foveal
vision. The importance of eye movements is reflected in their
ubiquity (saccades occur at a rate of ca. 3–5 Hz) and in viewing
strategies that are specifically tailored toward behavior (Land
and Hayhoe 2001; Land and Tatler 2001; Sullivan et al. 2012;

Johnson et al. 2014). Understanding the underlying cortical sac-
cade target selection process is therefore fundamental for
understanding vision and human cognition at a larger scale
(Petersen and Posner 2012).

The processes underlying such overt visual selection have
traditionally been approached by behavioral measurements,
mostly performed on humans, and by electrophysiology, per-
formed in macaque monkeys, which are the most prominent
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model system for studying attentional selection (Bisley 2011).
This approach rests on the fundamental assumption that com-
mon neural mechanisms are at play in both species. Only then
is the link of (monkey) neuronal mechanisms to (human) behav-
ior valid. To verify this assumption, it is crucial to investigate
whether the overall behavioral phenomenon to be understood,
overt visual attention, is comparable in human and macaque.
Here, we addressed this issue by comparing patterns of eye
movements recorded from 11 monkeys and 106 human obser-
vers, while they were performing a task that comes natural to
both species: free viewing. Free viewing has the advantage that
it does not require explicit instructions or training. Furthermore,
monkeys do not need to be externally rewarded because they
are intrinsically motivated to freely explore visual scenes. Thus,
free viewing can be completed without instructions, training, or
explicit reward and it therefore remains undefined which parts
of the stimuli should be attended. While tasks that require train-
ing can result in comparable behavior, they potentially mask the
natural modus operandi of overt visual selection. Consequently,
if free-viewing behavior is similar across humans and monkeys,
it is because both species have intrinsically chosen a selection
strategy that emphasizes the same locations, not because the
task dictates which locations promise success. Free viewing
therefore provides an unbiased view of the natural selection pro-
cesses of overt attention in macaques and humans.

To compare viewing behavior across species, we followed a 2-
staged approach. We first compared cross-species similarity in fix-
ation locations. Using data-driven agglomerative clustering, we
found that the 2 species form distinct clusters of viewing behavior,
indicating species-specific selection strategies. Despite these differ-
ences, cross-species predictions were clearly above chance, indicat-
ing shared behavior. Following these observations, we tested in
how far these differences and similarities in viewing behavior can
be understood in terms of different explanatory dimensions, com-
monly assumed to jointly contribute to the guidance of eye move-
ments. Distinctions are typically made between stimulus-
dependent, context-dependent, and geometrical factors. Stimulus-
dependent influences are, for example, the saliency conveyed by
low-level images features (Itti and Koch 2001; Parkhurst et al.
2002), objects (Einhäuser et al. 2008; Nuthmann and Henderson
2010), and stimulus interpretation (Kietzmann et al. 2011). Context-
dependent aspects include the task (Castelhano et al. 2009; Betz
et al. 2010) and scene context (Torralba et al. 2006; Kietzmann and
König 2015). Geometrical aspects include oculomotor biases, like
the center bias of fixations (Tatler and Vincent 2009) and saccadic
momentum (Smith and Henderson 2011; Wilming et al. 2013). All
of these aspects interact in the selection process and consistently
make strong contributions to the guidance of eye movements
(Kollmorgen et al. 2010). These well-established dimensions there-
fore provide a good starting point to understand the observed simi-
larities and dissimilarities across species. However, while low-level
stimulus features are a well-controlled and well-studied explana-
tory dimension, higher level factors are less clearly defined in the
context of free viewing on natural scenes, which comprises the
current data set. We therefore initiate our investigation by compar-
ing the relative contribution of low-level stimulus features and
subsequently test any other residual, presumably higher level, fac-
tors across both species.

To estimate the relative contribution of these different factors,
we first estimated the consistency of viewing behavior within
humans and monkeys. The consistency within a species measures
the similarity of viewing behavior across many observers and
thereby forms an upper bound for the similarity of fixation selec-
tion strategies (Wilming et al. 2011). The reliability of such

consistency estimates depends on the number of observers
(Wilming et al. 2011). In particular, small groups tend to underesti-
mate the consistency within a group of observers and consistency
estimates approach an asymptotic level as the group size increases.
In this study, we compare 11 monkey and 106 human observers
and, to our knowledge, our data set is the first to reach this asymp-
totic level. This analysis revealed an overall reduced consistency in
macaques compared with humans. We then decomposed the
respective upper bound into a stimulus-driven part and residual
viewing behavior that must be driven by the remaining explana-
tory dimensions. These analyses revealed that the predictive power
of low-level features is comparable across species. This implies
that low-level features can explain large parts of the consistent
macaque viewing behavior, but provide comparably limited pre-
dictive power in humans. However, the absolute impact of different
low-level feature dimensions exhibits large similarities across spe-
cies, suggesting that similar low-level selection mechanisms are at
play in both macaques and humans. Following this observation,
we tested whether commonalities across species can be observed
beyond these, presumably shared, low-level mechanisms. We
found that a joint model, combining low-level saliency and cross-
species predictions, that is, data from humans to predict macaques
and data frommacaques to predict humans, only yieldsmarginally
better prediction accuracy than the low-level model alone. Thus,
while our data suggest that human and macaque share common
low-level selection mechanisms, other, potentially higher level
effects only generalize to a small degree across species.

Materials and Methods
Participants

Eye movements were recorded from 11 rhesus monkeys (Macaca
mulatta, 8 male). Recordings were carried out across 3 different
locations. Data from 4 monkeys were recorded at the Yerkes
National Primate Research Center (YNPRC) in Atlanta, USA, in
accordance with National Institute of Health guidelines and pro-
tocols were approved by the Emory University Institutional
Animal Care and Use Committee. Data from 3 additional mon-
keys were recorded at the Washington National Primate
Research Center (WNPRC) in Seattle, USA, in accordance with
National Institute of Health guidelines and protocols were
approved by the Washington University Institutional Animal
Care and Use Committee. Data from 4 additional monkeys were
recorded at the German Primate Center (DPZ) in Goettingen,
Germany, in accordance with European Directive 2010/63/EU,
corresponding German animal welfare law and institutional
guidelines. The animals were group-housed with other macaque
monkeys. The facility provides the animals with an enriched
environment (including a multitude of toys and wooden struc-
tures, natural as well as artificial light, exceeding the size require-
ments of the European regulations, including access to outdoor
space; Calapai et al. 2016). All procedures were approved by the
appropriate regional government office (Niedersaechsisches
Landesamt fuer Verbraucherschutz und Lebensmittelsicherheit,
LAVES). Eye-movement recordings from humans came from 2
previous studies that used the same stimuli and comparable
tasks. We analyzed data from 106 observers, 58 from Açik et al.
(2010) and 48 from Onat et al. (2014). Açik et al. recruited partici-
pants from different age ranges (18 children with mean age 7.6
years, 6 female; 23 university students with mean age 22.1, 11
female; 17 older adults with mean age 80.6, 10 female). Onat
et al. recruited 48 students (mean age 23.1 years, 25 male). The
majority of participants were therefore recruited from the general
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student population at the University of Osnabrück. All partici-
pants (main and control experiments) gave written informed
consent and all experimental procedures for eye-movement
recordings from humans were in compliance with guidelines
described in the Declaration of Helsinki and approved by the eth-
ics committee of the University of Osnabrück.

Stimuli

Stimuli consisted of 192 images from 3 different categories
(64 images in each category). “Natural” scenes were taken from
the “McGill Calibrated Color Image Database” and depict mainly
bushes, flowers, and similar outdoor scenes. “Urban” scenes
depicted urban and manmade scenes taken around Zürich,
Switzerland. “Fractal” images were taken from Elena’s Fractal
Gallery, Maria’s Fractal Explorer Gallery, and Chaotic N-Space
Network available online, and depicted computer-generated
fractals. Figure 1A shows example stimuli from all categories.
Please see Açik et al. (2010) for more details.

Apparatus

Recordings at the Yerkes National Primate Center and the
Washington national primate center were carried out with an
ISCAN infrared eye-tracking system while each monkey sat in a
dimly illuminated room. Monkeys were head fixed during
recordings. Stimuli were presented on a CRT Monitor with a reso-
lution of 800 × 600 pixels and a refresh rate of 120Hz. The viewing
distance was 60 cm. Recordings at the German Primate Center
were carried out in similar conditions but an SR-Research EyeLink
1000 was used for recording of eye movements. The viewing dis-
tance was 57 cm and stimuli were presented on a TFT screen
(60Hz, 1920 × 1080 pixels). The size of the images in degrees of
visual angle was matched between all 3 setups (33.3° × 25°).

Human eye movements were recorded with an EyeLink 1000
system (Açik et al. 2010) or an EyeLink II system (Onat et al.
2014). Human eye-movement recordings were carried out at
the University of Osnabrück, Germany. Onat et al. presented
stimuli on a CRT Monitor with a resolution of 1280 × 960 pixels
and a refresh rate of 85 Hz. The viewing distance was 80 cm.

Figure 1. Study overview. (A) Nine example images from the categories natural scenes, urban scenes, and fractal scenes. (B) One example stimulus with one monkey
(blue) and one human (red) eye-movement trace. The next 3 plots show the density of human fixations on the example image, the density of monkey fixations, and a
predicted saliency map for the example stimulus. (C) The computation of AUC values. Left: Feature values at fixated locations (red) and non-fixated control locations
(black) are classified as fixated or not fixated by a simple threshold (green dotted line). Moving the threshold and plotting the false alarm rate (FPR) against the hit
rate (TPR) generates a receiver operating characteristic (ROC) curve which is shown on the right. The area under this curve (AUC) is a measure of classification quality.
(D) Different predictors and comparisons in this study.
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Açik et al. used a 60-Hz TFT screen with the same resolution
and a viewing distance of 65 cm. The size of the images in degrees
of visual angle was 35° × 26° (Açik et al. 2010) and 30° × 22°
(Onat et al. 2014) for the human recordings.

Procedure and Task

Monkeys performed a free-viewing task and were not explicitly
rewarded for image viewing. Images were shown until a total
looking time inside the image of 10 s had accumulated.
Monkeys at the Washington and Yerkes National Primate
Center carried out a color change task between free-viewing
trials. In this task, the monkey was required to hold a touch bar
and maintain fixation on a small rectangle (0.3°) that appeared
at various locations on the screen. The rectangle changed color
from gray to an equiluminant yellow at a randomly chosen
time between 500 and 1100ms. Upon release of the touch bar
within 500ms after the color change, a drop of blended chow
was delivered as reward (Jutras et al. 2009; Jutras and Buffalo
2010). Monkeys at the German Primate Center carried out a fix-
ation control task that required them to saccade to a point on
the screen and were rewarded for maintaining fixation for
1.25 s. Data from the control trials were not included in subse-
quent analyses.

Macaque recordings were carried out on 3 consecutive days.
This kept sessions short enough for monkeys to attend to all
images without losing interest. On the first 2 days, 66 randomly
sampled images were shown twice and on the last day, 60
images were shown twice. The order of presentation was the
same for all monkeys. Due to a technical error, the data from 1
day from one monkey was discarded. To increase the amount
of available data, and to potentially compare effects of memory
later on, 2 monkeys repeated the experiment after 4 weeks.

Human observers were instructed to “freely view” the same
images for 6 s (Onat et al. 2014). In contrast, Açik et al. (2010)
showed images for 5 s and instructed participants to “study the
image carefully”. After each image, participants were then
shown a 3.2° image patch and had to judge if it was taken from
the image presented just before. We consider the 2 tasks to be
comparable since the patch recognition task does not require
special viewing strategies. In particular, patch locations were
drawn uniformly from the entire image and patches are large
and easily identifiable such that freely inspecting the image
allows successful completion of the task. This was also reflected
by the high task performance of the participants (85% across all
age ranges). Both studies therefore used similar instructions,
and the data were pooled accordingly. All analyses were per-
formed on the first 5 s of image viewing.

Data Pre-processing

Saccade detection for humans was based on 3 measures: eye
movement of at least 0.10°, with a velocity of at least 30°/s, and
an acceleration of at least 8000°/s2. After saccade onset, minimal
saccade velocity was 25°/s. Saccade detection for monkeys was
carried out similarly but we additionally required that each sac-
cade lasted at least 21ms and traveled at least 0.35° of visual
angle. This was necessary to compensate for the lower sampling
rate of the ISCANN system (240Hz vs. 500Hz and 1 kHz).
Samples in between 2 saccades were labeled as fixations.

Monkey eye-tracking data recorded with the additional color
change task were calibrated in 2 steps. Before each recording
session, monkeys carried out a block of color change trials.

Since the color change was subtle, monkeys had to fixate the
rectangle in order to detect the color change. We manually
adjusted the gain and offset of the eye tracker until fixations
were on the color change rectangle. To improve the manual
calibration after the recording, we used the color change trials
between picture presentations. We fitted a 2D affine transform-
ation (least-squares fit) between average eye position after
onset of the color change rectangle and the position of the rect-
angle in visual space. This took care of translations and skew
in the monkey eye-tracking data. Monkeys from the German
Primate Center were calibrated using a 12-point calibration grid
before the task. Human eye tracking was calibrated with a 12-
point grid before the experiment started.

Since the stimulus presentation time was different between
experiments (5, 6, and 10 s), we only used the first 5 s of image
viewing for subsequent analysis. We rescaled all eye-tracking
data to the stimulus size used for monkeys in Atlanta and
Seattle (800 × 600 pixel).

Performance Measure: Computation of AUC Values

This study investigated how well different factors predicted
fixation locations of humans and monkeys. Specifically, we
were interested in the predictive power of bottom-up-salience,
within-species consistency and cross-species consistency and
fixation densities of individual observers. These factors were
quantified by “predictors” (described in detail below) that
assign a score to every location in an image, which scales with
the predicted likelihood of fixating this location. To assess the
quality of each predictor, we evaluated if fixated locations
(“actuals”) received higher predictor scores than non-fixated
control locations (“controls”). We computed the area under
the receiver operating characteristic (ROC) curve (AUC), separ-
ating feature values at actual and control locations, as our per-
formance measure.

The AUC is computed by classifying actual fixation locations
and control locations as fixated or non-fixated based on the
respective score at actual and control locations based on a sim-
ple threshold. Varying this threshold generated ROC curves for
each predictor and the AUC is computed as the area under this
ROC curve. The area sums to 1.0, if the classification is perfect,
that is, the distributions of score values at actual and control
locations are perfectly separated. A value of 0.5 indicates a clas-
sification at a chance level. Perfect misclassification results in
an area under the curve of zero. To account for the center bias
of fixations, control locations were drawn from the spatial bias
of each observer (Tatler et al. 2005; Tatler 2007; Tatler and
Vincent 2009). That is, control data were taken from the same
subject on all other stimuli of the same category. Each predictor
was evaluated for every observer and averaged over all stimuli
within a category. Finally, we here aim at understanding the
factors contributing to the consistent viewing behavior in each
species. We will therefore express the predictive power of indi-
vidual predictors relative to the within-species consistency,
which serves as an upper bound. Since an AUC of 0.5 implies
chance level performance, we subtract 0.5 from both AUC
values before computing the ratio.

The within- and cross-species predictions consist of fixation
densities that are generated by smoothing all fixations that
form a predictor (e.g. all fixations on an image of one species for
the cross-species predictor) with a Gaussian filter of FWHM = 2°
and subsequently normalizing the 2D map to unit volume.
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Consistency Between Individual Observers
and Hierarchical Clustering

To investigate the similarity of viewing behavior of all pairs of
observers, we computed AUC that indicate how well fixations
from observer A on one stimulus predict the fixations from
another observer B on the same stimulus. For each stimulus,
we computed a fixation density map from fixations of observer
A and computed how well the density values separate actual
and control locations from observer B. Averaging across stimuli
within a category yielded 3 similarity matrices with 117 × 117
AUC values each. These matrices are not symmetric since
observer A and B have different control locations that affect the
AUC value. We symmetrized the matrices by computing the
average AUC of A predicting B and B predicting A, as required
for the subsequent hierarchical clustering.

In a second step, we applied hierarchical agglomerative clus-
tering with Ward’s minimum variance criterion to each of the 3
category specific similarity matrices (Ward 1963). Agglomerative
hierarchical clustering starts with individual observers and
repeatedly merges them into clusters. In each iteration, clusters
from the previous iteration (starting with individual observers)
are merged such that the total within cluster variance increases
as little as possible.

For technical reasons, we could not include all human
observers in the clustering. Açik et al. (2010) balanced stimulus
presentation across observers, such that pairs of observers
saw the entire data set. This implies that these pairs cannot
predict each other since they did not see the same images.
Agglomerative hierarchical clustering cannot easily deal with
such missing values unless they are imputed, and the imput-
ation strategy used can affect the clustering. To circumvent
this ambiguity, we decided to use only a subset of the 117 × 117
similarity matrices, excluding observers that had missing
values. Notably, however, the main results reported here hold
true even if the additional observers are included, independent
of the imputation strategy.

Cross- and Within-Species Consistency

How well fixation locations from one species predicted loca-
tions from the other was quantified with a cross-species pre-
dictor. Computing a fixation density with all fixations from one
species on the image in question generated the cross-species
prediction for a specific image. This yielded a score for each
location in a visual stimulus, which was subsequently used to
compute the cross-species AUC. The within-species prediction
was similar, but used fixations from the own species (without
the subject currently being evaluated). This within-species con-
sistency forms an effective upper bound for the predictability
of viewing behavior (Wilming et al. 2011).

The within-species consistency AUC is a biased estimator
that tends to produce smaller values with fewer observers. To
allow meaningful comparisons between humans and monkeys,
we subsampled our human data set to fewer observers (see
Statistical Comparisons).

Feature-Fixation Correlations

To compare the influence of image features on viewing behav-
ior, we computed how well different features predicted fixation
locations. In total, we computed 16 different features on 3 spa-
tial scales. First, we computed luminance, blue-yellow, red-
green, and saturation channels of all stimuli. A first group of

features represents a smoothed (Gaussian filter, σ є {8 pixel, 16
pixel, 32 pixel}) version of these simple features. A second group
of features is computed by computing contrast in a Gaussian cir-
cular aperture (σ є {8 pixel, 16 pixel, 32 pixel}) on the luminance,
blue-yellow, red-green, and saturation channels. Contrast was
computed according to the following formula:

σ σ= ( ( ) − ( ) )C G X G X, , ,2 2 1/2

where G convolves the input X with a Gaussian kernel with
standard deviation σ. The third group represents the second-level
contrast maps (contrast of the contrast maps, σ є {38 pixel, 76 pix-
el, 151 pixel}), which describe texture contrast. A fourth group
consists of an edge detection filter (Sobel filter) and the intrinsic
dimensionality 0–2 of local image patches (cf. Onat et al. 2014).
Intrinsic dimensionality describes how well a local patch is
described by an edge, corner, or surface. Each feature was com-
puted on 3 different spatial scales. This was achieved by down
sampling of the original stimulus with a Gaussian pyramid up to
2 times. Each step of the pyramid halves the length and the
width of the stimulus yielding the high (no down sampling),
medium (once), and low (twice) spatial scale. We then computed
the AUC for predicting fixation locations from each feature. This
yielded a vector of 48 AUC values for each observer and category.

We then compared AUC values across monkey and human
observers to investigate to what extent different features indi-
cate similar predictive power, and therefore suggest similar
selection mechanisms. AUC values <0.5 indicate that a feature
is anti-predictive of fixation locations, that is, would be predict-
ive if feature maps were multiplied with −1. This has an
important implication for comparing features between species.
The AUC value of features that are more predictive, for
example, in monkeys, will be closer to one compared with the
human feature AUC values. Those features that are more anti-
predictive in monkeys will be closer to zero. If features are
more effective in one species, independent of whether they are
predictive or anti-predictive, feature AUCs will fall on a line
that pivots around 0.5. In a regression that predicts monkey
feature AUC values based on human feature AUC values such
an increase in effectiveness would be demonstrated with a
slope that is different from one. Regression coefficients larger
than one indicate that features effective in humans are more
effective in monkeys; coefficients smaller than one indicate
that humans are more driven by bottom-up features.

We therefore repeatedly (N = 1000) regressed the pattern of
average monkey feature-fixation AUCs onto an average of
feature-fixation AUC vectors from 11 randomly sampled human
observers. Subsampling AUC values from human observers
allowed us to partially estimate the variance introduced by only
having 11 monkey observers. Finally, we thus tested whether
regression coefficients were different from one with a 2-sided
t-test and computed the average variance explained by the
regression models.

Salience Model

The details of the salience model have been described previously
(Wilming et al. 2013). Briefly, the bottom-up salience model con-
sists of a weighted linear combination of the set of 48 features
described above. Weights were obtained by applying a logistic
regression, predicting whether an observation (vector of feature
values) was taken from a fixation or from a control location.
Control locations were sampled from the spatial bias of fixa-
tions, that is, data from the same subject recorded on other
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stimuli. The respective feature weights were obtained for each
species, observer and stimulus category separately. To evaluate
the performance of the saliency model, we performed a leave-
one-out cross-validation on the level of observers. This ensured
that data from the observer to be predicted were never used dur-
ing weight estimation. Thus, weights were estimated with data
from all other subjects, which allowed us to focus on bottom-up
influences that are shared across observers in each species.

Statistical Comparisons

Because we had different numbers of observers across species,
we needed to correct for potential statistical differences intro-
duced by this imbalance. We accomplished this in 2 ways. First,
we bootstrapped 95% confidence intervals (CIs) for human AUC
values by repeatedly selecting 11 random human observers
(with replacement) and averaging their AUC values. This esti-
mated the distribution of average AUC values to be expected
had only 11 human observers participated in the experiment.
Mean monkey AUC values falling outside of the 95% CI for
humans were interpreted as support for the hypothesis that
moneys and humans show a true species difference. For visual-
ization purposes, we also bootstrapped 95% CIs for monkey
observers by repeatedly sampling 11 monkey observers with
replacement. Furthermore, estimates of within-species consist-
ency, measured via AUC, exhibit a dependency on the number
of observers used for prediction: fewer observers produce on
average smaller AUC values than larger group sizes (Wilming
et al. 2011). When comparing humans with monkeys, any differ-
ence in within-species consistency is therefore potentially due
to different sample sizes. To account for this possibility, we esti-
mated the effect of smaller group sizes in our human data. We
sampled groups of observers with N = 11 observers 500 times. In
each group, we estimated the consistency between human
observers. We were also interested in the development of the
performance of within-humans consistency over the number of
observers used for computing the prediction. We therefore add-
itionally subsampled each group and predicted each observer in
the group with different numbers of observers from the same
group. We predicted each observer in a group with 1, 2, 3, …, 10
randomly sampled observers. These subsamplings yielded 500
estimates for each number of predicting observers, which we
used to determine intervals that contained 95% of the samples
around the estimated mean. Because the estimated mean
appeared to follow an exponential function across the number
of observers used for prediction, we also fitted an exponential
function to the data. This was done to aid data visualization.

Combined Cross-Species and Salience Model and Model
Comparison

We found that the bottom-up saliency prediction and the
cross-species prediction gave comparable AUC values for pre-
dicting fixation locations of both species. We were therefore
interested in evaluating whether the cross-species prediction
and the bottom-up saliency model explained unique or shared
aspects of the viewing behavior. To investigate this issue, we
estimated the predictive power of a combined model, including
both predictors in a logistic regression, again classifying image
locations as fixated or non-fixated. In detail, to classify fixation
and control locations of one human observer, we trained a sali-
ency model on all other human observers and used all monkey
fixation data to compute the cross-species prediction. The
resulting model therefore contained 2 predictors: bottom-up

saliency and cross-species predictions. Conversely, to classify
monkey fixation locations, we used the data of all other mon-
keys to train the saliency model together with all human fix-
ation data as cross-species prediction (for a schematically
depiction of the approach, see Fig. 1D). We predicted each indi-
vidual observer using a leave-one-observer-out cross-
validation. For each logistic regression computed, we standar-
dized the mean and standard deviation of the 2 predictors.

This analysis allowed us to assess whether the combination of
bottom-up salience and the cross-species prediction improves
over using either predictor alone. To ensure that a larger number
of free parameters in the combined model did not provide a pre-
dictive advantage, despite reporting cross-validated test perform-
ance, we fitted an additional model in which we combined 2
bottom-up salience models: one trained on the same-species data
and a second one trained on the cross-species data. This joint
model has the same number of free parameters as the original
joint model (combining bottom-up saliency and cross-species
predictions) and therefore allowed us to verify that any observed
improvements are due to additionally explained fixation loca-
tions, rather than being of pure technical nature. Our rationale for
combining the 2 bottom-up saliency models was that the cross-
species bottom-up salience model can only capture those aspects
of the cross-species prediction that are driven by bottom-up sali-
ence. Any improvements of the cross-species + salience model
over such a cross-salience + within-salience model must there-
fore be due to factors captured in the cross-species prediction
that are not due to bottom-up influences.

Control Experiment: Influence of Head Restraint

We conducted a control experiment to investigate whether the
difference in the usage of head restraints across species may
explain the results observed. Since the results of this experi-
ment are, strictly speaking, not necessary to evaluate the main
results we report them here. The influence of head restraints
was accomplished by comparing human viewing behavior with
and without head restraints (head-fixed vs. head-free condi-
tion). Participants freely viewed all images from the urban and
fractals category and additionally carried out a guided viewing
task, which required them to fixate a dot on the screen that
changed position as soon as the eyes landed on its location.

Participants, Apparatus, and Stimuli
We recruited 19 participants (12 female, 7 male, mean age 24,
ranging from 18 to 41). Participants watched all images from
the urban and fractals category. Stimuli were displayed on a
BenQ XL2420T with a resolution of 1920 × 1080 (53.7° × 30.2°).
Viewing distance was 60 cm. Gaze position was tracked with a
remote SR-Research EyeLink 1000 (SR Research Ltd., Ottawa,
ON, Canada) with a sampling rate of 500Hz. During the head-
fixed condition, participants bit into a mouth guard that was
individually fitted to their teeth. The mouth guard was then
attached to a chin rest that was used as an additional restraint.
During the head-free condition, chin rest and mouth guard
were removed and participants were only instructed to sit still.

Procedure and Task
During the experiment, participants viewed all images in 2
blocks of 64 images that corresponded to the 2 different condi-
tions. Stimuli, condition, and category order were randomized
but images from one category were kept as sub-blocks within
each condition block. Stimuli and condition order were counter-
balanced across subjects such that pairs of participants saw all
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128 images. Images were shown for 6 s and were preceded by a
cross that had to be fixated before a trial started. After partici-
pants viewed all images in a condition block they carried out 10
trials of a guided viewing task. A dot appeared on the screen,
which changed position as soon as the participants gaze loca-
tion was within 2.2° of the dot. Participants had to “chase” the
dot, which changed position 200 times. This allowed us to col-
lect data from 2000 saccades per subject per restraint condition.
Subjects were instructed to view images freely. The eye tracker
was calibrated before each condition block with a 13-point cali-
bration grid (validation error below 0.55°). The entire experiment
took about 60–70min with briefing, fitting of the mouth guard,
experiment, breaks, and debriefing.

Analysis and Results
We analyzed the timing of fixations, the distribution of fixation
locations, and the saccadic main sequence in both restraint con-
ditions. Fixation durations were analyzed by computing a cumu-
lative histogram for each participant and restraint condition
(Supplementary Fig. 1A). Plotting these against each other showed
almost perfectly straight lines along the diagonal. To statistically
corroborate this, we fitted a regression on a per subject basis and
computed the variance explained by the regression line. The line
fits had an average slope of 1.01 (SD = 0.05) and provided an
exceedingly good fit (r2 > 0.99). Systematic deviations caused by
condition differences would curve the relationship between
cumulative fixation durations and would therefore not be well
described by a linear relationship. The distribution of fixation
locations was analyzed by computing within-condition and
across-condition AUC prediction scores in analogy to the within-
species and cross-species AUC scores. Specifically, we computed
how well participants in the head-free and head-fixed condition
predicted each other and how well participants from the
head-fixed condition predicted the head-free condition and vice
versa. We used leave-one-out cross-validation for all AUC scores.
This yielded 19 AUC scores per comparison, which we compared
by plotting their cumulative histograms. Additionally, we com-
puted paired t-tests which did not reject the null hypothesis of no
difference between conditions (Supplementary Fig. 1B and C;
urbans: within <-> within: P > 0.4, cross <-> within head fixed:
P > 0.19, cross <-> within head free: P > 0.84; fractals: within <->
within: P > 0.21, cross <-> within head fixed: P > 0.14, cross <->
within head free: P > 0.38). We also compared the saccadic main
sequence, that is, saccade amplitude versus peak velocity,
between head-fixed and head-free conditions. The main
sequence in both conditions was highly similar within subject
(Supplementary Fig. 1D, r2 > 0.98). In summary, fixing the head in
a central position in front of the screen did not change viewing
behavior in an appreciable way in this experiment.

Results
We began our comparisons of viewing behavior between spe-
cies by comparing how well the viewing behavior of individual
observers can be predicted by fixation locations from another
observer. Each observer in the study, monkey and human,
viewed 64 images from 3 different categories (natural, urban,
and fractal scenes; example images in Fig. 1A). For each image,
we computed the density of fixations across space from one
observer (see Fig. 1B for 2 example densities) and used this fix-
ation density as a predictor for fixation locations of another
observer. Prediction accuracy was quantified by computing the
AUC, separating fixation density values at fixation locations of
the predicted observer from density values at fixation locations

on other images viewed by the same observer (“control loca-
tions”; see Fig. 1C). The choice of control locations accounts for
the influence of the center bias in fixation selection (Tatler
et al. 2005; Tatler and Vincent 2009). AUC values around 0.5
indicate chance prediction performance, whereas values close
to 1 indicate perfect separation of actual and control fixations.
Thus, if the viewing behavior of one observer is similar to the
viewing behavior of another, high AUC values can be expected.
We computed AUC values for all pairs of observers, yielding 3
similarity matrices (Fig. 2A), one for each stimulus category,
that show how well each observer predicted each other obser-
ver. We then applied hierarchical agglomerative clustering to
these similarity data to test for groups of participants with
similar viewing behavior and rearranged the similarity matri-
ces accordingly (see Materials and Methods for more details).
This data-driven approach resulted in humans and monkeys
sorted into different top-level clusters for natural and urban
stimuli (Fig. 2B). The cluster structure for fractals is similar, but
3 human observers are part of the top-level monkey cluster and
are then separated at the next level. In all 3 categories, monkeys
and humans predicted each other less compared with the same
species predicting itself (unpaired t-tests comparing within-
species vs. cross-species, all Ps < 0.05 with Bonferroni–Holm cor-
rection for 6 comparisons; average AUC values; humans = H;
monkeys = M; naturals: H<->M = 0.539, H<->H = 0.579, M<->M =
0.615; urbans: H<->M = 0.589, H<->H = 0.699, M<->M = 0.626;
fractals: H<->M = 0.612, H<->H = 0.658, M<->M = 0.622).
Concentrating only on the monkey clusters, that is, the right
branch of the top-level cluster revealed that monkeys were
split into 2 groups in all stimulus categories. Interestingly, the
same monkeys are assigned to the 2 groups, with the exception
of the natural stimuli where one monkey switches clusters.
The 2 top-level monkey clusters separate monkeys from the US
laboratories (identical rearing conditions; cluster 1) from the
macaques at the DPZ, who are, however, joined by 2 other US
monkeys (cluster 2) on naturals and urbans and one other
monkey for fractals. Differences between monkeys might
therefore be in part explained by housing and rearing condi-
tions at the different recording sites. Yet, comparably small
numbers of monkeys in the respective clusters do not lend
themselves to reliable statistical inference and make it difficult
to distinguish natural variation from systematic influences. We
therefore do not explore distinctions between monkey clusters
any further in this manuscript. Overall, our findings suggest
that viewing behavior of monkeys and humans is only compar-
able to a limited extent, and that viewing behavior across mon-
keys is not homogeneous.

The clustering analysis raised the question of which aspects
of viewing behavior between humans and monkeys are com-
parable and which are not. To address this question, we inves-
tigated how well viewing behavior of both species can be
predicted by factors that are known to drive fixation selection
strategies in humans. Figure 1D shows a summary of all com-
parisons performed.

We started by quantifying the similarity of viewing behavior
across observers within each species individually (Fig. 1D, blue
line). In contrast to the cluster analysis, this “within-species
consistency” was computed by predicting individual observers
from the data of all other observers. Again using AUC, this
allowed us to estimate similarities in viewing behavior within a
group, not just behavior shared between pairs of observers
(Wilming et al. 2011). At the same time, the within-species
consistency is the best-known predictor of individual viewing
behavior in humans (Onat et al. 2014). Intuitively, the consistency
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is high when all individuals in a group share the same viewing
behavior and thus select the same fixation locations. Applied to
monkeys and humans, respectively, this analysis revealed that
the consistency between humans was higher than between mon-
keys (<H>naturals = 0.658, <H>urbans = 0.767, <H>fractals = 0.727,
<M>naturals = 0.598, <M>urbans = 0.680, <M>fractals = 0.664; Fig. 3
top panels, blue symbols, and bars; Table 1 summarizes AUC
values numerically; unpaired t-tests P < 0.05 with Bonferroni–
Holm correction). To exclude the possibility that the estimate
of the within-monkey consistency was lower simply because
we had less observers available to estimate shared viewing
behavior, we estimated the within-human consistency also
with fewer observers (Fig. 3, lower right plot in each panel).
The difference between within-human and within-monkey
consistency persisted even when the number of predicting
participants was kept identical in both species, that is, using
only 10 human observers for the prediction (Fig. 3, lower right
plot in each panel). In particular using groups of 11 humans
where each observer is predicted by the remaining 10 yielded
consistency estimates that were very close to those when 105
observer predicted 1 observer (mean difference in AUC: 0.002,
0.0001, 0.01). These results demonstrate that for equal sample
sizes intra-species predictability is higher for humans than
monkeys.

In a next step, we computed how well viewing behavior of
one species predicts that of the other species, that is, cross-
species consistency (Fig. 1D, red lines). For all observers and
images, we computed how well the fixation density of all fixa-
tions of the respective other species on the stimulus separated
actual and control fixation locations. We then averaged across
stimuli and members of the predicted species. This analysis
quantifies the amount of shared viewing behavior between spe-
cies. We found that the cross-species prediction was below the
within-species consistency for both species and all categories

(Fig. 3 top panels, red symbols and bars; <M->H>naturals = 0.579,
<M->H>urbans = 0.666, <M->H>fractals = 0.672, <H->M>naturals =
0.551, <H->M>urbans = 0.626, <H->M>fractals = 0.614; paired
t-tests all Ps < 0.05 with Bonferroni–Holm correction for 6 tests).
In total, the cross-species consistency (M->H) reached 50%,
62%, and 76% of the within-human consistency and 51%, 70%,
and 70% of the within-monkey consistency for the 3 stimulus
classes, respectively (we subtract the chance level of 0.5 from
each AUC value before computing ratios to avoid artificial infla-
tion of these scores). This observation holds not only on aver-
age, but for all individual observers, that is, the cross-species is
smaller than the within-species consistency for all 11 monkey
and all 106 human observers.

Interestingly, we observed that monkeys predicted each
other as well as they predicted humans, that is, the cross-
species (M->H) score is comparable to the within-monkey score
(unpaired t-tests all P > 0.05 with Bonferroni–Holm correction
for 3 tests; bootstrapped CIs are overlapping; mean differences
of AUC values are −0.019, −0.014, and 0.008 w.r.t to naturals,
urbans, and fractals). This is a first indication that the consist-
ent viewing behavior of monkeys is a subset of the consistent
viewing behavior of humans. In combination, the cross-species
scores and the extent to which monkeys predict humans
suggests that both species are driven by similar factors.
Furthermore, the larger consistency of human viewing behavior
signals the presence of additional factors that are not present
in monkeys. The presence of such factors would also explain
why the cross-species score is not symmetric.

To better understand similarities and differences across spe-
cies, we made use of a bottom-up salience model to test in how
far low-level factors could explain the effects observed. We
computed a set of 42 different visual features organized on 3 dif-
ferent spatial scales (see Materials and Methods). The resulting
saliency model consists of a weighted sum of these features.

Figure 2. Similarity of viewing behavior between all observers for different categories of stimuli. (A) Schematic of a 4 × 4 similarity matrix to visualize who predicts
who in the full matrix below, for example, H->M depicts areas where human observers predict monkey observers. (B) Full similarity matrix constructed from AUC
values between pairs of observers (left = natural scenes, center = urban scenes, right = fractals). The intensity of individual points encode how well an observer pre-
dicts another. The species is encoded by different colors on the side of each matrix (purple = humans; red = monkeys). Rows and columns are sorted according to the
results of hierarchical clustering. The dendrogram on the top shows the cluster structure, links are colored according to their species composition (purple only
humans, red only monkeys, black mixed). Monkeys and humans are sorted into different clusters by the hierarchical clustering algorithm.
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We chose this type of model because it allowed us to estimate
weights for each observer and category independently with a
logistic regression that optimally separated actual and control
fixations based on their predicted empirical saliency values
(rightmost panel in Fig. 1B shows one example saliency map).
Furthermore, our model comprised “pure” bottom-up features
that do not exploit semantic aspects of the stimuli (e.g. faces,
objects, or text). Whereas more complex models can indeed
improve predictive performance (as indicated by the success of
deep network models, e.g. Kümmerer et al. 2014), they mix low-
er and higher level features in their prediction. This runs coun-
ter to the goal of the current work, which was to separate lower
and higher level factors. Our model is therefore designed to act
as a probe into bottom-up influences on viewing behavior, not
to maximize prediction accuracy. To ensure comparability to
the within and cross-species similarity, we use a leave-one-
observer-out cross-validation scheme to fit the saliency model.
That is, predictions for a specific observer are independent from

the data of that observer. The salience model therefore must
predict behavior of an observer it has not encountered before,
which implies that the salience models can only capitalize on
viewing behavior that is consistent between observers. The
within-species consistency therefore acts as an upper limit on
the performance of the salience model (Wilming et al. 2011).
Once fitted, the saliency model was applied in the same manner
as the within- and cross-species predictions (Fig. 1D, black line).
Correspondingly, the model prediction accuracy was computed
based on AUC values. Figure 3 shows the results of the bottom-
up saliency model. Black triangles and circles show the respective
mean performance for humans and monkeys (<H>naturals = 0.591,
<H>urbans = 0.669, <H>fractals = 0.646, <M>naturals = 0.565,
<M>urbans = 0.644, <M>fractals = 0.640). CIs for human and mon-
key bottom-up salience AUCs are largely overlapping (Fig. 3,
black bars, unpaired t-tests all P > 0.05 with Bonferroni–Holm
correction). To further investigate the similarity of the bottom-
up salience model in both species, we compared the predictive

Figure 3. Predicting monkey and human fixation locations with different predictors. Columns show results for natural, urban, and fractal scenes (from left to right).
The bar plots on the top show mean value and 95% CIs for individual predictors. CIs are computed by repeatedly sampling 11 observers to allow better comparison
between human and monkey data. Three scatter plots at the bottom show individual comparisons. Red dots show individual monkeys (monkeys are indexed by
hue). Green contours show a density estimate of the distribution of human AUC; each shade increases the contained amount of observers by 10%. Bottom right plots
in each panel show within-human estimates when the number of predicting observers is subsampled. Dashed blue lines indicate our adjusted estimate for the
within-human consistency had only 11 observers participated.

Table 1 Summary of AUC scores and percentages relative to the within-species consistency of different predictors

Category Within Cross Salience Salience + cross

Human Monkey Human Monkey Human Monkey Human Monkey

Natural 0.658 0.598 0.579 0.551 0.591 0.565 0.60 0.574
50% 51% 57% 67% 66% 75%

Urban 0.767 0.680 0.666 0.626 0.669 0.644 0.69 0.653
62% 70% 63% 80% 69% 85%

Fractal 0.727 0.664 0.672 0.614 0.646 0.640 0.67 0.649
76% 70% 64% 85% 76% 91%
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power of individual features that enter the salience model by
computing feature-specific AUC values. We found that the
resulting feature-fixation AUCs were highly correlated across
species on urban scenes and fractals and to some extent on
natural scenes (Fig. 4). A linear regression between feature AUC
values of humans and monkeys showed that the pattern of
human feature-fixation AUC values explained 94% and 97%
of the variance between the monkey feature-fixation AUC
values for urbans and fractals and 27% on natural scenes. To
estimate the distribution of regression slopes, we recalculated
the linear regression on randomly sampled subsets of 11
human and monkey observers (sampling with replacement,
see Materials and Methods for more details). The distributions
of slopes, across bootstrapping samples, on urban and fractal
scenes were approximately centered on 1 for urban and frac-
tal scenes but 1 was not contained in the 95% interval for
natural scenes (average slopes are: 0.52, 0.90, and 0.97 for nat-
urals, urbans, and fractal scenes, respectively). These results
show that feature-fixation AUCs were almost identical for
urban and fractal scenes and thus the models were nearly
identical for these stimulus categories. The finding of smaller
feature AUC values on naturals is in line with the observation
that, in general, all AUC values are lower on natural scenes
compared with urban and fractal scenes. Yet, the pattern of
results within this category is highly similar to the other 2
categories (see Fig. 3A). This suggests that the observed differ-
ences are not related to species differences but rather to an
overall category difference. In summary, the results of the
bottom-up saliency models and similarities in feature AUCs
suggest that viewing behavior that is shared between species
is to a large extent driven by bottom-up salience.

Interestingly, bottom-up salience reached 67%, 80%, and
85% of the within-monkey consistency AUC scores, suggesting
that bottom-up salience explains a large part of the consistent
viewing behavior between monkeys. In humans, however, we
observed only 57%, 63%, and 64%, indicating that human view-
ing behavior is strongly guided by factors beyond low-level fea-
tures (unpaired t-tests, all P < 0.05 with Bonferroni–Holm
correction for 3 tests). These numbers imply that, across cat-
egories, 23% of the consistent viewing behavior in monkeys
cannot be explained by bottom-up salience while the gap is
39% for humans. This demonstrates that although the bottom-
up saliency models of both species are similar and explain
viewing behavior to a comparable degree, the gap to the
respective within-species consistency leaves a large fraction of
human viewing behavior to be explained.

With this in mind, it is interesting to know whether there
are other factors contributing to successful cross-species pre-
dictions, besides a presumably shared bottom-up selection
mechanisms. Despite the fact that bottom-up salience AUC
values were larger than the cross-species prediction for the
majority of monkeys (8/11, 8/11, 10/11 w.r.t. naturals, urbans,
and fractals), both factors might explain different aspects of
viewing behavior. To explicitly investigate this possibility, we
tested one additional linear model that combined bottom-up
saliency and the cross-species prediction (Fig. 1D, yellow lines).
We reasoned that performance of the combined model could
only improve over the individual predictors, if both predictors
explain, at least in part, different aspects of the consistent
viewing behavior. The combined model used a logistic regres-
sion to obtain optimal weights for z-scored bottom-up salience
values (with the weighting of the individual features optimized

Figure 4. Comparison of bottom-up salience across species. Panels show feature-fixation AUC values for humans and monkeys (see Materials and Methods for feature
definitions). Red lines show the best fit linear model that explains monkey feature-fixation AUCs based on human feature-fixation AUCs. The shaded blue area con-
tains 95% of all bootstrapped regression lines created by repeatedly subsampling human and monkey observers with replacement. Small insets show the boot-
strapped distribution of slopes of the linear regression. The area between the red bars contains 95% of bootstrapped slopes. Columns show different categories
(naturals, urbans, and fractals).
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as before, that is, by leave-one-observer-out cross-validation),
and z-scored cross-species predictions. Figure 5 plots the
bottom-up salience values against cross-species predictions
for fixated locations and non-fixated locations. Model predic-
tions can best be understood in terms of a classifier that com-
pares the respective bottom-up salience and cross-species
values of a test fixation against a given threshold (here zero for
both models). Fixations with values exceeding the threshold
are classified as “fixated”, all others as “non-fixated” (thresh-
olds shown in Fig. 5 as dashed black lines; red coloring indi-
cates more actuals than control fixations, blue the reverse). As
can be seen in Fig. 5, a model combining low-level saliency and
cross-species predictions can only improve over the 2 individual
models when a combination of both models, that is, a slanted
decision function, classifies more points correctly (i.e. better
separates red from blue points). We found that the combined
model exhibited only small, but consistent, improvements over
bottom-up salience and the cross-species prediction alone, for
all monkeys on all categories (paired t-tests all P < 0.05 with
Bonferroni–Holm correction for 6 tests; differences of combined-
salience AUC values, naturals: 0.008, urbans: 0.009, fractals:
0.009). The facts that the decision function of the combined

model is slanted (Fig. 5B, green lines), and that the combined
model improves over its constituent models, together imply that
bottom-up salience and the cross-species prediction both signifi-
cantly contribute to the prediction. Yet, it has to be considered
that the dynamic range, that is, the difference between the
bottom-up saliency model and the intra-species predictability is
rather small. As a consequence, the performance of the com-
bined model was very close to the within-monkey estimate
(naturals: 0.574 vs. 0.598; urbans: 0.653 vs. 0.68, fractals: 0.649
vs. 0.664; 75%, 85%, and 91%, respectively). For humans, the
combined model showed marginal improvements over either
bottom-up salience or the cross-species prediction (naturals:
0.01, paired t-tests against bottom-up salience P < 0.05; urbans:
0.02, paired t-tests against bottom-up salience P < 0.05; frac-
tals: 0.001, paired t-tests against bottom-up salience P < 0.05;
Bonferroni–Holm correction for 6 tests) but was still far away
from the within-human estimate (naturals: 0.60 vs. 0.66,
urbans: 0.69 vs. 0.77, fractals: 0.67 vs. 0.73; 66%, 69%, 76% rela-
tive to the within-human estimate). For both species, these
results demonstrate that shared factors, beyond bottom-up
selection, are very limited. Rather, shared viewing behavior is
predominantly driven by low-level selection.

Although very little improvement was observed with the
combined model, with respect to the question whether or not
monkeys are a good model system for human fixation behav-
ior, it is nevertheless interesting to investigate why the com-
bined cross-species + salience predicts monkey fixations better
than bottom-up salience alone. In particular, we wanted to test
whether the human-cross-species prediction contains explana-
tory power beyond its bottom-up salience component. As a ref-
erence, we compared the combined model (saliency + cross-
species) with a model that combines 2 saliency models: a
cross-species (trained on all human observers) and a within-
species model (trained on leave-one-observer-out data from
monkey observers), as described earlier. We found that the
combined-salience model did not use the cross-species salience
values for its prediction. This implies that the combined-
salience model is identical to the one obtained by using
within-monkey salience only (the decision function of the
combined-salience model falls onto the decision function of
the within-monkey salience model in Fig. 5; put differently,
the weight assigned to the cross-species bottom-up saliency
model by the logistic regression is close to zero). This suggests
that the little improvement of the combination of the cross-
species prediction and bottom-up salience over bottom-up
salience alone is due to factors that are contained in human
viewing behavior but not in our bottom-up salience model.

Taken together, bottom-up salience is able to account for
most of the consistent viewing behavior between monkeys,
while human viewing behavior makes only a small contribu-
tion when predicting monkey behavior. For humans, too, the
addition of monkey data adds little to improve predictive per-
formance beyond a pure bottom-up model. Moreover, while
consistent macaque viewing behavior is well understood in
terms of low-level salience, human viewing behavior is more
complex. Thus, our data indicate that both species share simi-
lar low-level selection mechanisms, whereas similarities
beyond low-level are very limited.

Discussion
The present data revealed that humans and monkeys form dis-
tinct clusters of viewing behavior, where predictions within
each species are significantly better than predictions across

Figure 5. Combination of different models to predict monkey fixation locations.
(A) Cartoon drawing to exemplify how 2 models form a combined model. Model
A and B both project data into a space in which samples are classified as fixated
or non-fixated based on their position w.r.t a threshold (dashed lines). The com-
bined model weights and sums both models to potentially improve its predic-
tion. The slope of the resulting decision function (green line) depicts the relative
impact of the 2 combined models. (B) Performance of the combined model on
different stimulus categories (naturals, urbans, fractals). Color encodes the log
likelihood of observing fixations with a specific combination of predictor values
in the data set (e.g. log(P(fix | cross prediction, within salience)/P(control | cross
prediction, within salience)) in the top row and log(P(fix | cross-salience, within
salience)/P(control | cross-salience, within salience)) in the bottom row), that is,
redish colors imply more actual fixations and blueish colors non-fixated
locations. Top row: Each panel shows the seperating decision function of a
within-species bottom-up model and the cross-species prediction (vertical and
horizontal dashed lines, respectively). Diagonal green lines show the decision
function of the model that combines within-species saliency and the cross-
species prediction. The bottom row shows decision functions for within-species
salience and cross-species salience models. Here, the decision function (green
line) for a model that combines within-species and cross-species salience falls
onto the function for the within-species salience model, that is, the combined
model utilizes exclusively the species-specific saliency model, neglecting the
respective model derived from the other species.
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species. Within species, we found that patterns of human fix-
ation locations are more consistent than those of monkeys,
even when we account for the low number of monkey obser-
vers. This implies that humans and monkeys do not use identi-
cal selection strategies in a free-viewing task; a task that
requires no training for monkeys or humans. Despite these
overall differences, prediction accuracies across species are sig-
nificantly above-chance level. This implies that monkeys and
humans do share some degree of fixation selection strategies.
To investigate in what aspects the selection strategies of these
species overlap we compared the predictive power of a set
of low-level stimulus features. This revealed remarkable simi-
larities across species. First, the overall predictive power of
low-level saliency models is comparable. Additionally, the pre-
dictive power of individual low-level features was strongly cor-
related between species, indicating that similar low-level
selection mechanisms are at work in both species. Following
this, we compared whether the fixation data of one species
adds explanatory power beyond such low-level factors for the
respective other species. Here we found only small improve-
ments in predictive power, indicating that, at least in the cur-
rent data set, low-level salience is the most important shared
component in the guidance of eye movements across species.
Taken together, our findings show that free viewing of pictures
produces consistent behavior in monkeys that can be related to
human behavior in a meaningful way. The large influence of
bottom-up salience in both monkeys and humans, the large
number of data points that can be acquired in a short period of
time and the fact that no training is required, make free view-
ing in monkeys very well suited to the study of the neural basis
of low-level stimulus-driven oculomotor control. Yet, our
results reveal important limitations, as viewing commonalities
were limited to low-level selection, excluding shared higher
level selection mechanisms. They, therefore, have large impli-
cations for future electrophysiological studies in macaques and
behavioral comparisons across species.

Although the current study is the largest to date, it is not the
first to compare viewing behavior in macaques and humans.
Consistent with our findings, other groups, too, reported above-
chance predictions of fixation points by salience models in both
humans and monkeys for videos clips (Berg et al. 2009) and gray
scale images (Einhäuser et al. 2006). However, there is disagree-
ment in how far the effects are qualitatively comparable in
humans and monkeys. Einhäuser et al. (2006) argue that both
species are equally driven by bottom-up salience, while Berg
et al. (2009) report that bottom-up salience is more predictive for
human eye-movement behavior. Using a considerably larger set
of observers and colored stimuli from 3 different categories, we
do not find consistent differences across species that would
argue for a true species differences. It should be noted that the
low-level AUC values reported previously (Einhäuser et al. 2006;
Berg et al. 2009) indicate only a small influence of stimulus fea-
tures (AUC ≤ 0.59) in monkeys during free viewing. This is in
line with the current monkey data for natural scenes. However,
looking at urbans and fractals, we observe larger AUC values for
a bottom-up salience model (AUC = 0.65 and 0.64). Bottom-up
salience could therefore be more prominent in guiding monkey
eye movements than previously thought, dependent on the
stimulus category used. Together with the large correlations in
the feature AUCs across species, this data suggest comparable
low-level selection mechanisms in macaques and humans.
Moreover, while we only observe very small similarities beyond
low-level stimulus features in the current free-viewing para-
digm, it is possible that other experimental settings or

categories reveal larger consistencies. For instance, similarities
between monkeys and humans exist during the viewing of
faces (Guo et al. 2003, 2009; Ghazanfar et al. 2006; Shepherd
et al. 2010) and scenes containing simple social interactions
(McFarland et al. 2013; Solyst and Buffalo 2014). It should be
noted, however, that these studies did not estimate the contri-
bution of low-level saliency. It therefore remains unclear in
how far the shared viewing behavior observed was driven by
shared low-level selection mechanisms.

The interpretation of our results depends on how similar
recording conditions were between species. Naturally, there are
a few differences between humans and monkeys that we were
not able to control. These include the fact that monkeys needed
to be head fixed during recordings, that monkeys had less
exposure to the kinds of stimuli that were presented, and that
monkeys received reward during calibration trials and, more
generally, underwent extensive training regimes for other tasks.
We will discuss these issues in turn in the next paragraphs.

First, all of the monkeys were head fixed during the record-
ings. The human participants, however, were only instructed
not to move their head, but were otherwise not constrained. To
rule out the possibility that a head restraint interferes with fix-
ation selection, we conducted a control experiment in which
participants viewed urban scenes and fractals, with and with-
out a head restraint (custom molded bite-bar and chin rest). We
analyzed 3 aspects of fixation behavior: fixation durations,
selected fixation locations, and the saccadic main sequence.
Fixation durations were almost identical between conditions
(linear fits had an average slope of 1.01 with SD = 0.05, r2 > 0.99,
Supplementary Fig. 1). We compared fixated locations across
conditions by computing within-condition and across-
condition AUC prediction scores, in analogy to the within-
species and cross-species AUC scores. The resulting AUC values
were very similar (Supplementary Fig. 1B and C; P > 0.21 for all
comparisons), again indicating no systematic differences across
conditions. Finally, no significant differences were observed
between the saccadic main sequence between species in both
conditions (within subject r2 > 0.98). In summary, fixing the
head in a central position in front of the screen did not change
the overall pattern of viewing behavior. We therefore conclude
that the difference in head restraint between species is not
relevant for the interpretation of our results.

Second, compared with humans, monkeys have limited prior
exposure to the kind of stimuli shown in this study (urban and
natural stimulus categories). Thus, differences in specific asso-
ciations, memories, and emotions, triggered for humans but not
for macaques, might explain why we find consistent viewing
behavior beyond bottom-up salience in humans but not in mon-
keys. What speaks against this possibility is the fact that we
observed a very similar pattern of results across all categories,
including fractal stimuli, for which both species have little to no
prior exposure. Accordingly, our results with fractal stimuli cor-
roborate our conclusions even for previously unknown stimulus
categories.

Third, to achieve successful calibration, monkeys needed
either to detect a color change of a rectangle located at random
screen locations or fixate a cross at random screen locations.
More generally, monkeys were previously trained in a wide var-
iety of tasks that associated specific actions with rewards (DPZ
monkeys: classification of 2D and 3D random dot stimuli,
grasping tasks, and fixation task; YNPRC and WNPRC: delayed
match to sample, change detection, visual search, and covert
attention task). Is it therefore conceivable that monkeys
searched the free-viewing stimuli for reward? We believe that
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this is unlikely for several reasons. First, monkey fixation dura-
tions on free-viewing images are much shorter than the min-
imum fixation requirements during reward trials (color change
task: 500–1100ms required, average fixation duration: 225± 153
ms; fixation task: 1250ms required, average fixation duration:
257± 214ms). This shows that the monkeys did not simply
transfer the temporal properties of reward providing actions to
the free-viewing trials. Second, if operant conditioning engen-
dered specific consistent viewing strategies, we should have
observed elevated within-monkey AUC scores. In contrast,
within-monkey AUC scores did not substantially exceed the
scores for bottom-up saliency. Finally, speaking specifically
against an influence of interleaved calibration, the fixation
epochs during calibration trials are in close analogy to drift cor-
rection procedures that preceded stimulus presentation in the
human experiments. Forced fixation epochs were therefore
present in both human and monkey experiments. Hence, we
believe that neither training for other tasks nor calibration pro-
cedures undermine the interpretation of our results.

Our results suggest an effective, and comparable saliency
model in both species. However, whether or not bottom-up sali-
ence has a causal influence on eye movements is a matter of
ongoing debate (Li 2002; Einhäuser and König 2003; Mazer and
Gallant 2003; Henderson et al. 2007; Einhäuser et al. 2008; Arcizet
et al. 2011; Schütz et al. 2011; Betz et al. 2013). In many cases,
salience models have been used successfully to predict eye-
movement targets during free viewing of images (Itti and Baldi
2005; Kienzle et al. 2007; Zhang et al. 2008; Bruce and Tsotsos
2009; Hwang et al. 2009; Judd et al. 2009; Zhao and Koch 2011).
Furthermore, recent reports provided evidence for the existence
of a functional saliency map in the human brain (Bogler et al.
2011; Ossandón et al. 2012). In summary, there is good evidence
for the existence of saliency-like selection mechanisms in the
brain. However, even if saliency turns out to be a correlate, for
example, of object detection (Einhäuser et al. 2008; Nuthmann
and Henderson 2010), rather than a true selection mechanism,
the current finding of above-chance cross-species predictions,
and comparable low-level AUC values still indicate shared
mechanisms in the guidance of overt visual attention.

The results that we have observed are on a purely behav-
ioral level, and it therefore remains an open question as to how
these map onto the neural level. On the one hand, it is known
that large homologies exist between human and monkey early
visual (Orban et al. 2004) and higher level ventral visual areas
(Kriegeskorte et al. 2008; Kornblith et al. 2013; Yovel and
Freiwald 2013; Cichy et al. 2014). It is therefore tempting to
hypothesize that the observed similarities in viewing behavior
are the result of similar neural processing of visual space. On
the other hand, marked differences exist across species. The
temporal lobe is much larger in humans (Rilling and Seligman
2002) and at the same time, fewer and less clear homologous
brain structures exist in dorsal areas (Orban et al. 2004). For
example, human LIP possesses more retinotopically organized
areas than monkey LIP (Patel et al. 2010). And, on a larger scale,
oculomotor control in the human brain appears to be more
lateralized while the monkey brain shows more contralateral
specificity (Kagan et al. 2010; Oleksiak et al. 2011). It is therefore
possible that the human brain possesses different mechanisms
to drive eye-movement behavior. In this context, our behav-
ioral findings also resonate well with the absence of a ventral
attention network in macaque monkeys but overlap of the dor-
sal attention network in both species during a paradigm that
required detection of target images in a rapidly presented
stream of images (Patel et al. 2015). Many areas in the dorsal

attention network are retinotopically organized and the net-
work likely contains a priority map for guiding eye movements
(Bisley 2011), making it a plausible candidate for stimulus-
driven control of eye movements. Thus, while the current set
of results suggests similar low-level selection mechanisms, our
analyses additionally suggest that homologies w.r.t. higher
level selection of fixation locations are limited and cannot be
assumed a priori for electrophysiological studies on macaques.
Comparisons of the neural basis of higher level oculomotor
selection mechanisms across species should therefore be valid-
ated by behavioral comparisons—ideally with tasks that
require the same amount of training for both species. Finally,
we would like to emphasize that our results do not preclude
similarities between species during other cognitive tasks (e.g.
Wisconsin Card Sorting Task (Nakahara et al. 2002) or covert
attention tasks (Caspari et al. 2015)).

Supplementary Material
Supplementary material are available at Cerebral Cortex online.
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Attention is an essential cognitive ability
that animals and humans rely on to sur-
vive. It allows complex nervous systems to
selectively process the most behaviorally
relevant sensory information. While an
abundance of literature has demonstrated
attentional modulation of neuronal activ-
ity in sensory areas (Treue, 2001; Maun-
sell and Treue, 2006), it is much less clear
which brain areas control this modulation
(Petersen and Posner, 2012). One candi-
date region is the prefrontal cortex (PFC),
which makes reciprocal projections with
almost all sensory and motor cortical ar-
eas, as well as many subcortical structures
(Miller and Cohen, 2001). Studies on the
cross-areal interaction between prefrontal
and sensory areas have identified PFC as a
major control center for directing atten-
tion to a location (Moore and Armstrong,
2003; Gregoriou et al., 2009), a feature, or
an object (Zaksas and Pasternak, 2006;
Baldauf and Desimone, 2014). An addi-
tional candidate is anterior cingulate cor-
tex (ACC), which has a close functional
connectivity with PFC (Womelsdorf et al.,
2014). Although numerous studies have

probed the role of these two frontal areas
in controlling attention, it is not clear how
attention signals are integrated within and
between these regions.

In a recent paper, Oemisch et al. (2015)
studied correlations between instanta-
neous firing rates of neurons located in
different frontal cortex substructures in
an attention task. They trained two rhesus
monkeys to maintain their gaze on a cen-
tral fixation point on a computer screen
while two peripheral drifting gratings,
each with a different color, were prese-
nted to the left and right visual hemifield.
After the color of the fixation point
changed to that of either of the gratings,
the monkeys had to covertly attend to the
corresponding grating (the target) with-
out diverting their gaze from the fixation
point (for experimental details, see Fig. 1).
The authors recorded single and multi-
unit activities from dorsal and lateral PFC,
ventromedial PFC, and ACC while the
monkeys performed the task.

Oemisch and colleagues (2015) report
three major findings. First, starting 280
ms after the monkeys were cued to the
target location, the instantaneous activi-
ties of those pairs of neurons that were
recorded simultaneously became corre-
lated across trials. These correlations
were especially pronounced for cross-
areal neuron pairs recorded from ACC
and PFC, suggesting that a neural interac-
tion occurs between these two areas. This
correlation does not appear to be a simple
side effect of engaging spatial attention,

but rather appears to reflect where the mon-
keys attend, because a significant portion of
neuron pairs from ACC and PFC showed
distinct correlations when the monkeys at-
tended contralaterally rather than ipsilater-
ally to the recorded hemisphere (Oemisch et
al., 2015, their Fig. 5Biii). Second, the activ-
ity of dorsal PFC (dPFC) neurons at a given
time bin between 0 and 800 ms after cue
onset was correlated with the activity of
ACC neurons in subsequent time bins, sug-
gesting that dPFC neurons play a role in
driving ACC neurons. Third, the ACC–PFC
correlation was statistically significant only
when spike trains were smoothed using
Gaussian kernels with widths of 50–200 ms.
Since this time-scale is far larger than that of
monosynaptic communication, it suggests
that attention control involves coordination
of large-scale brain networks.

To quantify interneuronal interac-
tions, Oemisch and colleagues (2015)
calculated correlations between the in-
stantaneous activities of neuron pairs.
This measure quantifies, for a given in-
stant from cue onset, the correlation of
spike rates for a given neuron pair across
trials. However, their behavioral para-
digm might create spurious intertrial cor-
relations: given that the response of a
considerable proportion of neurons in the
frontal cortex depends on the visual prop-
erties of behaviorally relevant stimuli
(Zaksas and Pasternak, 2006; Bichot et al.,
2015), the response of these neurons will
change when attention is switched be-
tween the left and right visual hemifield
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(to gratings drifting at !45° and "45°,
respectively). This alone can explain the
trial-by-trial correlation induced after cue
onset when the visual information about
the attended stimulus has reached the
neurons: assuming a pair of neurons that
are both selective to the contralateral grat-
ing (which plays a major role in the main
finding of the paper; Oemisch et al., 2015,
their Fig. 5A), both will increase their fir-
ing rate in trials on which the monkeys
attend contralaterally, and decrease their
firing rate when the animals attend ipsilat-
erally, thus creating an intertrial correla-
tion. The influence of such an effect can be
avoided by only analyzing trials in which
the monkeys attend to the same drifting
direction. Similarly, when the authors
compare the interneuronal correlation
between contralateral and ipsilateral at-
tention shifts (Oemisch et al., 2015, their
Fig. 5Biii), any difference can be acco-
unted for by the difference in signal-to-
noise ratio of the neural response to the
preferred versus nonpreferred stimulus.
This could be controlled by computing
the correlations for each neuron, using a
subset of trials in which the neuron does
not show a significant change in spike
rate between contralateral/ipsilateral at-
tention shifts. Alternatively, future exper-
iments could present two identical stimuli
in the two visual hemifields to induce the
same neural responses between contralat-
eral/ipsilateral attention shifts. Whether
the interneuronal correlation will remain
statistically significant after removing the
component induced by differential visual
stimulations is an important concern,

however, given the small correlation val-
ues (average Pearson correlation coeffi-
cient # 0.02) (Oemisch et al., 2015, their
Fig. 2B) compared with similar studies in
sensory areas (Mitchell et al., 2009).

To investigate the role of attention-
evoked neural correlation between ACC
and dPFC neurons, Oemisch et al. (2015)
quantified the directionality of the in-
terneuronal interaction using a direction-
ality index, proposed earlier (Paz et al.,
2007). This index measures, for a given
pair of neurons (A and B), the difference
between the mean trial-by-trial correla-
tion of instantaneous neural activities
across time-pairs with the activity of neu-
ron A proceeding neuron B and those
time-pairs with the activity of neuron B
proceeding neuron A. This gives a mea-
sure of whether either of the neurons in a
given pair activated the other neuron.
However, this method suffers from de-
pendence on the time scale it is applied to.
As the authors point out, when changing
the analysis period to 300 – 600 ms after
cue onset (rather than 0 – 800 ms), the di-
rectionality effect disappears unless the
spike trains are smoothed by convolving
an extra-large Gaussian kernel with the
width of 400 ms rather than 50 –200 ms.
Therefore, to study the directionality of
interneuronal interactions in a given in-
terval, all constituent time windows
should be investigated.

Oemisch et al. (2015) found that in-
terneuronal correlations only emerged
when the Gaussian kernel width used for
smoothing spike trains was larger than 50
ms (Oemisch et al., 2015, their Figs. 1C,

2A, 3C), with an understandable excep-
tion of 400 ms kernel width because it ex-
panded beyond the analysis window
(Oemisch et al., 2015, their Figs. 1D, 2E,
3C). The authors interpret this as a char-
acteristically slow time scale for coordina-
tion across areas. Yet the underlying
mechanism could easily be further ex-
plored. The most straightforward inter-
pretation of the effect of kernel width on
firing correlation is that attention induced
a certain pattern of neuronal events,
which by themselves have stochastic time
intervals that distribute $50 ms or longer;
therefore, a consistent correlation across
areas becomes evident only when a time
window larger than 50 ms is used to
overcome the stochasticity. Meanwhile,
another study on the same dataset (Wom-
elsdorf et al., 2014) demonstrated that
there is an increase in the proportion of
neuronal bursts (clusters of spikes inter-
cepted with variable quiescent periods)
after the attention cue onset. They further
found that these bursts are synchronized
with the narrow beta band (12–20 Hz) of
local field potentials (LFP), which, proba-
bly not coincidentally, corresponds to a
period of %50 ms. Therefore, we speculate
that the characteristic slow time scale
reflects the stochasticity between the
bursts, which occurs within a period of
beta-band rhythm. This hypothesis can be
directly tested by looking into potential
correlations between attentional effects
on burstiness and interneuronal correla-
tion. The authors made an attempt along
this line when they reported no acr-
oss-cell-pair correlation between burst

Saccade up

Saccade down

50 - 750 msec 50 - 4000 msec

Fixation
(random position of red/green)

Color cue (red/green)

Stimulus rotation

50%

Figure 1. Behavioral task used by Oemisch et al. (2015). Monkeys had to maintain their gaze on a central point while a !45° and a "45° drifting grating were presented to the left and right
visual hemifield, respectively. In each trial, one of the gratings was randomly selected to be green and the other, red. At a random time between 50 and 750 ms, the fixation point changed color to
red or green, cueing the monkeys to covertly shift their attention to the matching (target) grating. After a random period of 50 – 4000 ms, one of the gratings underwent a clockwise or
counterclockwise change in direction of motion. Monkeys were trained to make an upward or downward saccade if the target grating underwent a clockwise or counterclockwise change in direction,
respectively. The white arrows represent drifting direction and were not shown in the actual experiment (details originally described by Kaping et al., 2011).
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proportions and correlation strengths.
However, this lack of correlation is prob-
ably not surprising, given that different
cell types in prefrontal cortex have distinct
burst properties to start with, indepen-
dent of their correlation induced by atten-
tion (shown on the same dataset by Ardid
et al., 2015). Therefore, a more relevant
test would address the link between the
two effects within cell pairs, i.e., whether
for a given neuron pair, the attentional
modulation of neural correlation is stron-
ger when calculated for bursty trials com-
pared with less bursty trials. If there is no
link between interneuronal correlation
and burstiness, interneuronal correlation
could be attributed an independent role in
controlling attention.

In summary, Oemisch et al. (2015) pro-
vided evidence suggesting the involvement
of interneuronal interaction between areas
ACC and dPFC when monkeys switched
their attention to different entities. They
also suggested that dPFC neurons control
the activity of ACC neurons when deploying
attention. However, there are at least three
more steps to accomplish before reaching a
firm conclusion about the role of interneu-
ronal correlations in controlling attention:
first, to disentangle the interneuronal corre-
lation from differential neuronal responses
evoked by stimulus variants; second, to in-

vestigate all constituent time windows of
postcue period for any potential role of
dPFC in governing ACC for attention con-
trol; and third, to clarify the relationship be-
tween attentional modulations of correlated
firing and burstiness–LFP synchronization.
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Chapter 7 

Summary and discussion 

This thesis endeavored to address scientific questions of the neuronal mechanism of visual 

perception at various stages, from the sensory end to the motor end. From the sensory end, I 

looked into how multiple dimension of visual information from a stimulus (such as the 3D 

location, and the moving direction of a moving pattern) are represented in neuronal activity in 

macaque visual cortical area MST (chapter 2). I then investigated which aspects of the 

neuronal activity in macaque MST are further modulated by directing attention to a location or 

feature (chapter 3). Apart from its effects on neuronal activities in visual cortices, on the motor 

end, directing attention to a spatial location is also correlated with the direction of involuntary 

eye movements in human subjects (chapter 4). And finally, I presented in chapter 5 a direct 

comparison between the voluntary eye movement patterns of humans and monkeys while free-

viewing images, to assess to which extent attentional selection mechanism is shared across 

the two species.  

It is an intriguing question how and why neurons encode multiple features simultaneously. 

Previous studies in macaque visual cortical area MST have reported neurons with selectivity 

to the direction of a moving stimulus (e.g. ‘to which direction is the car going?’), as well as the 

distance between the stimulus relative to the gaze horopter (i.e. ‘how far away is the car?’). In 

chapter 2, I discussed the possibility that information about both motion direction and depth 

are encoded in area MST because the interaction of the two is important for a certain cognitive 

function, such as self-motion perception. To our surprise, our data showed that the 

representation of the motion direction and depth are largely independent. This suggests that 

area MST encodes the information of motion direction and depth in a separate manner, while 
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the integration of the two and the consequential self-motion perception may be found in other 

visual areas, presumably higher in the hierarchy than MST. 

 

The sensory representation of visual stimulus is further modulated by attention, which 

selectively enhance a specific location or a stimulus feature according to the behavioral context. 

The results in chapter 2 implies that stimulus features and stimulus location are separately 

represented in MST, as if location is simply one of the many features of the visual object (e.g. 

shape, color, movement direction etc.). To test whether space is just another feature to the 

brain, I showed in chapter 3 a study that investigated whether directing attention to a location 

induce similar effects as directing attention to a feature. As a result, spatial attention induced 

a reduction in neuronal burstiness, while feature-based attention didn’t. This suggests that 

directing attention to spatial locations involves a unique neuronal mechanism compared with 

directing attention to features, and that the visual system in the brain treats information about 

space and feature differently. 

 

It is beyond the scope of this thesis to find out why spatial attention is different from feature-

based attention. But on the behavioral level, spatial attention is unique in its tight correlation 

with the eye movement system. A popular hypothesis equated covert spatial attention 

(directing attention to a location without voluntarily moving the eyes) with the planning of an 

eye movement to that location. In chapter 4, I showed strong evidence in human subjects, that 

although the subjects are prohibited from moving their eyes, the directions of the minute 

involuntary eye movements (microsaccades) are biased toward the attended locations. This 

effect can be isolated from confounding effects from the cue contingency and motor intentions 

of the subjects. Such a reliable correlation between microsaccades and attention suggests, 

that the attentional state of a human subject can be inferred simply from his/her involuntary 

eye movement pattern. 
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As the knowledge about the human visual perception (including findings in this thesis) mainly 

come from a combination of studies in human behavioral studies and monkey 

neurophysiological studies, it is a critical issue how much the two species share in attention 

selection mechanisms. In chapter 4, I showed a study I contributed to, which compared the 

two species in terms of the patterns of eye movement and fixation during freely viewing of 

images. Despite the vastly different behavioral repertoires of the two species, our analysis 

demonstrated a surprising level of similarity between the scan paths of humans and monkeys 

when they look at the same set of pictures. Apart from  differences in response to presumably 

high-level features (such as ‘interestingness’), the features that attract monkeys’ attention also 

attract that of humans. This finding confirms that the principles of visual information processing 

we discovered so far by electrophysiology in monkeys are largely applicable to humans as well. 

 

Taken together, the findings of this thesis contributed to various aspects of the current literature 

on primate visual perception, especially on the topics of how visual information is represented 

and modulated according to behavioral needs. In a broader context, the findings we obtained 

with our specific experiments (e.g., in cortical area MST, with motion dot stimuli, with 

experiment designed to investigate attention) provided a unique perspective to the general 

principles of visual information processing in primates. Other independent studies (in different 

cortical areas and different experiment designs) are necessary to confirm and further 

contribute to our understanding of the neuronal mechanism of vision. 
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