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#### Abstract

In this thesis, we investigate the consequences of isospin symmetry breaking on hadronic matrix elements based on combined calculations in Quantum Chromodynamics (QCD) and Quantum Electrodynamics (QED). We employ the lattice regularisation for quantum field theories, which enables the access of both the perturbative and the non-perturbative regime of a coupling constant. The inclusion of isospin-breaking corrections in lattice QCD calculations is required to improve the theoretical prediction of hadronic contributions to high-precision observables, such as the muon anomalous magnetic moment $a_{\mu}$ and the running of the fine-structure constant $\alpha$, which are determined from correlation functions of electromagnetic currents. We relate QCD+QED to isosymmetric QCD via Monte Carlo reweighting and formulate a perturbative expansion of correlation functions around isosymmetric QCD. Expansion parameters are the differences of the bare quark masses and their isosymmetric counterparts, a shift of the inverse strong coupling and the electromagnetic coupling. Expectation values with respect to isosymmetric QCD are evaluated by means of Monte Carlo simulations based on gauge ensembles generated with a $N_{\mathrm{f}}=2+1$ $O(a)$-improved Wilson fermion action and tree-level improved Lüscher-Weisz gauge action. The handling of the manifest infrared divergence of non-compact lattice QED is addressed in this thesis. We regularise the divergence using the $\mathrm{QED}_{\mathrm{L}}$ prescription. We derive the lattice photon propagator for open and periodic temporal boundary conditions in Feynman and Coulomb gauge. The perturbative expansion is truncated at leading order, so that the electromagnetic coupling does not renormalise. Further expansion parameters are fixed via a hadronic renormalisation scheme based on masses of pseudo-scalar mesons. In our calculation, we only consider isospin breaking effects in the valence quark sector and focus on quark-connected contributions. We derive the axial and vector Ward identity for continuum QCD+QED. A conserved vector current is deduced from the vector Ward identity for the particular lattice regularisation of QCD+QED considered in this thesis. We determine the masses of pseudo-scalar octet mesons including leading isospin breaking corrections and describe the application of the procedure to baryon masses. We provide a detailed discussion of the renormalisation of the local vector current in QCD+QED taking operator mixing into account. We further determine the leading isospin breaking correction for the renormalised HVP function, which is related to the hadronic contribution of the running of the of the fine-structure constant $\alpha$ and the anomalous magnetic moment of leptons. The presented formalism is finally used to compute the hadronic vacuum polarisation contribution to the anomalous magnetic moment of the muon $a_{\mu}$ including leading isospin breaking corrections. The knowledge of a precise Standard Model prediction for the latter is of particular interest, as it offers a probe for new physics. The calculations are performed on three Monte Carlo ensembles with pion masses of 354,216 and 282 MeV and lattice spacings of $0.086,0.076$ and 0.064 fm .
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## 1. Introduction

The Standard Model of particle physics (SM) is a unified quantum field theory incorporating three fundamental interactions: the strong, the electromagnetic and the weak interaction. It was developed and established in several steps during the second half of the 20th century, based on the formulation of the strong interaction [1] as a Yang-Mills theory [2], the electroweak unification, known as the Glashow-Weinberg-Salam theory [3-5], and the Englert-Brout-Higgs mechanism [6-8], which is a method to achieve spontaneous symmetry breaking in gauge theories. The existence of several elementary particles predicted by the SM was confirmed experimentally. The existence of the charm quark, which is essential for the Glashow-Iliopoulos-Maiani mechanism 9, was inferred from the discovery of the $J / \Psi$ meson [10, 11] at SLAC and BNL in 1974. The massive gauge bosons $W^{ \pm}$[12, 13] and $Z$ [14, 15], responsible for mediation of the weak interaction, were found at the SPS at CERN in 1983. This series of discoveries finally culminated with the Higgs boson, which was found at the ATLAS and CMS experiments at CERN [16, 17] in 2012.

Despite its success, the SM leaves several experimental and theoretical issues unanswered: Firstly, the SM does not include gravity, which is the remaining of the four known fundamental interactions. The formulation of general relativity as a quantum field theory is a highly non-trivial task, as it is a perturbatively non-renormalisable theory [18, 19]. Secondly, the SM treats neutrinos as massless, chiral Weyl fermions [20], although it is already known by neutrino oscillation experiments that neutrinos are massive, being either Dirac or Majorana particles. Thirdly, in today's universe matter dominates anti-matter. The CP- and baryon number violating processes predicted by the SM are not capable of explaining the strength of baryogenesis. Furthermore, the SM describes the properties of only a small fraction of the matter in the universe, as evidenced by cosmological observations. Lastly, the SM depends on 18 fundamental parameters [20, which have to be determined by experiments. If the SM is understood as a low-energy effective description of a theory valid at higher scales, these parameters are not necessarily independent.

There are two main categories of experiments to probe the SM. Direct searches aim at the detection of unknown particles produced in particle colliders or in cosmic events, whereas indirect search experiments try to measure quantities with high accuracy to find deviations from the model predictions. One promising quantity for the investigation of physics beyond the SM is the anomalous magnetic moment of the muon [21, 22]. For the leptons $l=\mathrm{e}, \mu, \tau$ the Dirac theory [23, 24] predicts a Landé-factor, which relates the magnetic moment of a particle with its spin, of $g_{l}=2$. Quantum field theoretical corrections, first predicted by Schwinger [25] and parametrised by the anomalous contribution $a_{l}=\frac{1}{2}\left(g_{l}-2\right)$, alter this value. The anomalous magnetic moment of the muon is one of the most precisely measured quantities in physics. The currently most accurate experimental determination,
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obtained at BNL [26], is

$$
\begin{equation*}
a_{\mu}=11659209.1(5.4)(3.3) \cdot 10^{-10} \tag{1.1}
\end{equation*}
$$

with a precision of 0.5 ppm . A reduction of the overall uncertainty by a factor of four is planned by experiments at Fermilab [27] and JPARC [28]. Comparing the experimental determination with the SM prediction, one finds a deviation of about 3-4 $\sigma$ [29]. The largest source of uncertainty of the theory prediction stems from hadronic effects, in particular the contributions from the hadronic vacuum polarisation and hadronic light-by-light scattering [29]. The former can be determined with a phenomenological approach from the cross section of positron-electron collisions forming hadrons, from Dyson-Schwinger equations [30] or as a first principles calculation from lattice QCD [31-33]. A determination of the hadronic vacuum polarisation contribution with a relative precision of $0.2 \%$ is required to achieve the target accuracy of the upcoming experiments. This can only be attained in lattice simulations based on non-isosymmetric QCD including the effects of non-degenerate light quark masses and electromagnetism 34.

|  | $p$ | $n$ |
| :--- | :--- | :--- |
| $m[\mathrm{MeV}]$ | $938.272081(6)$ | $939.565413(5)$ |
| $I$ | $1 / 2$ | $1 / 2$ |
| $I_{3}$ | $1 / 2$ | $-1 / 2$ |
| $q[e]$ | 1 | -1 |

Table 1.1.: Masses and electromagnetic charges of the proton and neutron forming an isospin doublet 35 .

The concept of isospin predates the developement of the SM and was originally introduced in 1932 by Heisenberg [36] under the name isotopic spin. Experiments showed that the excitation spectra of mirror nuclei, for which the number of protons and neutrons are interchanged, resemble each other. Heisenberg suggested that both the proton and the neutron form manifestations of the same state, the nucleon. Mathematically, this concept is described by a $S U(2)_{\text {I }}$ symmetry acting on a two dimensional space, in which the proton was interpreted as a state with $I_{3}=+1 / 2$ and the neutron with $I_{3}=-1 / 2$, depicted in table 1.1. In 1954, the attempt by Yang and Mills to interpret isospin symmetry as a local gauge symmetry [2] lead to the construction of non-Abelian gauge theories. At the time, this theory was not confirmed experimentally. Nevertheless, it laid the theoretical and mathematical foundations for the formulation of the strong and electro-weak interactions.

Although the concept of isospin was an early ancestor of the SM, the former is not strictly compatible with the latter. Neglecting the effects of the weak interaction, induced by the Cabibbo-Kobayashi-Maskawa matrix [37], the SM obeys isospin symmetry only in the limit in which the masses and the electric charges of the up and the down quarks are equal. Empirically, it is known that isospin symmetry is broken only on small scales relative to energies determined by the strong interaction, such as the hadron spectrum, as can be seen in tables 1.1 and 1.2 for the nucleons and the light pseudo-scalar mesons.

|  | $\pi^{ \pm}$ | $\pi^{0}$ | $K^{ \pm}$ | $K^{0}$ |
| :--- | :--- | :--- | :--- | :--- |
| $m[\mathrm{MeV}]$ | $139.57039(18)$ | $134.9768(5)$ | $493.677(16)$ | $497.611(13)$ |
| $I$ | 1 | 1 | $1 / 2$ | $1 / 2$ |
| $I_{3}$ | $\pm 1$ | 0 | $\pm 1 / 2$ | $\mp^{1 / 2}$ |
| $q[e]$ | $\pm 1$ | 0 | $\pm 1$ | 0 |

Table 1.2.: Masses and electromagnetic charges of the light pseudo-scalar mesons forming isospin multiplets [35].

|  | $u$ | $d$ |
| :--- | :--- | :--- |
| $m[\mathrm{MeV}]$ | $2.16_{-0.26}^{+0.49}$ | $4.67_{-0.17}^{+0.48}$ |
| $I$ | $\frac{1}{2}$ | $1 / 2$ |
| $I_{3}$ | $1 / 2$ | $-1 / 2$ |
| $q[e]$ | $2 / 3$ | $-1 / 3$ |

Table 1.3.: Masses and electromagnetic charges of up and down quarks determined in the mass-independent subtraction scheme MS at a renormalisation scale of $\mu=2 \mathrm{GeV}$ [35].

On the level of elementary particles, the situation is different. The difference of light quark masses is of the same order of magnitude as the masses themselves, c.f. table 1.3 . Nevertheless, the quark mass splitting is of $O(1 \%)$ compared to a typical energy scale of QCD [38]. Similarly, the typical relative size of electromagnetic corrections is given by the fine-structure constant $\alpha_{\mathrm{em}}=7.2973525693(11) \cdot 10^{-3}$ [35], which is also $O(1 \%)$ [38]. Consequently, the general assumption is, that observables which are not invariant under isospin rotations are approximated by the isosymmetric theory with an $O(1 \%)$ relative systematic error 38, 39].

The breaking of isospin symmetry is of great importance in nature. The magnitude of this symmetry violation influences the composition of nuclear and atomic matter in the universe [40]. In particular, the sign and magnitude of the mass splitting of the proton and the neutron ensure, that the proton and the hydrogen atom become physically stable [40, 41]. If the relative neutron-proton mass difference was smaller than one third of the observed value $m_{n}-m_{p}=1.2933321(5) \mathrm{MeV}$ [35], the hydrogen atom would decay via an inverse beta decay into neutrons [41]. However, if the mass difference was considerably larger than the observed value, neutrons would decay faster and therefore, the formation of heavy elements in stars would have become more difficult [41].

Lattice QCD Monte Carlo simulations serve as a tool to compute hadronic observables from first principles, such as the hadronic spectrum, hadron form factors and charges as well as the hadronic contributions to the anomalous magnetic moment of leptons. These simulations are commonly performed in an isosymmetric setup, mainly for technical reasons. It is computationally less demanding to evaluate the quark determinant of two quarks with degenerate masses compared to a setup with non-degenerate masses 42. The systematic error due to the assumption of isospin symmetry and the absence of the
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electromagnetic interaction was, for decades, negligible in comparison to the stochastic error associated with Monte Carlo simulations. During recent years, the development of more efficient simulation algorithms and the substantial progress in the provision of highperformance computing facilities enabled the community to reduce the stochastic errors to the percent level in several standard observables [39. As a result, the assumption of isospin symmetry became a dominant and non-negligible source of systematic uncertainty in many hadronic observables [39]. Due to their partly compensating nature and the equal order of magnitude, both the quark mass splitting and the electromagnetic interaction have to be included into up-to-date lattice simulations [39, 43, 44].

This thesis lays the foundations for the inclusion of isospin breaking effects in calculations using the gauge ensembles generated by the CLS effort 45] based on a perturbative expansion around the isosymmetric limit 46. It does not aim for a complete prediction of an observable including isospin breaking effects at the physical point, i.e. with performed extrapolations to the continuum and physical quark masses. It rather focusses on the formulation and implementation of the required theoretical and computational setup. Nevertheless, we will give first results on pseudo-scalar meson masses, which are used to fix the free parameters of the theory, on the renormalisation factors of the local discretisation of flavour neutral vector currents, on the hadronic vacuum polarisation function and on the hadronic vacuum contribution to the anomalous magnetic moment of the muon including leading isospin breaking effects at non-physical quark masses and finite lattice spacings. As a computational simplification, we only focus on quark-connected contributions. The concepts introduced and discussed in this thesis can be used in various future projects, such as the determination of isospin splittings in the baryon octet and decuplet [41, 47], the determination of isospin corrections in the hadronic contributions to the running of the fine-structure constant $\alpha$ and the weak mixing angle $\theta_{\mathrm{W}}$, as well as the determination of the masses of the up and down quark [48, which is relevant in the context of the strong CP problem [40, 49, 50 .

We organise this work as follows: In Part I, we introduce relevant aspects of Euclidean field theories focussing on field transformations and symmetries. We further discuss properties of combined Euclidean QCD and QED under the aspect of symmetries, Ward identities and $\beta$-functions. Part II deals with the construction of lattice field theories as a regularisation of continuum field theories and with Monte Carlo simulations as a method to stochastically evaluate the path integral. We summarise the simulation setup for CLS gauge ensembles and introduce the setup for combined lattice QCD and QED, used for the determination of isospin corrections. We also discuss computational strategies for the evaluation of correlation functions and aspects of data analysis, applied to the results of Monte Carlo simulations. In Part III, we introduce the hadronic renormalisation scheme for combined QCD and QED utilised to fix the bare parameters and discuss hadron spectroscopy for mesons and baryons. Part IV covers the vector current renormalisation, the hadronic vacuum polarisation function and a discussion of hadronic contributions to the anomalous magnetic moment of the muon. We end this part with the final conclusion and outlook.

## Part I.

## Continuum QCD+QED

## 2. Euclidean field theories

In this chapter, we give a brief introduction into Euclidean field theories, which are essential for the application of Monte Carlo techniques. We discuss the Euclidean path integral formalism with a focus on boundary conditions, field transformations, symmetries, anomalies and Ward-Takahashi identities. This introduction is based on the standard text books by Peskin and Schroeder [51, Srednicki [52], Mandl and Shaw [53], Weinberg [54, 55] and Pokorski [56], which deal with field theories in Minkowski spacetime. Path integrals and quantum anomalies are discussed in Fujikawa and Suzuki [57, renormalisation in Collins [58]. The text books by Zinn-Justin [59] and Wipf [60] put a particular emphasis on Euclidean field theories. This chapter is partly inspired by the PhD theses [61-65].

### 2.1. Analytic continuation and Wick rotation of Minkowskian field theories

Euclidean field theories [66, [67] are derived from Minkowskian field theories by an analytic continuation of the fields and a Wick rotation of the time variable 68. Starting with a Minkowski metric with tensor $g_{\mathrm{M}}=\operatorname{diag}(1,-1,-1,-1)$ the partition function of a quantum field theory in Minkowski spacetime reads

$$
\begin{equation*}
Z_{\mathrm{M}}=\int D \Upsilon_{\mathrm{M}} \exp \left(\mathrm{i} \int \mathrm{~d}^{4} x_{\mathrm{M}} \mathcal{L}_{\mathrm{M}}\left[\Upsilon_{\mathrm{M}}\right]\right) \tag{2.1}
\end{equation*}
$$

The coordinate transformation from Minkowski to Euclidean spacetime is given by $x_{\mathrm{E}}^{\mu_{2}}=$ $\Lambda_{\text {Wick }}{ }^{\mu_{2}}{ }_{\mu_{1}} x_{\mathrm{M}}^{\mu_{1}}$ with the transformation matrix $\Lambda_{\text {Wick }}=\operatorname{diag}(-\mathrm{i}, 1,1,1)$. The integration measure of the spacetime integral transforms as $\mathrm{d}^{4} x_{\mathrm{M}}=-\mathrm{id}^{4} x_{\mathrm{E}}$. Absorbing an additional overall minus sign into the definition of the Euclidean Lagrange density $\mathcal{L}_{\mathrm{E}}$, which originates from the transformation of the metric tensor, one defines the Euclidean partition function

$$
\begin{equation*}
Z_{\mathrm{E}}=\int D \Upsilon_{\mathrm{E}} \exp \left(-\int \mathrm{d}^{4} x_{\mathrm{E}} \mathcal{L}_{\mathrm{E}}\left[\Upsilon_{\mathrm{E}}\right]\right) . \tag{2.2}
\end{equation*}
$$

In comparison to the partition function in Minkowski spacetime, the integrand is now real and positive for a real action. This fact is of central relevance when Monte Carlo techniques are utilised for the evaluation of the path integral as the Boltzmann factor $\exp \left(-S_{\mathrm{E}}\left[\Upsilon_{\mathrm{E}}\right]\right)$ is used as a probability weight.

In principle, correlation functions evaluated in the Euclidean formalism can also be analytically continued back to Minkowski spacetime. This is, however, highly non-trivial, as a unique analytic continuation demands the knowledge of the value of a function evaluated
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for an infinite set of points, which possesses a limit point. Consequently, if correlation functions are calculated by numeric methods, one has only direct access to the spacelike region. Nevertheless, an analytic continuation can be performed in this case, e.g. under model assumptions.

### 2.2. Euclidean path integral formalism

This work is based on the Euclidean path integral formalism for the evaluation of correlation functions of Euclidean quantum field theories. For simplicity, we only consider a field theory with a bosonic field $\Phi$ in this section, as a discussion for fermionic fields is more involved. Performing a Wick rotation to imaginary time requires also a modification of the quantum mechanical interpretation of a quantum field theory. The time evolution operator for quantum mechanics with imaginary time propagating a state from time $t_{1}$ to time $t_{2}$ becomes $\exp \left(-H\left(t_{2}-t_{1}\right)\right)$, where $H$ is a time independent Hamilton operator. For the subsequent discussion, we consider a complete set of normalised eigenstates of the field operator $\Phi$. We denote these states in the Schrödinger picture with $|\Phi, t\rangle$ and in Heisenberg picture with $|\Phi\rangle$. We match the Heisenberg and the Schrödinger picture at $t=0$, i.e. $|\Phi, 0\rangle=|\Phi\rangle$. We consider two different types of temporal boundary conditions: fixed boundary conditions, where the fields take a fixed predetermined value and (anti-)periodic boundary conditions, where bosonic fields are continued periodically and fermionic fields antiperiodically. We usually omit the explicit reference to the boundary condition, i.e. leave the domain of integration in field space unspecified and denote the partition function $Z$ and the expectation value of an operator $\langle\mathcal{O}[\Phi]\rangle$.

### 2.2.1. Partition functions and expectation values for fixed temporal boundary conditions

In the following, we consider a field theory of a bosonic field $\Phi$ that is defined on a spacetime with a time extent $[0, T]$. The field fulfils the boundary conditions $\Phi(0)=\Phi_{1}$ and $\Phi(T)=\Phi_{2}$, i.e. the field is in the eigenstate of the field operator $\left|\Phi_{1}\right\rangle$ at time $t=0$ and in $\left|\Phi_{2}\right\rangle$ at time $t=T$. We define the partition function

$$
\begin{align*}
Z & =\left\langle\Phi_{2}, T \mid \Phi_{1}, 0\right\rangle=\left\langle\Phi_{2}\right| \exp (-H T)\left|\Phi_{1}\right\rangle \\
& =\int_{\Phi(0)=\Phi_{1}}^{\Phi(T)=\Phi_{2}} D \Phi \exp (-S[\Phi]) \tag{2.3}
\end{align*}
$$

The measure $D \Phi$ is of formal character at this stage. Correlation functions of time-ordered operators are evaluated according to

$$
\begin{align*}
\langle\mathcal{O}[\Phi]\rangle & =\frac{\left\langle\Phi_{2}, T\right| \mathcal{O}[\Phi]\left|\Phi_{1}, 0\right\rangle}{\left\langle\Phi_{2}, T \mid \Phi_{1}, 0\right\rangle}=\frac{\left\langle\Phi_{2}\right| \exp (-H T) \mathcal{O}[\Phi]\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2}\right| \exp (-H T)\left|\Phi_{1}\right\rangle} \\
& =\frac{1}{Z} \int_{\Phi(0)=\Phi_{1}}^{\Phi(T)=\Phi_{2}} D \Phi \exp (-S[\Phi]) \mathcal{O}[\Phi] \tag{2.4}
\end{align*}
$$

where the expectation value is normalised such that $\langle 1\rangle=1$.

### 2.2.2. Partition functions and expectation values for periodic temporal boundary conditions

We now consider periodic boundary conditions, which can be related to the results of fixed boundary conditions by choosing the same boundary field at $t=0$ and $t=T$ and a subsequent integration over all boundary fields with measure $D^{\prime} \Phi$. We define the partition function 42

$$
\begin{align*}
Z & =\int D^{\prime} \Phi_{1}\left\langle\Phi_{1}, T \mid \Phi_{1}, 0\right\rangle=\operatorname{tr}(\exp (-H T)) \\
& =\int D^{\prime} \Phi_{1} \int_{\Phi(0)=\Phi_{1}}^{\Phi(T)=\Phi_{1}} D \Phi \exp (-S[\Phi])=\int_{\Phi(0)=\Phi(T)} D \Phi \exp (-S[\Phi]) \tag{2.5}
\end{align*}
$$

and the expectation value of time-ordered operators [42]

$$
\begin{align*}
\langle\mathcal{O}[\Phi]\rangle & =\frac{\int D^{\prime} \Phi_{1}\left\langle\Phi_{1}, T\right| \mathcal{O}[\Phi]\left|\Phi_{1}, 0\right\rangle}{\int D^{\prime} \Phi_{1}\left\langle\Phi_{1}, T \mid \Phi_{1}, 0\right\rangle}=\frac{\operatorname{tr}(\exp (-H T) \mathcal{O}[\Phi])}{\operatorname{tr}(\exp (-H T))} \\
& =\frac{1}{Z} \int_{\Phi(0)=\Phi(T)} D \Phi \exp (-S[\Phi]) \mathcal{O}[\Phi], \tag{2.6}
\end{align*}
$$

where the expectation value is again normalised such that $\langle 1\rangle=1$.

### 2.3. Field transformations and symmetries

In this section, we summarise how partition functions and expectation values transform under field transformations. We also briefly recapitulate the notion of quantum symmetries and quantum anomalies as special cases of field transformations. Eventually, we derive a general formula giving Ward-Takahashi identities for arbitrary field transformations. Ward-Takahashi identities are the quantum analogon of Noether's theorem in classical theories. The consideration of field transformations is particularly relevant for the determination of the mixing behaviour of operators under renormalisation. Operators are grouped into classes with the same transformational behaviour under a specific symmetry transformation. Operators from distinct classes are assumed not to mix under renormalisation as the renormalisation procedure should not spoil the symmetries of the theory [58].

### 2.3.1. Field transformations

In the following, we consider a general bijective differentiable field transformation $\mathfrak{T}$

$$
\begin{equation*}
\mathfrak{T}: \Upsilon \mapsto \mathfrak{T}[\Upsilon] . \tag{2.7}
\end{equation*}
$$

Examples for such field transformations are global and local gauge transformations, flavour rotations, spacetime coordinate transformations, translations and rotations. A key ingredient of the following discussion is the theorem of multivariate coordinate transformations
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for integrals over superfields $\Upsilon=\left(\Upsilon_{\Phi}, \Upsilon_{\Psi}\right)$. The latter combine bosonic degrees of freedom $\Upsilon_{\Phi}$ and fermionic degrees of freedom $\Upsilon_{\Psi}$. We consider an invertible linear map of superfields represented by a supermatrix $A$ [59, 69, 60]. For the further discussion, we decompose the map into bosonic and fermionic degrees of freedom

$$
\binom{\Upsilon_{\Phi}^{\prime}}{\Upsilon_{\Psi}^{\prime}}=\left(\begin{array}{ll}
A_{\Phi \Phi} & A_{\Phi \Psi}  \tag{2.8}\\
A_{\Psi \Phi} & A_{\Psi \Psi}
\end{array}\right)\binom{\Upsilon_{\Phi}}{\Upsilon_{\Psi}} .
$$

Similar to matrices over real or complex numbers, it is possible to define a determinant for supermatrices, the so called superdeterminant, which is also known as the Berezinian [59, 69, 70]. It is defined as

$$
\begin{equation*}
\operatorname{sdet}(A)=\operatorname{det}\left(A_{\Phi \Phi}-A_{\Phi \Psi}\left(A_{\Psi \Psi}\right)^{-1} A_{\Psi \Phi}\right) \operatorname{det}\left(A_{\Psi \Psi}\right)^{-1} \tag{2.9}
\end{equation*}
$$

The latter expression consists only of determinants of matrices with values in the commuting numbers and is therefore well defined. For linear maps that do not mix bosonic and fermionic degrees of freedom, i.e. $A_{\Phi \Psi}=0$ and $A_{\Psi \Phi}=0$, we obtain $\operatorname{sdet}(A)=$ $\operatorname{det}\left(A_{\Phi \Phi}\right) \operatorname{det}\left(A_{\Psi \Psi}\right)^{-1}$. The theorem of multivariate coordinate transformations for integrals [59, 70] is given by

$$
\begin{equation*}
\int D \Upsilon f[\Upsilon]=\int D \Upsilon \operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\Upsilon]}{\delta \Upsilon}\right) f[\mathfrak{T}[\Upsilon]] \tag{2.10}
\end{equation*}
$$

where we assume that the set of field configurations which the functional integral integrates over is invariant under the transformation. Otherwise, one would have to explicitly state the respective sets. For the special case, in which the transformation $\mathfrak{T}$ does not mix bosonic and fermionic degrees of freedom, i.e. $\frac{\delta(\mathfrak{T}[\Upsilon])_{\Psi}}{\delta \Upsilon_{\Phi}}=0$ and $\frac{\delta(\mathfrak{T}[\mathfrak{\Upsilon}])_{\Phi}}{\delta \Upsilon_{\Psi}}=0$, we obtain the well known transformation behaviour of ordinary integrals and Grassmann integrals 42, 59.

As the choice of coordinates of the field space is to some degree arbitrary, it is interesting to investigate the behaviour of an expectation value of a general operator $\mathcal{O}[\Upsilon]$ under a field transformation. Making use of the theorem eq. 2.10), we find:

$$
\begin{align*}
\langle\mathcal{O}[\mathfrak{T}[\Upsilon]]\rangle & =\frac{1}{Z} \int D \Upsilon \exp (-S[\Upsilon]) \mathcal{O}[\mathfrak{T}[\Upsilon]] \\
& =\frac{1}{Z} \int D \Upsilon \operatorname{sdet}\left(\frac{\delta \mathfrak{T}^{-1}[\Upsilon]}{\delta \Upsilon}\right) \exp \left(-S\left[\mathfrak{T}^{-1}[\Upsilon]\right]\right) \mathcal{O}[\Upsilon] \\
& =\left\langle\operatorname{sdet}\left(\frac{\delta \mathfrak{T}^{-1}[\Upsilon]}{\delta \Upsilon}\right) \exp \left(-\left(S\left[\mathfrak{T}^{-1}[\Upsilon]\right]-S[\Upsilon]\right)\right) \mathcal{O}[\Upsilon]\right\rangle \tag{2.11}
\end{align*}
$$

i.e. not only the transformational behaviour of the operator is relevant, but also the change of the action, as well as the change of the path integral integration measure, that is encoded in the functional determinant of the field transformation. In addition, the set of field configurations which the functional integral integrates over must be invariant under the transformation, i.e. the boundary conditions are compatible with the transformation. It is essential to remark that the application of this theorem is only meaningful if the path
integral measure has been regulated appropriately. Naive calculations, that only have formal character, can lead to incorrect results. The most prominent example is the chiral transformation and the related derivation of the chiral anomaly [57]. Of particular interest are field transformations that leave the expectation value of general operators invariant. We will consider this class of transformations in the next section.

### 2.3.2. Quantum symmetries and quantum anomalies

In classical field theories, symmetries of the action, also known as off-shell symmetries, are defined as field transformations that leave the action invariant [51], i.e. a bijective field transformation $\mathfrak{T}$ is a symmetry of the action if and only if

$$
\begin{equation*}
S[\mathfrak{T}[\Upsilon]]=S[\Upsilon] \quad \forall \Upsilon \tag{2.12}
\end{equation*}
$$

where the symmetry transformation might have to be compatible with given boundary conditions. Since $\frac{\delta S[\Im[\Upsilon]]}{\delta \Upsilon}=\frac{\delta S[\Upsilon]}{\delta \Upsilon} \forall \Upsilon$, it immediately follows that all off-shell symmetries are in fact also symmetries of the classical equations of motion $\frac{\delta S[\Upsilon]}{\delta \Upsilon}=0$, i.e. on-shell symmetries as solutions of the equation of motion are mapped to other solutions. Having discussed symmetries of the action, we are lead to the question, when a field transformation is a symmetry not only of the classical theory, but also of the related quantum field theory. Making use of eq. (2.11), we see that the expectation value of any operator $\mathcal{O}[\Upsilon]$ is invariant under the transformation $\mathfrak{T}$, if

$$
\begin{equation*}
\operatorname{sdet}\left(\frac{\delta \mathfrak{T}^{-1}[\Upsilon]}{\delta \Upsilon}\right) \exp \left(-\left(S\left[\mathfrak{T}^{-1}[\Upsilon]\right]-S[\Upsilon]\right)\right)=1 \tag{2.13}
\end{equation*}
$$

For this class of transformations, we find

$$
\begin{equation*}
\langle\mathcal{O}[\mathfrak{T}[\Upsilon]]\rangle=\langle\mathcal{O}[\Upsilon]\rangle \tag{2.14}
\end{equation*}
$$

which characterises a quantum symmetry. A sufficient condition, that is usually considered, is

$$
\begin{equation*}
S\left[\mathfrak{T}^{-1}[\Upsilon]\right]=S[\Upsilon] \quad \text { and } \quad \operatorname{sdet}\left(\frac{\delta \mathfrak{T}^{-1}[\Upsilon]}{\delta \Upsilon}\right)=1 \tag{2.15}
\end{equation*}
$$

i.e. $\mathfrak{T}$ is a symmetry of the action and the path integral measure is invariant under this transformation. Symmetries of the action that do not leave the path integral measure invariant are called anomalous symmetry transformations or quantum anomalies, as the classical symmetry is broken by quantum effects. In order to tell whether a symmetry is anomalous, a regularisation of the path integral measure compatible with that symmetry has to be chosen, i.e. the resulting action of the regulated theory still has to be invariant under the transformation.

An important application of symmetry transformations is to prove that particular correlation functions vanish. We discuss a simple example, which we use later to rule out
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combinations of operators with vanishing expectation values to save computer time. Nevertheless, a vanishing operator combination might serve as a consistency check. Assuming that we have found a quantum symmetry transformation $\mathfrak{T}$ obeying

$$
\begin{equation*}
\mathfrak{T}[\mathcal{O}[\Upsilon]]=-\mathcal{O}[\Upsilon] \tag{2.16}
\end{equation*}
$$

for a particular operator $\mathcal{O}[\Upsilon]$, it is easy to show, with the help of eq. 2.14), that the expectation value of this operator vanishes:

$$
\begin{equation*}
\langle\mathcal{O}[\Upsilon]\rangle=\langle\mathfrak{T}[\mathcal{O}[\Upsilon]]\rangle=-\langle\mathcal{O}[\Upsilon]\rangle \tag{2.17}
\end{equation*}
$$

### 2.3.3. Ward-Takahashi identities

In the following, we derive a general formula describing Ward-Takahashi identities for general field transformations. In standard textbooks [51, 52], one usually finds derivations only for specific transformations. We consider a class of bijective field transformations $(\mathfrak{T}[\varepsilon])_{\varepsilon}$, parametrised by a real scalar field $\varepsilon$

$$
\begin{equation*}
\mathfrak{T}[\varepsilon]: \Upsilon \mapsto \mathfrak{T}[\varepsilon][\Upsilon] . \tag{2.18}
\end{equation*}
$$

We demand that $\varepsilon$ parametrises distance of $\mathfrak{T}[\varepsilon]$ to the identity transformation, i.e.

$$
\begin{equation*}
\left.\mathfrak{T}[\varepsilon][\Upsilon]\right|_{\varepsilon=0}=\Upsilon \tag{2.19}
\end{equation*}
$$

and that $\mathfrak{T}$ is differentiable at $\varepsilon=0$. Applying the transformation theorem for multivariate integrals eq. 2.10, we find

$$
\begin{equation*}
\int D \Upsilon \exp (-S[\Upsilon]) \mathcal{O}[\Upsilon]=\int D \Upsilon \operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right) \exp (-S[\mathfrak{T}[\varepsilon][\Upsilon]]) \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]] \tag{2.20}
\end{equation*}
$$

We now differentiate this equation with respect to $\varepsilon^{x}$ and evaluate the derivative at $\varepsilon=0$ :

$$
\begin{align*}
0= & \left.\frac{\delta}{\delta \varepsilon^{x}} \int D \Upsilon \operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right) \exp (-S[\mathfrak{T}[\varepsilon][\Upsilon]]) \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]\right|_{\varepsilon=0} \\
=\int D \Upsilon & \left.\frac{\delta}{\delta \varepsilon^{x}} \operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right)\right|_{\varepsilon=0} \exp (-S[\mathfrak{T}[\varepsilon][\Upsilon]]) \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]] \\
& \left.\quad \exp (-S[\mathfrak{T}[\varepsilon][\Upsilon]]) \frac{\delta}{\delta \varepsilon^{x}} S[\mathfrak{T}[\varepsilon][\Upsilon]]\right|_{\varepsilon=0} \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]] \\
& \quad+\left.\operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right) \exp (-S[\mathfrak{T}[\varepsilon][\Upsilon]]) \frac{\delta}{\delta \varepsilon^{x}} \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]\right|_{\varepsilon=0} \\
=\int D \Upsilon & \exp (-S[\Upsilon])\left(\left.\frac{\delta}{\delta \varepsilon^{x}}\left(\operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right)-S[\mathfrak{T}[\varepsilon][\Upsilon]]\right)\right|_{\varepsilon=0} \mathcal{O}[\Upsilon]\right.  \tag{2.21}\\
& \left.\left.\quad \frac{\delta \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}\right) .
\end{align*}
$$

Dividing the latter equation by the partition function $Z$ leads to the Ward-Takahashi identity with respect to the class of field transformations $\mathfrak{T}$ expressed in terms of a correlation function:

$$
\begin{equation*}
0=\left\langle\left(\left.\frac{\delta}{\delta \varepsilon^{x}} \operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right)\right|_{\varepsilon=0}-\left.\frac{\delta S[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}\right) \mathcal{O}[\Upsilon]+\left.\frac{\delta \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}\right\rangle \tag{2.22}
\end{equation*}
$$

We will apply this theorem later in the context of continuum QCD+QED in section 3.5 and in the context of lattice QCD+QED in section 6.4 .

### 2.4. Wick's theorem for path integrals

An important method for the evaluation of path integrals is the application of Wick's theorem. Considering a free field theory, i.e. a theory in which the action is either quadratic in the field or bilinear in the field and its conjugate, Wick's theorem allows us to express expectation values of field operators in terms of propagators, which are Green's functions of the operator appearing in the action. We revise Wick's theorem for bosons and fermions, which we will apply to the photon and quark fields in chapter 6 .

### 2.4.1. Wick's theorem for bosons

We consider a real non-interacting bosonic theory, i.e. the action is bilinear in the bosonic field $\Phi$ and its dynamics is described by the operator $\Delta$. The field $\Phi$ may have spatial and internal degrees of freedom denoted by the multi-index $\mathbf{c}$. We introduce a metric tensor $g_{\mathbf{c}_{2} \mathbf{c}_{1}}$, which allows us to raise and lower indices. In the defining representation of the field, the metric tensor is unity. In this setup, the free action of a bosonic field is given by

$$
\begin{equation*}
S[\Phi]=\frac{1}{2} \Phi_{\mathbf{c}_{2}} \Delta^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}} \Phi^{\mathbf{c}_{1}} \tag{2.23}
\end{equation*}
$$

The tensor $\Delta^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}}$ is contracted with the symmetric tensor $\Phi_{\mathbf{c}_{\mathbf{2}}} \Phi^{\mathbf{c}_{\mathbf{1}}}$, such that its antisymmetric part is projected to zero. We therefore assume that $\Delta$ is a symmetric tensor, i.e. $\Delta^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}}=\Delta_{\mathbf{c}_{\mathbf{1}}} \mathbf{c}_{\mathbf{2}}$. We define the generating functional $Z$ by [59]

$$
\begin{equation*}
Z[J]=\int D \Phi \exp \left(-S[\Phi]+J_{\mathbf{c}} \Phi^{\mathbf{c}}\right) \tag{2.24}
\end{equation*}
$$

where $J$ is a source for the field $\Phi$ and $D \Phi$ denotes the path integral measure with respect to the defining representation of the field $\Phi$

$$
\begin{equation*}
D \Phi=\prod_{\mathbf{c}} \mathrm{d} \Phi^{\mathbf{c}} \tag{2.25}
\end{equation*}
$$

Correlation functions of the field $\Phi$ can then be expressed up to normalisation in terms of derivatives of the generating functional at vanishing source [59]:

$$
\begin{equation*}
\left\langle\Phi^{\mathbf{c}_{\mathbf{n}}} \ldots \Phi^{\mathbf{c}_{\mathbf{1}}}\right\rangle=\left.\frac{1}{Z[0]} \frac{\delta^{n} Z[J]}{\delta J_{\mathbf{c}_{\mathbf{n}}} \ldots \delta J_{\mathbf{c}_{\mathbf{1}}}}\right|_{J=0} \tag{2.26}
\end{equation*}
$$

Our aim is now to derive a simple and closed expression for correlation functions in terms of the operator $\Delta$. For the following calculation, it is, however, convenient to introduce the propagator $\Sigma$ as its inverse:

$$
\begin{equation*}
\Sigma^{\mathbf{c}_{3}} \mathbf{c}_{2} \Delta^{\mathbf{c}_{2}} \mathbf{c}_{1}=\delta_{\mathbf{c}_{1}}^{\mathbf{c}_{3}} \tag{2.27}
\end{equation*}
$$

## 2. Euclidean field theories

The symmetry property $\Sigma^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{1}=\Sigma_{\mathbf{c}_{1}}{ }^{\mathbf{c}_{2}}$ is inherited from $\Delta$. It is important to note that, if $\Phi$ is a gauge field, the operator $\Delta$ is only invertible for a completely gauge fixed theory. Otherwise, ,the propagator is not well defined as $\Delta$ is a singular operator. We define a field transformation

$$
\begin{equation*}
\mathfrak{T}\left[\Phi^{\mathrm{c}_{2}}\right]=\Phi^{\mathrm{c}_{2}}-\Sigma^{\mathrm{c}_{2}}{ }_{\mathrm{c}_{1}} J^{\mathrm{c}_{1}}, \tag{2.28}
\end{equation*}
$$

which shifts the field variables linearly and therefore fulfils $\operatorname{sdet}\left(\frac{\delta \mathfrak{Z}[\Phi]}{\delta \Phi}\right)=1$, i.e. the path integral measure is invariant. Completing the square and making use of the latter field transformation in combination with eq. (2.10) and the symmetry property of $\Sigma$, the generating functional can be rewritten as

$$
\begin{align*}
Z[J] & =\int D \Phi \exp \left(-\frac{1}{2}\left(\Phi_{\mathbf{c}_{3}}-J_{\mathbf{c}_{4}} \Sigma^{\mathbf{c}_{4}}{ }_{\mathbf{c}_{3}}\right) \Delta^{\mathbf{c}_{\mathbf{3}}} \mathbf{c}_{\mathbf{2}}\left(\Phi^{\mathbf{c}_{\mathbf{2}}}-\Sigma^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}} J^{\mathbf{c}_{1}}\right)+\frac{1}{2} J_{\mathbf{c}_{\mathbf{2}}} \Sigma^{\mathbf{c}_{\mathbf{2}}}{ }_{\mathbf{c}_{1}} J^{\mathbf{c}_{1}}\right) \\
& =\int D \Phi \exp \left(-\frac{1}{2} \Phi_{\mathbf{c}_{3}} \Delta^{\mathbf{c}_{3}} \mathbf{c}_{\mathbf{2}} \Phi^{\mathbf{c}_{\mathbf{2}}}+\frac{1}{2} J_{\mathbf{c}_{2}} \Sigma^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}} J^{\mathbf{c}_{\mathbf{1}}}\right) \\
& =Z[0] \exp \left(\frac{1}{2} J_{\mathbf{c}_{\mathbf{2}}} \Sigma^{\mathbf{c}_{2} \mathbf{c}_{1}} J_{\mathbf{c}_{1}}\right) \tag{2.29}
\end{align*}
$$

The derivatives in eq. 2.26) can now be easily applied to the partition function. The general expression for an arbitrary but even number $n$ of fields is known as Wick's theorem 59

$$
\begin{equation*}
\left\langle\Phi^{\mathbf{c}_{\mathbf{n}}} \ldots \Phi^{\mathbf{c}_{1}}\right\rangle=\sum_{\sigma \in P_{n}} \Sigma^{\mathbf{c}_{\sigma(\mathbf{n})} \mathbf{c}_{\sigma(\mathbf{n}-1)}} \ldots \Sigma^{\mathbf{c}_{\sigma(2)} \mathbf{c}_{\sigma(1)}} \tag{2.30}
\end{equation*}
$$

where the sum runs over the set of pairings $P_{n}$.

### 2.4.2. Wick's theorem for fermions

We consider a non-interacting fermionic theory of a pair of conjugated Grassmann fields $\Psi$ and $\bar{\Psi}$ with an action that is bilinear in the fields. The dynamics are described by the operator $D$. Again, the fields $\Psi$ and $\bar{\Psi}$ may have spatial and internal degrees of freedom denoted by the multi-indices $\mathbf{a}$ and $\mathbf{b}$. The action is given by

$$
\begin{equation*}
S[\Psi, \bar{\Psi}]=\bar{\Psi}_{\mathbf{b}} D_{\mathbf{a}}^{\mathbf{b}} \Psi^{\mathbf{a}} . \tag{2.31}
\end{equation*}
$$

We define the generating functional $Z$ by [59]

$$
\begin{equation*}
Z[\bar{\eta}, \eta]=\int D \Psi D \bar{\Psi} \exp \left(-S[\Psi, \bar{\Psi}]+\bar{\eta}_{\mathbf{a}} \Psi^{\mathbf{a}}+\bar{\Psi}_{\mathbf{b}} \eta^{\mathbf{b}}\right) \tag{2.32}
\end{equation*}
$$

where $\bar{\eta}$ and $\eta$ are sources for the fields $\Psi$ and $\bar{\Psi}$, respectively. $D \Psi D \bar{\Psi}$ denotes the combined path integral measure with respect to the defining representation of the fields $\Psi$ and $\bar{\Psi}$

$$
\begin{equation*}
D \Psi D \bar{\Psi}=\prod_{\mathbf{a}} \mathrm{d} \Psi^{\mathbf{a}} \mathrm{d} \bar{\Psi}^{\mathbf{a}} \tag{2.33}
\end{equation*}
$$

where the order is relevant due to the anti-commutating nature of Grassmann numbers. Expectation values can be related to the generating functional via [59]

$$
\begin{equation*}
\left\langle\bar{\Psi}_{\mathbf{b}_{\mathbf{n}}} \Psi^{\mathbf{a}_{\mathbf{n}}} \ldots \bar{\Psi}_{\mathbf{b}_{\mathbf{1}}} \Psi^{\mathbf{a}_{\mathbf{1}}}\right\rangle=\left.(-1)^{n} \frac{1}{Z[0,0]} \frac{\delta^{2 n} Z[\bar{\eta}, \eta]}{\delta \bar{\eta}_{\mathbf{a}_{\mathbf{n}}} \delta \eta^{\mathbf{b}_{\mathbf{n}}} \ldots \delta \bar{\eta}_{\mathbf{a}_{\mathbf{1}}} \delta \eta^{\mathbf{b}_{\mathbf{1}}}}\right|_{\eta=\bar{\eta}=0} \tag{2.34}
\end{equation*}
$$

We define a field transformation

$$
\begin{equation*}
\mathfrak{T}\left[\left(\Psi^{\mathbf{a}_{2}}, \bar{\Psi}_{\mathbf{b}_{2}}\right)\right]=\left(\Psi^{\mathbf{a}_{2}}-S^{\mathbf{a}_{2}} \mathbf{b}_{\mathbf{1}} \eta^{\mathbf{b}_{1}}, \bar{\Psi}_{\mathbf{b}_{2}}-\bar{\eta}_{\mathbf{a}_{1}} S^{\mathbf{a}_{1}} \mathbf{b}_{\mathbf{b}}\right), \tag{2.35}
\end{equation*}
$$

which shifts the field variables linearly and therefore fulfils $\operatorname{sdet}\left(\frac{\delta \widetilde{T}[(\Psi, \bar{\Psi})]}{\delta(\Psi, \bar{\Psi})}\right)=1$. Completing the squares and making use of the field transformation in combination with eq. 2.10 , the generating function can be rewritten as

$$
\begin{align*}
Z[\bar{\eta}, \eta] & =\int D \Psi D \bar{\Psi} \exp \left(-\left(\bar{\Psi}_{\mathbf{b}_{2}}-\bar{\eta}_{\mathbf{a}_{3}} S^{\mathbf{a}_{\mathbf{3}}} \mathbf{b}_{\mathbf{2}}\right) D^{\mathbf{b}_{\mathbf{2}}} \mathbf{a}_{\mathbf{2}}\left(\Psi^{\mathbf{a}_{\mathbf{2}}}-S^{\mathbf{a}_{\mathbf{2}}} \mathbf{b}_{\mathbf{1}} \eta^{\mathbf{b}_{\mathbf{1}}}\right)+\bar{\eta}_{\mathbf{a}} S_{\mathbf{b}}^{\mathbf{a}} \eta^{\mathbf{b}}\right) \\
& =\int D \Psi D \bar{\Psi} \exp \left(-\bar{\Psi}_{\mathbf{b}_{\mathbf{2}}} D_{\mathbf{a}_{2}}^{\mathbf{b}_{\mathbf{2}}} \Psi^{\mathbf{a}_{2}}+\bar{\eta}_{\mathbf{a}} S_{\mathbf{b}}^{\mathbf{a}} \eta^{\mathbf{b}}\right) \\
& =Z[0,0] \exp \left(\bar{\eta}_{\mathbf{a}} S_{\mathbf{b}}^{\mathbf{a}} \eta^{\mathbf{b}}\right) . \tag{2.36}
\end{align*}
$$

As in the bosonic case, the derivatives in eq. 2.34) can be applied to the latter representation of the partition function. The general expression for an arbitrary number $n$ of pairs of conjugated fields is known as Wick's theorem [59]

$$
\begin{equation*}
\left\langle\bar{\Psi}_{\mathbf{b}_{\mathbf{n}}} \Psi^{\mathbf{a}_{\mathbf{n}}} \ldots \bar{\Psi}_{\mathbf{b}_{1}} \Psi^{\mathbf{a}_{1}}\right\rangle=(-1)^{n} \sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) S^{\mathbf{a}_{\sigma(\mathbf{n})} \mathbf{b}_{\mathbf{n}}} \ldots S^{\mathbf{a}_{\sigma(\mathbf{1})} \mathbf{b}_{\mathbf{1}}} \tag{2.37}
\end{equation*}
$$

where the sum runs over the set of permutations $S_{n}$.
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In this chapter, we discuss properties of QCD+QED on Euclidean spacetime that are relevant for lattice Monte Carlo simulations, later covered in this thesis. We will briefly introduce the relevant gauge groups, specify the field content of the theory, give the full QCD+QED action and discuss the gauge invariance. We further discuss properties of $\beta$ functions for QCD+QED and their consequences for the existence of the continuum limit of a theory regulated by means of a spacetime lattice. We consider flavour symmetries and conserved charges and finally derive the vector and axial Ward identity for the theory. This chapter is partly inspired by the PhD theses [61-65].

### 3.1. Gauge groups

In this thesis, we consider two different gauge groups. The Abelian gauge group $U(1)$ of QED represents the electromagnetic interaction between electrically charged particles, mediated by the photon field, whereas the non-Abelian gauge group $S U(3)$ of QCD represents the strong interaction between colour charged particles, mediated by the gluon field.

### 3.1.1. $\mathrm{U}(1)$ gauge group

The defining representation of the Abelian gauge group $U(1)$ is the set of complex numbers with unit norm, or equivalent the set of complex unitary numbers, which form a group under ordinary multiplication:

$$
\begin{equation*}
U(1)=\left\{\Omega \in \mathbb{C}^{1 \times 1} \mid \Omega^{\dagger}=\Omega^{-1}\right\} . \tag{3.1}
\end{equation*}
$$

The associated Lie algebra $u(1)$ is given by the real numbers $\mathbb{R}$. Each element $\Omega$ of the compact Lie group $U(1)$ can be represented as an exponentiated element $\omega \in \mathbb{R}$

$$
\begin{equation*}
\Omega=\exp (\mathrm{i} \omega) . \tag{3.2}
\end{equation*}
$$

### 3.1.2. $\mathrm{SU}(3)$ gauge group

The defining representation of the non-Abelian gauge group $S U(3)$ is the set of complex unitary $3 \times 3$ matrices with unit determinant, which also form a group under matrix multiplication:

$$
\begin{equation*}
S U(3)=\left\{\Omega \in \mathbb{C}^{3 \times 3} \mid \Omega^{\dagger}=\Omega^{-1}, \operatorname{det}(\Omega)=1\right\} . \tag{3.3}
\end{equation*}
$$
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The associated Lie algebra $s u(3)$ is given by the set of complex, hermitian and traceless $3 \times 3$ matrices:

$$
\begin{equation*}
s u(3)=\left\{T \in \mathbb{C}^{3 \times 3} \mid T^{\dagger}=T, \operatorname{tr}(T)=0\right\} . \tag{3.4}
\end{equation*}
$$

As Lie algebras form vector spaces, one may choose a set of basis vectors, called generators $T^{a}$ with $a \in\{1, \ldots, 8\}$ in the case of $s u(3)$. The generators $T^{a}$ obey the defining commutation relation

$$
\begin{equation*}
\left[T^{a_{1}}, T^{a_{2}}\right]=\mathrm{i} f^{a_{1} a_{2} a_{3}} T^{a_{3}} \tag{3.5}
\end{equation*}
$$

where $f^{a_{1} a_{2} a_{3}}$ are the completely anti-symmetric structure constants of $\operatorname{SU}(3)$, as well as the orthogonality condition

$$
\begin{equation*}
\operatorname{tr}\left(T^{a_{1}} T^{a_{2}}\right)=\frac{1}{2} \delta^{a_{1} a_{2}} \tag{3.6}
\end{equation*}
$$

Each element $\Omega$ of the compact Lie group $S U(3)$ can be represented as an exponentiated element $T=\omega^{a} T^{a}$ of the Lie algebra $s u(3)$ with real numbers $\omega^{a}$ :

$$
\begin{equation*}
\Omega=\exp \left(\mathrm{i} \omega^{a} T^{a}\right) \tag{3.7}
\end{equation*}
$$

A standard choice of generators is $T^{a}=\frac{1}{2} \lambda^{a}$, where $\lambda^{a}$ are the set of Gell-Mann matrices, defined as 20$]$

$$
\begin{array}{lll}
\lambda^{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), & \lambda^{2}=\left(\begin{array}{ccc}
0 & -\mathrm{i} & 0 \\
\mathrm{i} & 0 & 0 \\
0 & 0 & 0
\end{array}\right), & \lambda^{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), \\
\lambda^{4}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right), & \lambda^{5}=\left(\begin{array}{ccc}
0 & 0 & -\mathrm{i} \\
0 & 0 & 0 \\
\mathrm{i} & 0 & 0
\end{array}\right), & \lambda^{6}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), \\
\lambda^{7}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -\mathrm{i} \\
0 & \mathrm{i} & 0
\end{array}\right), & \lambda^{8}=\frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right) . \tag{3.8}
\end{array}
$$

### 3.2. QCD+QED

The field content of QCD+QED, considered in this thesis, is given by the bosonic spin- 1 su(3)-valued gluon field $A_{\mathrm{g}}$, the bosonic spin-1 $\mathbb{R}$-valued photon field $A_{\mathrm{e}}$ and the fermionic spin- $1 / 2$ quark fields $\Psi$ and $\bar{\Psi}$, which combine quark fields of different flavours. As we focus on low-energy physics, we only consider the three lightest quark flavours $u, d$ and $s$. We ignore all other electromagnetically charged particles, i.e. the heavy quarks, the charged leptons and the $W^{ \pm}$bosons. The theory is characterised by the couplings $g$ for the strong and $e$ for the electromagnetic interaction. The matrix of fractional quark charges

$$
\begin{equation*}
Q=\operatorname{diag}\left(q_{\mathrm{u}}, q_{\mathrm{d}}, q_{\mathrm{s}}\right) \tag{3.9}
\end{equation*}
$$

encodes the transformational behaviour of the quark fields under $U(1)$ gauge transformations. The mass matrix for the quark fields reads

$$
\begin{equation*}
M=\operatorname{diag}\left(m_{\mathrm{u}}, m_{\mathrm{d}}, m_{\mathrm{s}}\right) \tag{3.10}
\end{equation*}
$$

$Q$ and $M$ are simultaneously diagonal. We conveniently group all relevant parameters in the quantity

$$
\begin{equation*}
\varepsilon=\left(m_{\mathrm{u}}, m_{\mathrm{d}}, m_{\mathrm{s}}, g^{2}, e^{2}\right) \tag{3.11}
\end{equation*}
$$

and understand the action as a function of this tuple of parameters.

### 3.2.1. QCD+QED Action

We decompose the action of Euclidean QCD+QED, called $S\left[\Psi, \bar{\Psi}, A_{\mathrm{g}}, A_{\mathrm{e}}\right]$, into three parts:

$$
\begin{equation*}
S\left[\Psi, \bar{\Psi}, A_{\mathrm{g}}, A_{\mathrm{e}}\right]=S_{\mathrm{g}}\left[A_{\mathrm{g}}\right]+S_{\mathrm{e}}\left[A_{\mathrm{e}}\right]+S_{\mathrm{q}}\left[\bar{\Psi}, \Psi, A_{\mathrm{g}}, A_{\mathrm{e}}\right] \tag{3.12}
\end{equation*}
$$

$S_{\mathrm{g}}\left[A_{\mathrm{g}}\right]$ describes the gauge action of the strong interaction, $S_{\mathrm{e}}\left[A_{\mathrm{e}}\right]$ the gauge action of the electromagnetic interaction and $S_{\mathrm{q}}\left[\bar{\Psi}, \Psi, A_{\mathrm{g}}, A_{\mathrm{e}}\right]$ the quark action, which includes the coupling to the strong and electromagnetic gauge fields. The Yang-Mills gauge action [2] for an $S U(3)$ gauge theory reads

$$
\begin{equation*}
S_{\mathrm{g}}\left[A_{\mathrm{g}}\right]=\frac{1}{2} \int \mathrm{~d}^{4} x \sum_{\mu_{2}, \mu_{1}} \operatorname{tr}\left(F_{\mathrm{g}}^{x \mu_{2} \mu_{1}} F_{\mathrm{g}}^{x \mu_{2} \mu_{1}}\right) \tag{3.13}
\end{equation*}
$$

with the field strength tensor

$$
\begin{equation*}
F_{\mathrm{g}}^{x \mu_{2} \mu_{1}}=\vec{\partial}^{\mu_{2}} A_{\mathrm{g}}^{\mu_{1}}-\vec{\partial}^{\mu_{1}} A_{\mathrm{g}}^{\mu_{2}}-\mathrm{i} g\left[A_{\mathrm{g}}^{\mu_{2}}, A_{\mathrm{g}}^{\mu_{1}}\right] \tag{3.14}
\end{equation*}
$$

The photon action is given by

$$
\begin{equation*}
S_{\mathrm{e}}\left[A_{\mathrm{e}}\right]=\frac{1}{4} \int \mathrm{~d}^{4} x F_{\mathrm{e}}^{x \mu_{2} \mu_{1}} F_{\mathrm{e}}^{x \mu_{2} \mu_{1}} \tag{3.15}
\end{equation*}
$$

with the electromagnetic field strength tensor

$$
\begin{equation*}
F_{\mathrm{e}}^{x \mu_{2} \mu_{1}}=\vec{\partial}^{\mu_{2}} A_{\mathrm{e}}^{\mu_{1}}-\vec{\partial}^{\mu_{1}} A_{\mathrm{e}}^{\mu_{2}} \tag{3.16}
\end{equation*}
$$

The quark action, describing the interaction of the quarks with the gauge fields, the kinetic term as well as the quark mass, reads

$$
\begin{equation*}
S_{\mathrm{q}}\left[A_{\mathrm{g}}, A_{\mathrm{e}}, \bar{\Psi}, \Psi\right]=\int \mathrm{d}^{4} x\left(\bar{\Psi}\left(\frac{1}{2} \gamma^{\mu}\left(\vec{D}^{\mu}-\overleftarrow{D}^{\mu}\right)+M\right) \Psi\right)^{x} \tag{3.17}
\end{equation*}
$$

where we use the right-acting and left-acting covariant derivatives

$$
\begin{align*}
& \vec{D}^{\mu}=\vec{\partial}^{\mu}+\mathrm{i} g A_{\mathrm{g}}^{\mu}+\mathrm{i} e Q A_{\mathrm{e}}^{\mu}  \tag{3.18}\\
& \overleftarrow{D}^{\mu}=\overleftarrow{\partial}^{\mu}-\mathrm{i} g A_{\mathrm{g}}^{\mu}-\mathrm{i} e Q A_{\mathrm{e}}^{\mu} \tag{3.19}
\end{align*}
$$
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respectively. The covariant derivatives are related to the field strength tensors in eqs. (3.14) and 3.16 by

$$
\begin{equation*}
\left[\vec{D}^{\mu_{2}}, \vec{D}^{\mu_{1}}\right]=\left[\overleftarrow{D}^{\mu_{2}}, \overleftarrow{D}^{\mu_{1}}\right]=\mathrm{i} g F_{\mathrm{g}}^{x \mu_{2} \mu_{1}}+\mathrm{i} e Q F_{\mathrm{e}}^{x \mu_{2} \mu_{1}} \tag{3.20}
\end{equation*}
$$

We make use of a symmetric definition of the quark action with respect to the covariant derivatives such that $\Psi$ and $\bar{\Psi}$ are treated in a similar way in algebraic calculations. The standard form, based on $\vec{D}^{\mu}$ only, is retrieved by partial integration. The definition of left-acting covariant derivatives becomes also relevant, when lattice gauge theories with a higher rate of convergence towards the continuum limit are systematically constructed. We will cover this topic later in chapter 4. We further utilise Euclidean Dirac matrices $\gamma^{\mu}$ in a chiral representation given in eq. (3.28), which will be discussed further in section 3.2.3.

### 3.2.2. Gauge symmetries

The QCD+QED action eq. (3.12) obeys a combined gauge symmetry $S U(3)_{\mathrm{c}} \otimes U(1)$. We parametrise the QCD gauge transformations $\mathfrak{G}_{\mathrm{g}, \Omega}$ by the $S U(3)$ matrix field $\Omega^{x}$, belonging to the gauge group. The gauge transformations act on the fields according to

$$
\begin{equation*}
\mathfrak{G}_{\mathrm{g}, \Omega}\left[\left(A_{\mathrm{g}}^{\mu x}, A_{\mathrm{e}}^{\mu x}, \Psi^{x}, \bar{\Psi}^{x}\right)\right]=\left(\Omega^{x} A_{\mathrm{g}}^{\mu x}\left(\Omega^{x}\right)^{\dagger}+\frac{1}{g} \mathrm{i}\left(\partial^{\mu} \Omega\right)^{x}\left(\Omega^{x}\right)^{\dagger}, A_{\mathrm{e}}^{\mu x}, \Omega^{x} \Psi^{x}, \bar{\Psi}^{x}\left(\Omega^{x}\right)^{\dagger}\right) \tag{3.21}
\end{equation*}
$$

In contrast, we parametrise the QED gauge transformations $\mathfrak{G}_{\mathrm{e}, \alpha}$ by the scalar field $\alpha^{x}$, belonging to the Lie algebra of the gauge group. This parametrisation is more convenient to account for the different electromagnetic charges of the quarks. The action of the gauge transformations on the fields reads

$$
\begin{equation*}
\mathfrak{G}_{\mathrm{e}, \alpha}\left[\left(A_{\mathrm{g}}^{x \mu}, A_{\mathrm{e}}^{x \mu}, \Psi^{x}, \bar{\Psi}^{x}\right)\right]=\left(A_{\mathrm{g}}^{x \mu}, A_{\mathrm{e}}^{x \mu}-\left(\partial^{\mu} \alpha\right)^{x}, \exp \left(\mathrm{i} e Q \alpha^{x}\right) \Psi^{x}, \bar{\Psi}^{x} \exp \left(-\mathrm{i} e Q \alpha^{x}\right)\right) \tag{3.22}
\end{equation*}
$$

To check the invariance of the action under both types of gauge transformations one investigates the transformational behaviour of the covariant derivatives from eqs. (3.18) and (3.19)

$$
\begin{array}{ll}
\mathfrak{G}_{\mathrm{g}, \Omega}\left[\vec{D}^{\mu}\right]=\Omega \vec{D}^{\mu} \Omega^{\dagger}, & \mathfrak{G}_{\mathrm{e}, \Omega}\left[\vec{D}^{\mu}\right]=\exp (\mathrm{i} e Q \alpha) \vec{D}^{\mu} \exp (-\mathrm{i} e Q \alpha) \\
\mathfrak{G}_{\mathrm{g}, \Omega}\left[\overleftarrow{D}^{\mu}\right]=\Omega \overleftarrow{D}^{\mu} \Omega^{\dagger}, & \mathfrak{G}_{\mathrm{e}, \Omega}\left[\overleftarrow{D}^{\mu}\right]=\exp (\mathrm{i} e Q \alpha) \overleftarrow{D}^{\mu} \exp (-\mathrm{i} e Q \alpha) \tag{3.24}
\end{array}
$$

and of the field strength tensors from eqs. (3.14) and (3.16)

$$
\begin{array}{rlrl}
\mathfrak{G}_{\mathrm{g}, \Omega}\left[F_{\mathrm{g}}^{\mu_{2} \mu_{1}}\right] & =\Omega F_{\mathrm{g}}^{\mu_{2} \mu_{1}} \Omega^{\dagger}, & \mathfrak{G}_{\mathrm{e}, \alpha}\left[F_{\mathrm{g}}^{\mu_{2} \mu_{1}}\right] & =F_{\mathrm{g}}^{\mu_{2} \mu_{1}} \\
\mathfrak{G}_{\mathrm{g}, \Omega}\left[F_{\mathrm{e}}^{\mu_{2} \mu_{1}}\right] & =F_{\mathrm{e}}^{\mu_{2} \mu_{1}}, & \mathfrak{G}_{\mathrm{e}, \alpha}\left[F_{\mathrm{e}}^{\mu_{2} \mu_{1}}\right]=F_{\mathrm{e}}^{\mu_{2} \mu_{1}} \tag{3.26}
\end{array}
$$

### 3.2.3. Euclidean Dirac matrices

The Euclidean Dirac matrices are a set of $4 \times 4$ matrices $\gamma^{\mu}$ for $\mu=0,1,2,3$, which obey the anti-commutation relation

$$
\begin{equation*}
\left\{\gamma^{\mu_{1}}, \gamma^{\mu_{2}}\right\}=2 \delta^{\mu_{1} \mu_{2}} \mathbb{1} \tag{3.27}
\end{equation*}
$$

From this definition it is possible to construct a uniquely determined minimal group that encloses the Dirac matrices. In fact, the anti-commutation relation can be rewritten as multiplication laws for group elements. From these laws one can successively construct a finite matrix group with 32 elements. All linear representations of a finite group are equivalent through basis change to a unitary representation. In addition, one can show that all four-dimensional representations are equivalent to each other [71], i.e. there is only one four-dimensional representation up to basis change.

## Chiral representation

A unitary representation commonly used is the chiral representation. This name does not uniquely define a set of Dirac matrices, but refers to a specific property. In this thesis, we use the convention from [72], which is also applied in the software package openQCD [73] utilised to numerically solve the Dirac equation for quarks. We define the Euclidean Dirac matrices in the chiral representation as [72]

$$
\gamma^{\mu}=\left(\begin{array}{cc}
0 & -\mathrm{i} \sigma^{\mu}  \tag{3.28}\\
\left(-\mathrm{i} \sigma^{\mu}\right)^{\dagger} & 0
\end{array}\right) \quad \mu=0,1,2,3
$$

with the anti-hermitian matrix $\sigma^{0}$ and the hermitian Pauli matrices $\sigma^{1}, \sigma^{2}$ and $\sigma^{3}$ reading

$$
\sigma^{0}=\left(\begin{array}{cc}
-\mathrm{i} & 0  \tag{3.29}\\
0 & -\mathrm{i}
\end{array}\right), \quad \sigma^{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \sigma^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

As made obvious in the definition, all Dirac matrices are hermitian, unitary and self-inverse in this representation:

$$
\begin{equation*}
\gamma^{\mu}=\left(\gamma^{\mu}\right)^{\dagger}=\left(\gamma^{\mu}\right)^{-1} \quad \mu=0,1,2,3 \tag{3.30}
\end{equation*}
$$

We further define a fifth Dirac matrix [72]

$$
\gamma^{5}=\gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}=\left(\begin{array}{cc}
\mathbb{1} & 0  \tag{3.31}\\
0 & -\mathbb{1}
\end{array}\right)
$$

which is also hermitian, unitary and self-inverse in this particular representation,

$$
\begin{equation*}
\gamma^{5}=\left(\gamma^{5}\right)^{\dagger}=\left(\gamma^{5}\right)^{-1} \tag{3.32}
\end{equation*}
$$

and fulfils the anti-commutation relation

$$
\begin{equation*}
\left\{\gamma^{\mu}, \gamma^{5}\right\}=0 \quad \mu=0,1,2,3 \tag{3.33}
\end{equation*}
$$

We also define the matrices

$$
\begin{equation*}
\sigma^{\mu_{2} \mu_{1}}=\frac{\mathrm{i}}{2}\left[\gamma^{\mu_{2}}, \gamma^{\mu_{1}}\right] \tag{3.34}
\end{equation*}
$$

The charge conjugation matrix in this representation reads [72]

$$
\begin{equation*}
C=\mathrm{i} \gamma^{0} \gamma^{2} \tag{3.35}
\end{equation*}
$$

It is also hermitian, self-inverse and unitary:

$$
\begin{equation*}
C=C^{\dagger}=C^{-1}=\left(C^{\dagger}\right)^{-1} \tag{3.36}
\end{equation*}
$$
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Figure 3.1.: Conjectured phase diagram of QCD. Figure extracted from [74.

### 3.2.4. Colour confinement and the QCD phase diagram

An important property of QCD, which should be mentioned for completeness, is colour confinement. Although quarks and gluons carry colour charge, only colour neutral states have been observed in experiments. In the hadronic phase, depicted in fig. 3.1, quarks and gluons form bound states. The situation changes, when the temperature and the baryon number density are increased. The deconfinement phase transition is crossed, and quarks and gluons exist as quasi-free particles in the quark-gluon plasma [75].

### 3.3. QCD+QED $\beta$-functions

$\beta$-functions encode the dependence of renormalised couplings on the renormalisation scale $\mu$. Studying the $\beta$-functions of a theory is relevant to decide whether it is possible to remove the regularisation cutoff by sending it to infinity, i.e. whether a theory is asymptotically safe. A theory is called asymptotically safe if the corresponding renormalisation group possesses an ultra-violet fixed point. A special case of this scenario is the Gaussian fixed point, in which the coupling vanishes, when the cutoff is sent to infinity. This class of theories is called asymptotically free. Gross and Wilczek proved that QCD is asymptotically free [76]. For QED as a theory with an uncharged gauge boson, the situation is completely different.

### 3.3.1. QCD $\beta$-function

The $\beta$-function of $\mathrm{QCD} \beta_{\mathrm{s}}$ is obtained from the scale derivative of the running coupling

$$
\begin{equation*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} \frac{\alpha_{\mathrm{S}}\left(\mu^{2}\right)}{4 \pi}=\beta_{\mathrm{S}}\left(\frac{\alpha_{\mathrm{S}}\left(\mu^{2}\right)}{4 \pi}\right) \tag{3.37}
\end{equation*}
$$



Figure 3.2.: Summary of measurements of $\alpha_{\mathrm{s}}$ as a function of the energy scale $Q$. The respective degree of QCD perturbation theory used in the extraction of $\alpha_{\mathrm{S}}$ is indicated in brackets. Figure extracted from [35].

In perturbation theory, it is expressed as a power series in the coupling, reading in the conventions of [77]

$$
\begin{equation*}
\beta_{\mathrm{s}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)=\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2} \sum_{i=0}^{\infty} \beta_{\mathrm{s}, i}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{i} \tag{3.38}
\end{equation*}
$$

So far, the coefficients $\beta_{\mathrm{s}, i}$ for $i=0, \ldots, 4$ have been determined [77]. We only give the first two coefficients $\beta_{\mathrm{s}, 0}$ [76] and $\beta_{\mathrm{s}, 1}$ [78] in the $\overline{\mathrm{MS}}$ renormalisation scheme [79], depending on the number of Dirac fermion species $n_{\mathrm{f}}$ present in the theory. They read in the conventions of [77]

$$
\begin{equation*}
\beta_{\mathrm{s}, 0}=-11+\frac{2}{3} n_{\mathrm{f}}, \quad \quad \beta_{\mathrm{s}, 1}=-102+\frac{38}{3} n_{\mathrm{f}} \tag{3.39}
\end{equation*}
$$

$\beta_{\mathrm{s}}$ is negative for all values of $\alpha_{\mathrm{s}}$, also when all known higher order contributions are included. As a consequence, $\alpha_{\mathrm{s}}$ goes to zero for larger renormalisation scales $\mu^{2}$, i.e. QCD is asymptotically free [76]. In this high energy regime, perturbative calculations are self-consistent, as the running coupling is much smaller than 1 . At the other hand, the coupling becomes large at small energy scales. A first-order solution of eq. (3.37), which relates $\alpha_{\mathrm{s}}\left(\mu^{2}\right)$ to the value of the coupling $\alpha_{\mathrm{s}}\left(\mu_{0}^{2}\right)$ at a scale $\mu_{0}^{2}$, is given in the conventions of [77] by 51]

$$
\begin{equation*}
\alpha_{\mathrm{S}}\left(\mu^{2}\right)=\frac{\alpha_{\mathrm{S}}\left(\mu_{0}^{2}\right)}{1+\frac{\alpha_{\mathrm{s}}\left(\mu_{0}^{2}\right)}{4 \pi}\left(11-\frac{2}{3} n_{\mathrm{f}}\right) \log \left(\frac{\mu^{2}}{\mu_{0}^{2}}\right)} \tag{3.40}
\end{equation*}
$$
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From the latter solution we deduce that the coupling diverges at the scale

$$
\begin{equation*}
\mu_{\text {Landau }}^{2}=\mu_{0}^{2} \exp \left(-\frac{1}{\frac{\alpha_{\mathrm{s}}\left(\mu_{0}^{2}\right)}{4 \pi}\left(11-\frac{2}{3} n_{\mathrm{f}}\right)}\right) \tag{3.41}
\end{equation*}
$$

and is not defined for $\mu^{2}<\mu_{\text {Landau }}^{2}$. The exact value depends on the order of the calculation and the applied renormalisation scheme. In non-perturbative calculations, e.g. lattice QCD, it is possible to determine $\alpha_{\mathrm{s}}$ also at small energy scales [80]. Hence, the lowenergy Landau-pole of QCD is a pure artefact of perturbation theory. In the latter, the power series expansion becomes inconsistent for couplings with size of $O(1)$ and larger. An overview over experimental determinations of the running strong coupling $\alpha_{\mathrm{s}}$ is shown in fig. 3.2.

### 3.3.2. QED $\beta$-function

Similar to QCD, the QED $\beta$-function is implicitly defined by

$$
\begin{equation*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} \frac{\alpha_{\mathrm{em}}\left(\mu^{2}\right)}{4 \pi}=\beta_{\mathrm{em}}\left(\frac{\alpha_{\mathrm{em}}\left(\mu^{2}\right)}{4 \pi}\right) . \tag{3.42}
\end{equation*}
$$

Again, we express the $\beta$-function as a power series reading:

$$
\begin{equation*}
\beta_{\mathrm{em}}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)=\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{2} \sum_{i=0}^{\infty} \beta_{\mathrm{em}, i}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{i} . \tag{3.43}
\end{equation*}
$$

Currently, the coefficients $\beta_{\mathrm{em}, i}$ for $i=0, \ldots, 5$ are known [81]. Again, we only give the first two coefficients $\beta_{\mathrm{em}, 0}$ and $\beta_{\mathrm{em}, 1}$ in the $\overline{\mathrm{MS}}$ renormalisation scheme [79, depending on the number $n_{\mathrm{f}}$ of Dirac fermion species with charges $q_{i}$ for $i=1, \ldots, n_{\mathrm{f}}$. They read in the conventions of 77]

$$
\begin{equation*}
\beta_{\mathrm{em}, 0}=\frac{4}{3} \sum_{i=1}^{n_{\mathrm{f}}} q_{i}^{2}, \quad \quad \beta_{\mathrm{em}, 1}=4 \sum_{i=1}^{n_{\mathrm{f}}} q_{i}^{4} \tag{3.44}
\end{equation*}
$$

$\beta_{\mathrm{em}}$ is positive for all values of $\alpha_{\mathrm{em}}$, also when all known higher order contributions are included. As a result, $\alpha_{\text {em }}$ grows arbitrarily for larger energy scales. A first-order solution of eq. $(3.42)$, which relates $\alpha_{\mathrm{em}}\left(\mu^{2}\right)$ to the value of the coupling $\alpha_{\mathrm{em}}\left(\mu_{0}^{2}\right)$ at a scale $\mu_{0}^{2}$, is given by

$$
\begin{equation*}
\alpha_{\mathrm{em}}\left(\mu^{2}\right)=\frac{\alpha_{\mathrm{em}}\left(\mu_{0}^{2}\right)}{1-\frac{\alpha_{\mathrm{em}}\left(\mu_{0}^{2}\right)}{4 \pi} \frac{4}{3} \sum_{i=1}^{n_{\mathrm{f}}} q_{i}^{2} \log \left(\frac{\mu^{2}}{\mu_{0}^{2}}\right)} . \tag{3.45}
\end{equation*}
$$

From the latter solution, we deduce that the coupling diverges at the scale

$$
\begin{equation*}
\mu_{\text {Landau }}^{2}=\mu_{0}^{2} \exp \left(\frac{1}{\frac{\alpha_{\mathrm{em}}\left(\mu_{0}^{2}\right)}{4 \pi} \frac{4}{3} \sum_{i=1}^{n_{\mathrm{f}}} q_{i}^{2}}\right) \tag{3.46}
\end{equation*}
$$

and is not defined for $\mu^{2}>\mu_{\text {Landau }}^{2}$. However, non-perturbative studies of QED, based on the lattice regularisation, indicate that the Landau pole in QED is not a perturbative artefact [82-84]. The setup was based on non-compact lattice QED, which we will discuss in chapter 4, with staggered fermions. The simulations showed that by altering the bare dimensionless mass $a m$, where $a$ denotes the lattice spacing, it is not possible to generate an arbitrarily small value of the renormalised dimensionless mass $a m_{R}$. Hence, it is also not possible to perform calculations at arbitrarily small $a$. The theory provides itself a minimal cutoff by chiral symmetry breaking [82 84$]$.

### 3.3.3. QCD+QED $\beta$-functions

Having discussed QCD and QED as separate theories, we now investigates QCD+QED as a combined theory. In this case, the running of the strong and the electromagnetic coupling is described by the system of ordinary differential equations with respect to the renormalisation scale $\mu$ in the conventions of [77]:

$$
\begin{align*}
\mu^{2} \frac{\partial}{\partial \mu^{2}}\left(\frac{\alpha_{\mathrm{s}}\left(\mu^{2}\right)}{4 \pi}\right) & =\beta_{\mathrm{s}}\left(\frac{\alpha_{\mathrm{s}}\left(\mu^{2}\right)}{4 \pi}, \frac{\alpha_{\mathrm{em}}\left(\mu^{2}\right)}{4 \pi}\right)  \tag{3.47}\\
\mu^{2} \frac{\partial}{\partial \mu^{2}}\left(\frac{\alpha_{\mathrm{em}}\left(\mu^{2}\right)}{4 \pi}\right) & =\beta_{\mathrm{em}}\left(\frac{\alpha_{\mathrm{s}}\left(\mu^{2}\right)}{4 \pi}, \frac{\alpha_{\mathrm{em}}\left(\mu^{2}\right)}{4 \pi}\right) . \tag{3.48}
\end{align*}
$$

A combined power series expansion of $\beta_{\mathrm{s}}$ and $\beta_{\mathrm{em}}$ in terms of the couplings $\alpha_{\mathrm{s}}$ and $\alpha_{\mathrm{em}}$ reads

$$
\begin{align*}
\beta_{\mathrm{s}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}, \frac{\alpha_{\mathrm{em}}}{4 \pi}\right) & =\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2} \sum_{i, j=0}^{\infty} \beta_{\mathrm{s}, i j}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{i}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{j},  \tag{3.49}\\
\beta_{\mathrm{em}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}, \frac{\alpha_{\mathrm{em}}}{4 \pi}\right) & =\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{2} \sum_{i, j=0}^{\infty} \beta_{\mathrm{em}, i j}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{i}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{j} . \tag{3.50}
\end{align*}
$$

The coeffients $\beta_{\mathrm{s}, i 0}$ describe the strong contributions to the running of $\alpha_{\mathrm{s}}$, whereas $\beta_{\mathrm{em}, 0 i}$ describe the electromagnetic contributions to the running of $\alpha_{\mathrm{em}}$. The coeffients $\beta_{\mathrm{s}, i j}$ for $j \neq 0$ and $\beta_{\mathrm{s}, i j}$ for $i \neq 0$ describe the reciprocal influence of the interactions. The leading coefficients were determined in [85, 86] in the $\overline{\mathrm{MS}}$-scheme [79]. In the conventions of [77, the coefficients for $\beta_{\mathrm{s}}$ are given by

$$
\begin{equation*}
\beta_{\mathrm{s}, 00}=-11+\frac{2}{3} n_{\mathrm{q}}, \quad \beta_{\mathrm{s}, 10}=-102+\frac{38}{3} n_{\mathrm{f}}, \quad \quad \beta_{\mathrm{s}, 01}=2 \sum_{i=1}^{n_{\mathrm{q}}} q_{\mathrm{q}, i}^{2} \tag{3.51}
\end{equation*}
$$

and for $\beta_{\mathrm{em}}$ they read

$$
\begin{align*}
& \beta_{\mathrm{em}, 00}=\frac{4}{3}\left(3 \sum_{i=1}^{n_{\mathrm{q}}} q_{\mathrm{q}, i}^{2}+\sum_{i=1}^{n_{1}} q_{1, i}^{2}\right), \quad \beta_{\mathrm{em}, 01}=4\left(3 \sum_{i=1}^{n_{\mathrm{q}}} q_{\mathrm{q}, i}^{4}+\sum_{i=1}^{n_{1}} q_{1, i}^{4}\right), \\
& \beta_{\mathrm{em}, 10}=64 \sum_{i=1}^{n_{\mathrm{q}}} q_{\mathrm{q}, i}^{2} . \tag{3.52}
\end{align*}
$$
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$n_{\mathrm{q}}$ denotes the number of quark flavours and $n_{1}$ the number of charged lepton species. The fractional charges are labelled with $q_{\mathrm{q}, i}$ and $q_{1, i}$, respectively. For $n_{\mathrm{q}}=6$ and $n_{\mathrm{l}}=3$, we find the $\beta$-functions

$$
\begin{align*}
\beta_{\mathrm{s}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}, \frac{\alpha_{\mathrm{em}}}{4 \pi}\right) & =-7\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2}-26\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{3}+\frac{10}{3}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)+O\left(\left(\alpha_{\mathrm{s}}, \alpha_{\mathrm{em}}\right)^{4}\right)  \tag{3.53}\\
\beta_{\mathrm{em}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}, \frac{\alpha_{\mathrm{em}}}{4 \pi}\right) & =\frac{32}{3}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{2}+\frac{176}{9}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{3}+\frac{320}{3}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)^{2}+O\left(\left(\alpha_{\mathrm{s}}, \alpha_{\mathrm{em}}\right)^{4}\right) . \tag{3.54}
\end{align*}
$$

As all coefficients of $\beta_{\mathrm{em}}$ are positive, we find a positive $\beta_{\mathrm{em}}$ for all values of $\alpha_{\mathrm{s}}$ and $\alpha_{\mathrm{em}}$. Hence, $\alpha_{\mathrm{em}}$ also possesses a high-energy Landau pole similar to pure QED. As the two interactions are coupled, $\alpha_{\mathrm{s}}$ diverges at the same energy scale. The strong interaction induces an even stronger growth of $\alpha_{\mathrm{em}}$, such that the Landau pole is shifted to smaller energy scales. For small energies, $\beta_{\mathrm{s}}$ is negative due to the weakness of the electromagnetic interaction. Consequently, $\alpha_{\mathrm{s}}$ increases for smaller energies, such that the perturbative expansion breaks down. As a consequence of the high-energy Landau pole, QCD+QED is a trivial theory, i.e. all renormalised and bare couplings have to be set to zero in order to have a well-defined theory. In this case, only a non-interacting theory of free quarks and leptons remains. Nevertheless, it is possible to interpret QCD+QED as an effective theory, which is valid for energy scales much smaller than the high-energy Landau pole.

In this thesis, we will truncate the perturbative expansion in $\alpha_{\mathrm{em}}$ at first-order, i.e. at tree-level such that the system of $\beta$-functions simplifies to

$$
\begin{align*}
\beta_{\mathrm{s}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}, \frac{\alpha_{\mathrm{em}}}{4 \pi}\right) & =\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2}\left(-7-26\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)+\frac{10}{3}\left(\frac{\alpha_{\mathrm{em}}}{4 \pi}\right)\right)+O\left(\left(\alpha_{\mathrm{s}}, \alpha_{\mathrm{em}}\right)^{4}\right),  \tag{3.55}\\
\beta_{\mathrm{em}}\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}, \frac{\alpha_{\mathrm{em}}}{4 \pi}\right) & =0 \tag{3.56}
\end{align*}
$$

At this order, no Landau pole associated to $\alpha_{\mathrm{em}}$ is formed. In addition, the electromagnetic correction of $\beta_{\mathrm{s}}$ is independent of the value of $\alpha_{\mathrm{s}}$ too small to spoil its negativity assuming a value of $\alpha_{\mathrm{em}}=\frac{1}{137.035 \ldots \ldots}$. Consequently, in this setup the cutoff $\mu^{2}$ can be sent to infinity and therefore completely removed. In terms of the lattice regularisation, for which one could perform a similar calculation, this means that the continuum limit of combined QCD and tree-level QED exists. The arguments of this section also apply when only the three light quarks are considered, as the qualitative behaviour of the $\beta$-functions does not change.

### 3.4. Flavour symmetries and conserved charges

In order to obtain a deeper insight into QCD+QED, we discuss symmetries of the theory depending on particular choices of the parameters of the action in eq. (3.11). We remind, that a sufficient condition for a quantum symmetry is the invariance of the regulated action and of the regulated path integral measure, c.f. eq. (2.13). We investigate the vector and the axial transformation. We consider a group of vector transformations $G_{\mathrm{V}}$, which is defined as a product of the groups $U(n)$ and $S U(n)$. The vector transformations act on
the fields according to

$$
\begin{align*}
\mathfrak{T}_{G_{\mathrm{V}}}(\alpha)\left[\left(\Psi^{x}, \bar{\Psi}^{x}, A_{\mathrm{s}}^{x}, A_{\mathrm{e}}^{x}\right)\right]= & \left(\exp \left(\mathrm{i} \sum_{i} T_{G_{\mathrm{V}}}^{i} \alpha^{i}\right) \Psi^{x},\right.  \tag{3.57}\\
& \left.\bar{\Psi}^{x} \exp \left(-\mathrm{i} \sum_{i} T_{G_{\mathrm{V}}}^{i} \alpha^{i}\right), A_{\mathrm{s}}^{x}, A_{\mathrm{e}}^{x}\right),
\end{align*}
$$

where $T_{G_{\mathrm{V}}}^{i}$ are the generators of the particular symmetry group, spanning its Lie algebra, and $\alpha^{i}$ are real parameters, parametrising the transformation group. The generators $T_{G_{\mathrm{V}}}^{i}$ only act on the flavour indices of the quark fields. To evaluate the transformational behaviour of the path integral measure, one in principle has to regulate the theory first, e.g. with a covariant regularisation based on a heat-kernel as discussed by Fujikawa in [57, 87, 88]. We omit this step, as it is known that the vector transformations are nonanomalous. It can be shown that the action of QCD+QED is invariant under the group $G_{\mathrm{V}}$, if

$$
\begin{equation*}
\left[M, T_{G_{\mathrm{V}}}^{i}\right]=0, \quad e\left[Q, T_{G_{\mathrm{V}}}^{i}\right]=0 \tag{3.58}
\end{equation*}
$$

for all generators $T_{G_{\mathrm{V}}}^{i}$. Similarly, we consider a group of axial transformations $G_{\mathrm{A}}$, which act on the fields as

$$
\begin{align*}
\mathfrak{T}_{G_{\mathrm{A}}}(\alpha)\left[\left(\Psi^{x}, \bar{\Psi}^{x}, A_{\mathrm{s}}^{x}, A_{\mathrm{e}}\right)^{x}\right]= & \left(\exp \left(\mathrm{i} \gamma^{5} \sum_{i} T_{G_{\mathrm{A}}}^{i} \alpha^{i}\right) \Psi^{x},\right.  \tag{3.59}\\
& \left.\bar{\Psi}^{x} \exp \left(\mathrm{i} \gamma^{5} \sum_{i} T_{G_{\mathrm{A}}}^{i} \alpha^{i}\right), A_{\mathrm{s}}^{x}, A_{\mathrm{e}}^{x}\right) .
\end{align*}
$$

An additional $\gamma^{5}$ matrix was introduced compared to eq. 3.83). Consequently, the field transformation does not only mix quark field components in flavour space but also in spin space. To determine the transformational behaviour of the path integral measure we follow the steps of Fujikawa in [57, 87, 88] and modify the calculation such that it is valid for QCD+QED. As the latter is lengthy, we only give the result. The axial transformation is non-anomalous if all generators of the group are traceless

$$
\begin{equation*}
\operatorname{tr}\left(T_{G_{\mathrm{A}}}^{i}\right)=0 \tag{3.60}
\end{equation*}
$$

The action of QCD+QED is invariant under $G_{\mathrm{A}}$ if

$$
\begin{equation*}
\left\{M, T_{G_{\mathrm{A}}}^{i}\right\}=0, \quad e\left\{Q, T_{G_{\mathrm{A}}}^{i}\right\}=0 \tag{3.61}
\end{equation*}
$$

for all generators $T_{G_{\mathrm{A}}}^{i}$.
We will label the generators and the corresponding transformations with an index, which tells the flavours manipulates by the generator. In addition, we denote a generator with the index 1 if it belongs to the singlet representation, i.e. the generator $T$ is proportional to unity, and with an index 8 if the transformation belongs to the octet representation, i.e. the generator $T$ is traceless.
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### 3.4.1. QCD+QED

For the most general choice of action parameters

$$
\begin{equation*}
\varepsilon=\left(m_{\mathrm{u}}, m_{\mathrm{d}}, m_{\mathrm{s}}, g^{2}, e^{2}\right) \tag{3.11}
\end{equation*}
$$

the theory is invariant under the combined symmetry group

$$
\begin{equation*}
U(1)_{\mathrm{V}, \mathrm{u}} \otimes U(1)_{\mathrm{V}, \mathrm{~d}} \otimes U(1)_{\mathrm{V}, \mathrm{~s}} . \tag{3.62}
\end{equation*}
$$

The generators for the vector transformations $\mathfrak{T}_{U(1)_{\mathrm{v}, f}}$ with quark flavours $f=\mathrm{u}, \mathrm{d}, \mathrm{s}$ read

$$
T_{U(1)_{\mathrm{V}, \mathrm{u}}}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{3.63}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad T_{U(1)_{\mathrm{V}, \mathrm{~d}}}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad T_{U(1)_{\mathrm{V}, \mathrm{~s}}}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

The related conserved charges are upness $U$, downness $D$ and strangeness $S$, describing the flavour-wise quark number conservation. The minus signs in the definition of the generators appear due to different conventions for up- and down-like quark flavours with respect to the sign of the quark numbers. Consequently, the total quark number $N=$ $U-D-S$, the baryon number $B=\frac{1}{3}(U-D-S)$ and the electric charge $Q=\frac{2}{3} U+\frac{1}{3} D+$ $\frac{1}{3} S$ are also conserved. For parameter choices with larger symmetry groups, the latter transformations are always present as a subgroup.

### 3.4.2. Isosymmetric QCD

Isosymmetric QCD , which we denote $\mathrm{QCD}_{\text {iso }}$ in this work, is characterised by the parameter tuple eq. (3.11)

$$
\begin{equation*}
\varepsilon=\left(m_{\mathrm{ud}}, m_{\mathrm{ud}}, m_{\mathrm{s}}, g^{2}, 0\right) \tag{3.64}
\end{equation*}
$$

i.e. the up and down quark masses are degenerate $m_{\mathrm{ud}}=m_{\mathrm{u}}=m_{\mathrm{d}}$ and the electromagnetic coupling vanishes, such that the photon field decouples from the theory. Due to the absence of the electromagnetic interaction not only the bare but also the renormalised up and down quark masses are equal. In this limit, the theory is invariant under the combined symmetry group

$$
\begin{equation*}
U(1)_{\mathrm{V}, \mathrm{ud}} \otimes S U(2)_{\mathrm{V}, \mathrm{ud} 8} \otimes U(1)_{\mathrm{V}, \mathrm{~s}} . \tag{3.65}
\end{equation*}
$$

The generator of $\mathfrak{T}_{U(1)_{\mathrm{V}, \mathrm{ud}}}$ reads

$$
T_{U(1)_{\mathrm{V}, \mathrm{ud}}}=\frac{1}{2}\left(\begin{array}{lll}
1 & 0 & 0  \tag{3.66}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and the related conserved charge is $U-D$. The generators for the isospin transformations $S U(2)_{\mathrm{V}, \mathrm{u} \text { d } 8}$ are given by

$$
\begin{equation*}
T_{S U(2)_{\mathrm{V}, \mathrm{ud} \mathrm{~B}}}^{i}=\frac{1}{2} \lambda^{i} \quad i=1,2,3 \tag{3.67}
\end{equation*}
$$

with conserved charges $I$ and $I_{3}=U+D$. Although isospin symmetry is not realised in nature it is an approximate symmetry commonly assumed in lattice QCD simulations. In the isosymmetric limit all members of hadronic isospin multiplets possess the same mass such as the triplet of $\pi^{ \pm}$and $\pi^{0}$, the doublet $p$ and $n$ as well as the doublet $K^{+}$and $K^{0}$ as well as $K^{-}$and $\bar{K}^{0}$.

### 3.4.3. Chiral QCD

Restricting the set of parameters even further, one investigates chiral QCD, which is characterised by vanishing bare quark masses with the parameter tuple eq. (3.11)

$$
\begin{equation*}
\varepsilon=\left(0,0,0, g^{2}, 0\right) \tag{3.68}
\end{equation*}
$$

In fact, not only the bare quark masses but also the renormalised quark masses vanish. This parameter set maximises the symmetry group to

$$
\begin{equation*}
U(1)_{\mathrm{V}, 1} \otimes S U(3)_{\mathrm{V}, \mathrm{uds} 8} \otimes S U(3)_{\mathrm{A}, \mathrm{uds} 8} \tag{3.69}
\end{equation*}
$$

with the vector generators

$$
\begin{equation*}
T_{U(1)_{\mathrm{V}, 1}}=\frac{1}{\sqrt{6}} \mathbb{1}, \quad T_{S U(3)_{\mathrm{V} / \mathrm{A}, \mathrm{uds} 8}}=\frac{1}{2} \lambda^{i} \quad i=1, \ldots, 8 \tag{3.70}
\end{equation*}
$$

The appearance of the axial symmetry group $S U(3)_{\mathrm{A}, \mathrm{uds} 8}$ is directly related to the vanishing quark masses. Although the axial singlet transformation $U(1)_{\mathrm{V}, 1}$ with generator

$$
\begin{equation*}
T_{U(1)_{\mathrm{A}, 1}}=\frac{1}{\sqrt{6}} \mathbb{1} \tag{3.71}
\end{equation*}
$$

is a symmetry of the action, it is not a symmetry of the path integral measure and therefore a quantum anomaly.

Chiral symmetry and its spontaneous breaking in QCD is an important concept to understand the lightness of $\pi^{ \pm}, \pi^{0}, K^{ \pm}$and $\eta$, which form the pseudo-scalar meson octet, compared to other hadronic states. Although the chiral symmetry is a quantum symmetry of the theory considered, it can be shown that the ground state of the Hamiltonian at vanishing temperature is not invariant under chiral transformations by investigating the chiral condensate [42, 89]

$$
\begin{equation*}
\left\langle\bar{\Psi}^{x} T_{\mathrm{A}}^{i} \Psi^{x}\right\rangle \tag{3.72}
\end{equation*}
$$

as an order parameter of the chiral phase transition. In this situation, the Goldstone theorem [90, 91] predicts a number of pseudo-scalar massless states appearing in the QCD spectrum, the so-called Goldstone bosons, equal to the number of generators of the broken symmetry. In the three flavour theory we have eight generators corresponding to the eight pseudo-scalar octet mesons. Hence, the chiral point can be characterised by vanishing quark masses or by vanishing masses of pseudo-scalar octet mesons. In fact, chiral QCD is not realised in nature. The light quarks possess a mass compared to hadronic scales.

## 3. Euclidean $Q C D+Q E D$

This leads to an explicit breaking of chiral symmetry. The Goldstone bosons, now called pseudo-Goldstone bosons, consequently also become massive but their masses are still noticeably smaller compared to other hadronic state.

Chiral symmetry breaking is fundamental for the construction of chiral perturbation theory [92, which is an effective field theory for the description of the interaction of hadronic states. In addition, the notion of chiral symmetry is of particular relevance for the construction of lattice discretised quark actions as we will see later and it is common to impose renormalisation conditions for composite operators in lattice QCD simulations in the chiral limit.

### 3.4.4. Chiral QCD with massive strange quark

In lattice QCD simulations, it is not always possible to choose the masses of the light and strange quarks independently [45]. It is therefore not possible to obtain massless light and strange quarks simultaneously. Hence, the chiral point is defined via vanishing up and down quark masses in the presence of a massive strange quark with the parameter tuple eq. (3.11)

$$
\begin{equation*}
\varepsilon=\left(0,0, m_{\mathrm{s}}, g^{2}, 0\right) \tag{3.73}
\end{equation*}
$$

The mass of the strange quark has to be fixed by an additional condition. The symmetry group is reduced compared to chiral QCD and enlarged compared to massive isosymmetric QCD:

$$
\begin{equation*}
U(1)_{\mathrm{V}, \mathrm{ud}} \otimes S U(2)_{\mathrm{V}, \mathrm{ud} 8} \otimes U(1)_{\mathrm{V}, \mathrm{~s}} \otimes S U(2)_{\mathrm{A}, \mathrm{ud} 8} \tag{3.74}
\end{equation*}
$$

Again, assuming chiral symmetry breaking, the Goldstone theorem 90, 91 predicts three massless pseudo-scalar mesons linked to the three generators of the broken $S U(2)_{\mathrm{A}, \mathrm{ud} 8}$ symmetry, the $\pi^{+}, \pi^{0}$ and $\pi^{-}$. Consequently, the chiral point in the presence of a massive strange quark can be characterised by vanishing masses of the pion triplet.

### 3.4.5. Chiral QCD+QED

Introducing the QED interaction with eq. (3.11)

$$
\begin{equation*}
\varepsilon=\left(0,0,0, g^{2}, e^{2}\right) \tag{3.75}
\end{equation*}
$$

reduces the symmetry group compared to chiral QCD due to the individual electromagnetic charges of the quarks. The remaining symmetry group is given by

$$
\begin{equation*}
U(1)_{\mathrm{V}, \mathrm{u}} \otimes U(1)_{\mathrm{V}, \mathrm{ds}} \otimes S U(2)_{\mathrm{V}, \mathrm{ds}} \otimes U(1)_{\mathrm{A}, \mathrm{uds} 8} \otimes S U(2)_{\mathrm{A}, \mathrm{ds} 8} \tag{3.76}
\end{equation*}
$$

with generators

$$
T_{U(1)_{\mathrm{V}, \mathrm{ds}}}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{3.77}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad T_{U(1)_{\mathrm{A}, \mathrm{ds}}}=\frac{1}{2}\left(\begin{array}{ccc}
-2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and

$$
T_{S U(2)_{\mathrm{V} / \mathrm{A}, \mathrm{ds}}}^{1}=\frac{1}{2} \lambda^{6}, \quad T_{S U(2)_{\mathrm{V} / \mathrm{A}, \mathrm{ds}}}^{2}=\frac{1}{2} \lambda^{7}, \quad T_{S U(2)_{\mathrm{V} / \mathrm{A}, \mathrm{ds}}}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{3.78}\\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right) .
$$

Assuming that $U(1)_{\mathrm{A}, \mathrm{uds}} \otimes S U(2)_{\mathrm{A}, \mathrm{ds}}$ is spontaneously broken, the Goldstone theorem [90, 91 predicts four massless pseudo-scalar mesons $K^{0}, \bar{K}^{0}, \pi^{0}$ and $\eta$. The $S U(2)_{\mathrm{V}, \mathrm{ds}}$ symmetry predicts $m_{\pi^{+}}=m_{K^{+}}$and $m_{\pi^{-}}=m_{K^{-}}$. Together with charge conjugation symmetry we see that only four particles of the pseudo-scalar meson octet are massive and they all possess the same mass. These findings are known as Dashen's theorem [93]. Nowadays, this theorem is proved by means of the chiral effective theory [94. Corrections to Dashen's theorem due to explicit breaking of the chiral symmetry by massive quarks are parametrised by the parameter $\varepsilon$ [39]

$$
\begin{equation*}
\varepsilon=\frac{\left(m_{K^{+}}^{2}-m_{K^{0}}^{2}\right)^{\mathrm{QED}}-\left(m_{\pi^{+}}^{2}-m_{\pi^{0}}^{2}\right)^{\mathrm{QED}}}{m_{\pi^{+}}^{2}-m_{\pi^{0}}^{2}} \tag{3.79}
\end{equation*}
$$

where the superscript QED denotes corrections caused by the electromagnetic interaction only. Predictions of the breaking parameter $\varepsilon$ are available based on the chiral effective theory 94 as well as lattice QCD+QED [46, 48, 95].

### 3.4.6. Chiral QCD+QED with massive strange quark

We again consider the situation of the last section in the presence of a massive strange quark with parameters eq. (3.11)

$$
\begin{equation*}
\varepsilon=\left(0,0, m_{\mathrm{s}}, g^{2}, e^{2}\right) . \tag{3.80}
\end{equation*}
$$

Compared to chiral QCD+QED the symmetry group is broken to

$$
\begin{equation*}
U(1)_{\mathrm{V}, \mathrm{u}} \otimes U(1)_{\mathrm{V}, \mathrm{~d}} \otimes U(1)_{\mathrm{V}, \mathrm{~s}} \otimes U(1)_{\mathrm{A}, \mathrm{ud} 8} \tag{3.81}
\end{equation*}
$$

A spontaneous breaking of the remaining chiral symmetry $U(1)_{\mathrm{A}, \mathrm{ud} 8}$ with generator

$$
\begin{equation*}
T_{U(1)_{\mathrm{A}, \mathrm{ud} 8}}=\frac{1}{2} \lambda^{3} \tag{3.82}
\end{equation*}
$$

results in a vanishing $\pi^{0}$ mass via the Goldstone theorem [90, 91.

### 3.5. Ward-Takahashi identities in Euclidean QCD+QED

Ward-Takahashi identities are commonly discussed in the literature for multi-flavour QCD and single-flavour QED separately. As we consider combined QCD and QED, we discuss the two Ward-Takahashi identities most relevant for this work, namely the vector Ward identity and the axial Ward identity, also known as the chiral Ward identity. Continuum Ward-Takahashi identities play an important role for the improvement of the convergences to the continuum limit of a lattice field theory. We will discuss the concept of improvement later in section 4.1.2 when we have introduced the lattice regularisation.
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### 3.5.1. Vector Ward identity

The vector Ward identity is derived from the set of field transformations of the form

$$
\begin{equation*}
\mathfrak{T}\left[\alpha^{x}\right]\left[\left(\Psi^{x}, \bar{\Psi}^{x}, A_{\mathrm{s}}^{x}, A_{\mathrm{e}}^{x}\right)\right]=\left(\exp \left(\mathrm{i} T \alpha^{x}\right) \Psi^{x}, \bar{\Psi}^{x} \exp \left(-\mathrm{i} T \alpha^{x}\right), A_{\mathrm{s}}^{x}, A_{\mathrm{e}}^{x}\right) \tag{3.83}
\end{equation*}
$$

where $T$ is a Hermitian matrix acting only on flavour indices of the quark fields and $\alpha$ is a scalar field, such that the $U\left(n_{\mathrm{f}}\right)$ phases $\exp \left(\mathrm{i} T \alpha^{x}\right)$ and $\exp \left(-\mathrm{i} T \alpha^{x}\right)$ become space dependent. Naively, the path integral measure is invariant under the transformations considered, as

$$
\operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\alpha][\Upsilon]}{\delta \Upsilon}\right)=\operatorname{sdet}\left(\left(\begin{array}{llll}
\exp (\mathrm{i} T \alpha) & & &  \tag{3.84}\\
& \exp (-\mathrm{i} T \alpha) & & \\
& & 1 & \\
& & & 1
\end{array}\right)=1\right.
$$

From the discussion in section 3.4 we know, that the vector transformations are nonanomalous, i.e. the invariance of path integral measure also holds in an appropriately regularised theory. Accordingly, there is no contribution from the Jacobian to the Ward identity:

$$
\begin{equation*}
\left.\frac{\delta}{\delta \alpha^{x}} \operatorname{sdet}\left(\frac{\delta \mathfrak{T}[\alpha][\Upsilon]}{\delta \Upsilon}\right)\right|_{\alpha=0}=0 \tag{3.85}
\end{equation*}
$$

The derivative of the transformed action with respect to $\alpha^{x}$ reads

$$
\begin{align*}
\left.\frac{\delta S[\mathfrak{T}[\alpha][\Upsilon]]}{\delta \alpha^{x}}\right|_{\alpha=0} & =-\mathrm{i}\left(\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} T \Psi\right)\right)^{x}+\left(\bar{\Psi}\left[T, \frac{1}{2} \gamma^{\mu}\left(\vec{D}^{\mu}-\overleftarrow{D}^{\mu}\right)+M\right] \Psi\right)^{x}\right) \\
& =-\mathrm{i}\left(\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} T \Psi\right)\right)^{x}-\bar{\Psi}^{x}[M, T] \Psi^{x}-\mathrm{i} e A_{\mathrm{e}}^{x \mu} \bar{\Psi}^{x} \gamma^{\mu}[Q, T] \Psi^{x}\right) \tag{3.86}
\end{align*}
$$

Combining the last two equations with eq. 2.22 we obtain the vector Ward identity:

$$
\begin{align*}
\left\langle\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} T \Psi\right)\right)^{x} \mathcal{O}[\Upsilon]\right\rangle=\langle & \left(\bar{\Psi}^{x}[M, T] \Psi^{x}+\mathrm{i} e A_{\mathrm{e}}^{x \mu} \bar{\Psi}^{x} \gamma^{\mu}[Q, T] \Psi^{x}\right) \mathcal{O}[\Upsilon]  \tag{3.87}\\
& \left.+\left.\mathrm{i} \frac{\delta \mathcal{O}[\mathfrak{T}[\alpha][\Upsilon]]}{\delta \alpha^{x}}\right|_{\alpha=0}\right\rangle
\end{align*}
$$

Associated to the partially conserved current $\left(\bar{\Psi} \gamma^{\mu} T \Psi\right)^{x}$, one defines a partially conserved charge

$$
\begin{equation*}
\mathcal{Q}_{T}^{x^{0}}=\int d^{3} x\left(\bar{\Psi} \gamma^{\mu} T \Psi\right)^{x} \tag{3.88}
\end{equation*}
$$

For vanishing electromagnetic quark charges $Q=0$, we reobtain the standard QCD vector Ward identity 42]. For flavour-diagonal $T$, in particular for $T=Q$, we find that the expectation values of flavour-neutral vector currents are also conserved up to contact terms in combined QCD and QED as all commutators vanish:

$$
\begin{equation*}
\left\langle\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} T \Psi\right)\right)^{x} \mathcal{O}[\Upsilon]\right\rangle=\left\langle\left.\mathrm{i} \frac{\delta \mathcal{O}[\mathfrak{T}[\alpha][\Upsilon]]}{\delta \alpha^{x}}\right|_{\alpha=0}\right\rangle \tag{3.89}
\end{equation*}
$$

This is a conceptually important result, especially for the electromagnetic current. The vector Ward identity in pure QCD ensures that the renormalisation of the electromagnetic coupling only depends on the field strength renormalisation of the photon field, i.e. on the vacuum polarisation. Contributions from the vertex and mass renormalisation cancel to all orders, which can be shown using the vector Ward identity and its renormalised analogue. The latter argument can also be applied in the situation of the combined QCD and QED as the electromagnetic vector current fulfils the same Ward identity. The renormalisation of the electromagnetic coupling comes only from the vacuum polarisation. In a treelevel QED calculation, the vacuum polarisation is absent and hence, the electromagnetic coupling does not renormalise even in the presence of full QCD. In fact, not only the electromagnetic current is conserved but also any flavour-neutral vector current, for which $T$ is a diagonal matrix.

### 3.5.2. Axial Ward identity

The axial Ward identity is derived from the set of field transformations of the form

$$
\begin{equation*}
\mathfrak{T}[\alpha]\left[\left(\Psi^{x}, \bar{\Psi}^{x}, A_{\mathrm{s}}^{x}, A_{\mathrm{e}}^{x}\right)\right]=\left(\exp \left(\mathrm{i} T \gamma^{5} \alpha^{x}\right) \Psi^{x}, \bar{\Psi}^{x} \exp \left(\mathrm{i} T \gamma^{5} \alpha^{x}\right), A_{\mathrm{s}}, A_{\mathrm{e}}\right), \tag{3.90}
\end{equation*}
$$

where $T$ is a Hermitian matrix acting on flavour indices and $\alpha$ is a scalar field, such that we again have local $U\left(n_{\mathrm{f}}\right)$ transformations. An additional $\gamma^{5}$ matrix was introduced compared to eq. (3.83). We do not demand that $T$ is traceless. To determine the Jacobian of the axial transformation, we follow the steps of Fujikawa in [57, 87, 88] and modify the calculation for QCD+QED. As this calculation is very lengthy, we only give the result. The contribution from the Jacobian to the Ward identity is given by

$$
\begin{align*}
&\left.\frac{\delta}{\delta \alpha^{x}} \operatorname{det}\left(\frac{\delta \mathfrak{T}[\alpha][\Upsilon]}{\delta \Upsilon}\right)\right|_{\alpha=0}=\mathrm{i} \frac{1}{16} \varepsilon^{\mu_{4} \mu_{3} \mu_{2} \mu_{1}}\left(g^{2} \operatorname{tr}(T) \operatorname{tr}\left(F_{\mathrm{s}}^{\mu_{4} \mu_{3}} F_{\mathrm{s}}^{\mu_{2} \mu_{1}}\right)\right.  \tag{3.91}\\
&\left.+3 e^{2} \operatorname{tr}\left(T Q^{2}\right) F_{\mathrm{e}}^{\mu_{4} \mu_{3}} F_{\mathrm{e}}{ }^{\mu_{2} \mu_{1}}\right) .
\end{align*}
$$

The derivative of the transformed action with respect to $\alpha^{x}$ reads

$$
\begin{align*}
\left.\frac{\delta S[\mathfrak{T}[\alpha][\Upsilon]]}{\delta \alpha^{x}}\right|_{\alpha=0}= & -\mathrm{i}\left(\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} \gamma^{5} T \Psi\right)\right)^{x}+\left(\bar{\Psi}\left\{\gamma^{5} T, \frac{1}{2} \gamma^{\mu}\left(\vec{D}^{\mu}-\overleftarrow{D}^{\mu}\right)+M\right\} \Psi\right)^{x}\right) \\
= & -\mathrm{i}\left(\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} \gamma^{5} T \Psi\right)\right)^{x}-\bar{\Psi}^{x} \gamma^{5}\{M, T\} \Psi^{x}\right.  \tag{3.92}\\
& \left.-\mathrm{i} e A_{\mathrm{e}}^{x \mu} \bar{\Psi}^{x} \gamma^{\mu} \gamma^{5}[Q, T] \Psi^{x}\right) .
\end{align*}
$$

Combining the last two equations with eq. (2.22) we obtain the axial-vector Ward identity, which is also known as the partially conserved axial vector (PCAC) relation:

$$
\begin{align*}
\left\langle\left(\partial^{\mu}\left(\bar{\Psi} \gamma^{\mu} \gamma^{5} T \Psi\right)\right)^{x} O[\Upsilon]\right\rangle=\langle & \left(\bar{\Psi}^{x}\{M, T\} \gamma^{5} \Psi^{x}+\mathrm{i} e A_{\mathrm{e}}{ }^{x \mu} \bar{\Psi}^{x} \gamma^{\mu} \gamma^{5}[Q, T] \Psi^{x}\right.  \tag{3.93}\\
& +\frac{1}{16} \varepsilon^{\mu_{4} \mu_{3} \mu_{2} \mu_{1}}\left(g^{2} \operatorname{tr}(T) \operatorname{tr}\left(F_{\mathrm{s}}^{\mu_{4} \mu_{3}} F_{\mathrm{s}}^{\mu_{2} \mu_{1}}\right)\right. \\
& \left.\left.+3 e^{2} \operatorname{tr}\left(T Q^{2}\right) F_{\mathrm{e}}^{\mu_{4} \mu_{3}} F_{\mathrm{e}}^{\mu_{2} \mu_{1}}\right)\right) O[\Upsilon] \\
& \left.+\left.\mathrm{i} \frac{\delta O[\mathfrak{T}[\alpha][\Upsilon]]}{\delta \alpha^{x}}\right|_{\alpha=0}\right\rangle .
\end{align*}
$$

## 3. Euclidean $Q C D+Q E D$

For vanishing electromagnetic quark charges $Q=0$, we reobtain the standard QCD axial Ward identity [42. The PCAC relation takes an important role for the definition of quark masses, which renormalise multiplicatively in lattice calculations [42]. Measuring both sides of the PCAC relation gives access to the quark mass matrix. Probing the PCAC relation for different $T$, linear combinations of entries of $M$ can be extracted.

## Part II.

## Lattice QCD+QED

## 4. Lattice field theories

In this chapter, we summarise the formulation of field theories on spacetime lattices. We discuss the lattice regularisation of continuum field theories, introduce the notion of gauge symmetries on the lattice and present gauge and fermion actions with a focus on the Wilson fermion discretisation in the context of lattice QCD. We further discuss subtleties of non-compact lattice QED related to the manifest infrared divergence. We describe Monte Carlo simulations as a stochastic tool to compute the path integral. We finally comment on systematic errors of lattice Monte Carlo simulations. In this chapter, we follow the standard text books of Montvay and Münster [96, Gattringer and Lang 42], Rothe 97], DeGrand and DeTar [98], Smit [99], Wipf [60] and Creutz [100]. Further helpful introductory texts were published by Gupta [101], Wiese [102] and Lüscher [103, 104]. Text books with focus on the application of lattice QCD in combination with advanced computational techniques are [105, 106]. This chapter is partly inspired by the PhD theses [61, 65].

### 4.1. Lattice regularisation

For the quantisation of an interacting Euclidean quantum field theory, a regularisation procedure has to be applied. Wilson suggested to restrict a continuum field theory to a discretised version of Euclidean spacetime, a spacetime lattice 107. In this thesis, we deal with lattices with a finite number of sites. Infinite lattices are not suited for Monte Carlo simulations as computers can only deal with a finite number of degrees of freedom. We consider a hypercubic lattice [42]

$$
\begin{equation*}
\Lambda=\left\{x \in \mathbb{R}^{4} \mid x^{\mu}=a n^{\mu}, n^{\mu} \in\left\{0,1, \ldots, N^{\mu}-1\right\}, \mu \in\{0,1,2,3\}\right\} \tag{4.1}
\end{equation*}
$$

with equal lattice spacings in all directions. The extent is commonly chosen equal for all spatial dimension, $N^{1}=N^{2}=N^{3}$, such that the lattice is compatible with the octahedral symmetry group. The restriction to a finite volume requires the definition of boundary conditions. To understand the implication of a finite spacetime lattice, we consider a generic lattice field $\Phi$ and decompose it into its Fourier modes, assuming periodic boundary conditions for simplicity:

$$
\begin{equation*}
\Phi^{x}=\sum_{p} \sqrt{\frac{a}{X^{\mu}}} \exp \left(\mathrm{i} \sum_{\mu} p^{\mu} x^{\mu}\right) \Phi^{p}, \quad \Phi^{p}=\sum_{x} \sqrt{\frac{a}{X^{\mu}}} \exp \left(-\mathrm{i} \sum_{\mu} p^{\mu} x^{\mu}\right) \Phi^{x} \tag{4.2}
\end{equation*}
$$

The definition of the momenta is invariant under shifts by multiples of $\frac{2 \pi}{a}$, i.e. the momentum lattice is also periodic. It is common to shift the momenta to the first Brillouin
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zone [42]:

$$
\begin{equation*}
\tilde{\Lambda}=\left\{p \in \mathbb{R}^{4} \left\lvert\, p^{\mu}=\frac{2 \pi}{a} \frac{n^{\mu}}{N^{\mu}}\right., n^{\mu} \in\left\{-\frac{N^{\mu}}{2}+1, \ldots, 0, \ldots, \frac{N^{\mu}}{2}\right\}, \mu \in\{0,1,2,3\}\right\} \tag{4.3}
\end{equation*}
$$

The minimum distance between two lattice sites $a$ induces a sharp cutoff in momentum space at $\frac{\pi}{a}$ in each direction. Loop integrals known from continuum perturbation theory are replaced by a finite sum over the lattice momenta, i.e. the spacetime lattice serves as a UV regulator of a quantum field theory. Lattice perturbation theory calculations can also be performed on infinite lattices. In this case, the momenta form a continuous set but are also bound to the first Brillouin zone. Anisotropic lattices with a smaller lattice spacing in the temporal direction are relevant for finite-temperature calculations.

### 4.1.1. Lattice actions and lattice operators

If a spacetime lattice is used to regularise a continuum quantum field theory, lattice counterparts have to be constructed for all ingredients of the continuum theory. In detail, a lattice action $S^{\text {lat }}$ and lattice operators $O^{\text {lat }}$ have to be constructed that converge to there continuum counterparts $S^{\text {cont }}$ and $O^{\text {cont }}$, when the lattice cutoff is removed:

$$
\begin{equation*}
\lim _{a \rightarrow 0} S^{\text {lat }}=S^{\mathrm{cont}}, \quad \quad \lim _{a \rightarrow 0} O^{\mathrm{lat}}=O^{\mathrm{cont}} \tag{4.4}
\end{equation*}
$$

It is clear, that these requirements do not uniquely define $S^{\text {lat }}$ and $O^{\text {lat }}$. This fact can be used to influence the rate of convergence towards the continuum limit.

### 4.1.2. Symanzik improvement programme

The formulation of lattice quantum field theories as discretised versions of continuum quantum field theories can be altered in such a way that the rate of the convergence towards continuum, which is measured in powers of the lattice spacing $a$, is increased. A systematic approach was formulated by Symanzik [108, 109]. Close to the continuum, the lattice theory can be understood as an effective theory and be expanded in terms of $a$ 42, 110]:

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \mathcal{L}_{0}^{x}+\sum_{i=1}^{n-1} a^{i} \mathcal{L}_{i}^{x}+O\left(a^{n}\right) \tag{4.5}
\end{equation*}
$$

$\mathcal{L}^{(0)}$ denotes the Lagrange density of the corresponding continuum theory. The densities $\mathcal{L}_{i}^{x}$ consist of linear combinations of local operators with mass dimension $4+i$, which are compatible with the symmetries of the lattice action:

$$
\begin{equation*}
\mathcal{L}_{i}^{x}=\sum_{k=1}^{l_{i}} c_{i k} \mathcal{L}_{i k}^{x} \tag{4.6}
\end{equation*}
$$

The lattice action is now modified in such a way that these contributions vanish to the desired order. This is achieved by adding discretised versions of $\int \mathrm{d}^{4} x \mathcal{L}_{i k}^{x}$ to the lattice
action. The corresponding improvement coefficients $c_{i k}$ have to be tuned appropriately. In order to obtain improved correlation functions, the improvement also has to be applied to operators. The procedure is completely analogous. Improvement coefficients can be determined by means of perturbation theory. Nevertheless, a non-perturbative determination is preferred. This can be achieved by imposing Ward-Takahashi identities of the continuum theory on lattice correlation functions 110, 111. The improvement coefficients are tuned such that lattice artefacts in the identity vanish to the desired order.

### 4.2. Lattice gauge theories

Lattice gauge theories are defined on a spacetime lattice and possess a gauge symmetry. In particular, they provide gauge-invariant non-perturbative regularisations of continuum gauge theories. A typical application is the investigation of low-energy QCD, where perturbation theory breaks down. In addition, lattice gauge theories also offer the possibility to perform a strong and a weak coupling expansion [96, 97].

### 4.2.1. Local gauge transformations

Local gauge transformations $\mathfrak{G}_{\Omega}$, where $\Omega^{x} \in G$ and $G$ denotes the gauge group, act on lattice fermion fields $\Psi$ and $\bar{\Psi}$ similar to the continuum [42]

$$
\begin{equation*}
\mathfrak{G}_{\Omega}\left[\left(\Psi^{x}, \bar{\Psi}^{x}\right)\right]=\left(\Omega^{x} \Psi^{x}, \bar{\Psi}^{x}\left(\Omega^{x}\right)^{\dagger}\right) \tag{4.7}
\end{equation*}
$$

A local combination of the conjugated pair of fermion fields is gauge invariant [42],

$$
\begin{equation*}
\mathfrak{G}_{\Omega}\left[\bar{\Psi}^{x} \Psi^{x}\right]=\bar{\Psi}^{x}\left(\Omega^{x}\right)^{\dagger} \Omega^{x} \Psi^{x}=\bar{\Psi}^{x} \Psi^{x} \tag{4.8}
\end{equation*}
$$

i.e. a gauge invariant mass term can directly be constructed. This situation is different for the kinetic term of a lattice field theory. Lattice derivatives require the combination of fields at different lattice sites such that gauge invariance is spoiled. An object from continuum field theory which can be used to define gauge-invariant combinations of displaced lattice fields is the parallel transporter $U_{P}^{x_{2} x_{1}}$ along a path $P$ connecting the points $x_{1}$ and $x_{2}$. It is defined as 42]

$$
\begin{equation*}
U_{P}^{x_{2} x_{1}}=\mathrm{P}\left[\exp \left(\mathrm{i} g \int_{P} \mathrm{~d} x^{\mu} A^{x \mu}\right)\right] \tag{4.9}
\end{equation*}
$$

where P denotes the path ordering operator and $g$ is the coupling of the gauge field to the fermions. Under a local gauge transformation, the parallel transporter transforms as [42]

$$
\begin{equation*}
\mathfrak{G}_{\Omega}\left[U_{P}^{x_{2} x_{1}}\right]=\Omega^{x_{2}} U_{P}^{x_{2} x_{1}}\left(\Omega^{x_{1}}\right)^{\dagger} \tag{4.10}
\end{equation*}
$$

i.e. a term of the form 42]

$$
\begin{equation*}
\mathfrak{G}_{\Omega}\left[\bar{\Psi}^{x_{2}} U_{P}^{x_{2} x_{1}} \Psi^{x_{1}}\right]=\bar{\Psi}^{x_{2}}\left(\Omega^{x_{2}}\right)^{\dagger} \Omega^{x_{2}} U_{P}^{x_{2} x_{1}}\left(\Omega^{x_{1}}\right)^{\dagger} \Omega^{x_{1}} \Psi^{x_{1}}=\bar{\Psi}^{x_{2}} U_{P}^{x_{2} x_{1}} \Psi^{x_{1}} \tag{4.11}
\end{equation*}
$$
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is gauge invariant. So far, the gauge transporter is defined on the basis of a gauge field in continuous spacetime. For the lattice discretisation, we define gauge links $U^{x \mu} \in G$, which connect neighbouring lattice sites $x$ and $x+a \hat{\mu}$ and transform in the same way as the parallel transporter [42, 98):

$$
\begin{equation*}
\mathfrak{G}_{\Omega}\left[U^{x \mu}\right]=\Omega^{x} U^{x \mu}\left(\Omega^{x+a \hat{\mu}}\right)^{\dagger} . \tag{4.12}
\end{equation*}
$$

They can be understood as discretised versions of the parallel transporter between two neighbouring lattice sites:

$$
\begin{equation*}
U_{P}^{x, x+a \hat{\mu}}=\mathrm{P}\left[\exp \left(\mathrm{i} g \int_{P} \mathrm{~d} x^{\mu} A^{x \mu}\right)\right]=\exp \left(\mathrm{i} g a A^{x \mu}\right)+O(a) . \tag{4.13}
\end{equation*}
$$

In lattice gauge theories, the gauge links $U$, which are elements of the gauge group, form the fundamental fields. The path integral quantisation is performed with respect to an integration over the gauge links $U$, which we will introduce in section 4.2.3. Nevertheless, it is possible to implicitly define a lattice gauge field $A$, which is an element of the Lie algebra of the gauge group, by the exponential map [42, 98]

$$
\begin{equation*}
U^{x \mu}=\exp \left(\mathrm{i} g a A^{x \mu}\right) . \tag{4.14}
\end{equation*}
$$

### 4.2.2. Gauge invariant objects

As we aim for the construction of gauge invariant actions, we discuss elementary gauge invariant building blocks composed from gauge links and fermion fields. We consider an ordered product of gauge links, which are defined along a path $\left(x_{0}, x_{1}=x_{0}+a \hat{\mu}_{0}, \ldots, x_{n}=\right.$ $\left.x_{n-1}+a \hat{\mu}_{n-1}\right)$ :

$$
\begin{equation*}
P[U]=U^{x_{0} \mu_{0}} U^{x_{1} \mu_{1}} \ldots U^{x_{n-1} \mu_{n-1}}=\prod_{i=0}^{n-1} U^{x_{i} \mu_{i}} . \tag{4.15}
\end{equation*}
$$

It is convenient to define $U^{x,-\mu}=\left(U^{x-a \hat{\mu}, \mu}\right)^{\dagger}$ to allow for paths in the $-\hat{\mu}$ direction. The product of gauge links along a path transforms under gauge transformations as [42]

$$
\begin{equation*}
\mathfrak{G}_{\Omega}[P[U]]=\Omega^{x_{0}} P[U]\left(\Omega^{x_{n}}\right)^{\dagger} . \tag{4.16}
\end{equation*}
$$

We can build gauge invariant objects if we attach fermion and conjugated fermion fields at both ends of an arbitrary path [42]:

$$
\begin{equation*}
\mathfrak{G}_{\Omega}\left[\bar{\Psi}^{x_{0}} P[U] \Psi^{x_{n}}\right]=\bar{\Psi}^{x_{0}}\left(\Omega^{x_{0}}\right)^{\dagger} \Omega^{x_{0}} P[U]\left(\Omega^{x_{n}}\right)^{\dagger} \Omega^{x_{n}} \Psi^{x_{n}}=\bar{\Psi}^{x_{0}} P[U] \Psi^{x_{n}} . \tag{4.17}
\end{equation*}
$$

For a closed path, i.e. $x_{0}=x_{n}$, we obtain a gauge invariant object when taking the trace 42]:

$$
\begin{equation*}
\mathfrak{G}_{\Omega}[\operatorname{tr}(P[U])]=\operatorname{tr}\left(\Omega^{x_{0}} P[U]\left(\Omega^{x_{0}}\right)^{\dagger}\right)=\operatorname{tr}\left(\left(\Omega^{x_{0}}\right)^{\dagger} \Omega^{x_{0}} P[U]\right)=\operatorname{tr}(P[U]) . \tag{4.18}
\end{equation*}
$$

### 4.2.3. The path integral measure for compact gauge groups

In order to construct the path integral over link variables, a path integral measure $D U$ has to be introduced. It is defined as the product of Lie group measures $\mathrm{d} U$ for each site $x$ and direction $\mu$ [42]:

$$
\begin{equation*}
D U=\prod_{x} \prod_{\mu=0}^{3} \mathrm{~d} U^{x \mu} \tag{4.19}
\end{equation*}
$$

An essential requirement for this measure is its invariance under gauge transformations. For compact Lie groups $G$, there exists a unique measure, the so called Haar measure, with the properties [42]

$$
\begin{equation*}
\mathrm{d} U_{1}=\mathrm{d}\left(U_{1} U_{2}\right)=\mathrm{d}\left(U_{2} U_{1}\right) \quad \forall U_{2} \in G, \quad \int_{G} d U=1 \tag{4.20}
\end{equation*}
$$

i.e. the measure is invariant under right- and left-translations and normalised. The translational invariance ensures the demanded gauge invariance of the path integral measure 42]:

$$
\begin{equation*}
\mathrm{d}\left(\mathfrak{G}\left[U^{x \mu}\right]\right)=\mathrm{d}\left(\Omega^{x} U^{x \mu}\left(\Omega^{x+a \hat{\mu}}\right)^{\dagger}\right)=\mathrm{d} U^{x \mu} \tag{4.21}
\end{equation*}
$$

Group elements $U$ of the Lie groups $S U(n)$ and $U(n)$ can be represented as $U=\exp \left(\mathrm{i} \omega^{a} T^{a}\right)$, where the $\omega^{a}$ are real numbers and the $T^{a}$ denote the Lie group generators. On the Lie group, a metric tensor $g=g(\omega)_{a_{2} a_{1}} \mathrm{~d} \omega^{a_{2}} \mathrm{~d} \omega^{a_{1}}$ can be constructed with entries 42]

$$
\begin{equation*}
g(\omega)_{a_{2} a_{1}}=\operatorname{tr}\left(\frac{\partial U(\omega)}{\partial \omega^{a_{2}}} \frac{\partial U(\omega)^{\dagger}}{\partial \omega^{a_{1}}}\right) \tag{4.22}
\end{equation*}
$$

The Haar measure of the group is then defined by [42]

$$
\begin{equation*}
\mathrm{d} U=c \sqrt{\operatorname{det}(g(\omega))} \prod_{a} \mathrm{~d} \omega^{a} \tag{4.23}
\end{equation*}
$$

where the constant $c$ is determined by the normalisation condition. A proof that this measure fulfils the properties in eq. 4.20) can be found in [42].

### 4.3. Lattice gauge actions

In general, lattice gauge actions can be constructed from closed paths of gauge links. In this section, we describe the construction of two lattice gauge actions that reproduce the Yang-Mills action in the continuum limit $a \rightarrow 0$.

### 4.3.1. Wilson gauge action

The shortest non-trivial closed path on the lattice is a square in the $\mu_{1}-\mu_{2}$-plane. It is defined by the corner points $x, x+a \hat{\mu_{1}}, x+a \hat{\mu_{1}}+a \hat{\mu_{2}}$ and $x+a \hat{\mu_{2}}$. The corresponding ordered product of gauge links is the so-called plaquette $P^{x \mu_{2} \mu_{1}}$, which reads [42, 98]

$$
\begin{equation*}
P^{x \mu_{1} \mu_{2}}=U^{x \mu_{1}} U^{x+a \hat{\mu}_{1}, \mu_{2}}\left(U^{x+a \hat{\mu}_{2}, \mu_{1}}\right)^{\dagger}\left(U^{x, \mu_{2}}\right)^{\dagger} \tag{4.24}
\end{equation*}
$$
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Using the identification between gauge links and gauge fields in eq. (4.14), one finds [42, 98]

$$
\begin{equation*}
P^{x \mu_{2} \mu_{1}}=\exp \left(\mathrm{i} a^{2} F^{x \mu_{2} \mu_{1}}+O\left(a^{3}\right)\right)=\mathbb{1}+\mathrm{i} a^{2} F^{x \mu_{2} \mu_{1}}-\frac{1}{2} a^{4}\left(F^{x \mu_{2} \mu_{1}}\right)^{2}+O\left(a^{3}\right), \tag{4.25}
\end{equation*}
$$

i.e. the plaquette is directly related to the field strength tensor of the continuum theory. This observation allows to construct the Wilson gauge action. Assuming a $S U(3)$ gauge theory, it is defined as 42, 98, 107

$$
\begin{equation*}
S[U]=\frac{\beta}{3} \sum_{x} \sum_{\mu_{2}<\mu_{1}} \operatorname{Retr}\left(\mathbb{1}-P^{x \mu_{2} \mu_{1}}\right) \tag{4.26}
\end{equation*}
$$

with the inverse coupling $\beta=\frac{6}{g^{2}}$. The definition ensures that in the limit $a \rightarrow 0$ the continuum action is obtained [42]:

$$
\begin{equation*}
S[U]=\frac{2 a^{4}}{g^{2}} \sum_{x} \sum_{\mu_{2}, \mu_{1}} \operatorname{tr}\left(\left(F^{x \mu_{2} \mu_{1}}\right)^{2}\right)+O\left(a^{2}\right) . \tag{4.27}
\end{equation*}
$$

### 4.3.2. Lüscher-Weisz gauge action

The Symanzik improvement programme, as discussed in section 4.1.2, can be applied to the Wilson gauge action to eliminate lattice artefacts to the desired order. Lüscher and Weisz derived a gauge action that is tree-level $O\left(a^{2}\right)$-improved [112, 113], i.e. the improvement coefficients are determined at the classical level neglecting corrections from quantum loops. In this setting, the improvement coefficients do not depend on the inverse coupling $\beta$. We will apply this gauge action for the simulation of QCD in this thesis. In addition to the plaquette, the rectangle in the $\mu_{1}-\mu_{2}$-plane has to be added to the action [65]:

$$
\begin{equation*}
\left.R^{\mu_{2} \mu_{1}}=U^{x \mu_{1}} U^{x+a \hat{\mu}_{1}, \mu_{2}} U^{x+a \hat{\mu}_{1}+a \hat{\mu_{2}}, \mu_{2}}\left(U^{x+2 a \hat{\mu}_{2}, \mu_{1}}\right)^{\dagger}\left(U^{x+a \hat{\mu}_{2}, \mu_{2}}\right)^{\dagger}\right)\left(U^{x, \mu_{2}}\right)^{\dagger} . \tag{4.28}
\end{equation*}
$$

The tree-level on-shell improved Lüscher-Weisz gauge action is defined as [73, 112, 113]

$$
\begin{equation*}
S_{\mathrm{g}}[U]=\frac{\beta}{6} \sum_{x} \sum_{\mu_{2}>\mu_{1}}\left(c_{0} \operatorname{Re} \operatorname{tr}\left(\mathbb{1}-P^{\mu_{1} \mu_{2}}\right)+c_{1} \operatorname{tr}\left(\mathbb{1}-R^{\mu_{1} \mu_{2}}+\mathbb{1}-R^{\mu_{2} \mu_{1}}\right)\right. \tag{4.29}
\end{equation*}
$$

with the coefficients $c_{0}=\frac{5}{3}$ and $c_{1}=-\frac{1}{12}$. For the choice $c_{0}=3.648$ and $c_{1}=-0.331$ the renormalisation group-inspired [98] Iwasaki gauge action is obtained [114].

### 4.4. Lattice fermion actions

In addition to the gauge action, the formulation of a lattice gauge theory also requires a discretised fermion action. In this section, we discuss the fermion doubling problem, present $O(a)$-improved Wilson fermions, which are used in this theses, and summarise alternative lattice fermion formulations. A helpful review on the topic of chiral symmetry on the lattice and lattice fermion formulations is [115].

### 4.4.1. Lattice derivatives

Kinetic terms for lattice field theory actions can be constructed by means of the lattice counterpart of derivative operators. These discrete derivative operators are commonly denoted as lattice derivatives or finite differences. We define the right-acting forward and backward derivatives acting on a generic field $\Phi$ as [72, 97]

$$
\begin{align*}
\left(\vec{\partial}_{\mathrm{F}}^{\mu} \Phi\right)^{x} & =\frac{1}{a}\left(\Phi^{x+a \hat{\mu}}-\Phi^{x}\right), & \vec{\partial}_{\mathrm{F}}^{\mu x_{2}} x_{1} & =\frac{1}{a}\left(\delta_{x_{1}}^{x_{2}+a \hat{\mu}}-\delta_{x_{1}}^{x_{2}}\right), \\
\left(\vec{\partial}_{\mathrm{B}}^{\mu} \Phi\right)^{x} & =\frac{1}{a}\left(\Phi^{x}-\Phi^{x-a \hat{\mu}}\right), & \vec{\partial}_{\mathrm{B}}^{\mu x_{2} x_{1}} & =\frac{1}{a}\left(\delta_{x_{1}}^{x_{2}}-\delta_{x_{1}}^{x_{2}-a \hat{\mu}}\right) \tag{4.30}
\end{align*}
$$

and the left-acting forward and backward derivatives as 72

$$
\begin{align*}
\left(\Phi \overleftarrow{\partial}_{\mathrm{F}}^{\mu}\right)^{x} & =\frac{1}{a}\left(\Phi^{x+a \hat{\mu}}-\Phi^{x}\right), & \overleftarrow{\partial}_{\mathrm{F}}^{\mu x_{2}} x_{1} & =\frac{1}{a}\left(\delta_{x_{1}+a \hat{\mu}}^{x_{2}}-\delta_{x_{1}}^{x_{2}}\right) \\
\left(\Phi \overleftarrow{\partial}_{\mathrm{B}}^{\mu}\right)^{x} & =\frac{1}{a}\left(\Phi^{x}-\Phi^{x-a \hat{\mu}}\right), & \overleftarrow{\partial}_{\mathrm{B}}^{\mu x_{2} x_{1}} & =\frac{1}{a}\left(\delta_{x_{1}}^{x_{2}}-\delta_{x_{1}-a \hat{\mu}}^{x_{2}}\right) \tag{4.31}
\end{align*}
$$

respectively. Making use of the Taylor expansion, we find $O(a)$ lattice artefacts for the forward and backward derivatives. Considering a lattice of finite extent, $\vec{\partial}_{\mathrm{F}}^{\mu}$ and $\overleftarrow{\partial}_{\mathrm{B}}^{\mu}$ as well as $\vec{\partial}_{\mathrm{B}}^{\mu}$ and $\overleftarrow{\partial}_{\mathrm{F}}^{\mu}$ are related to each other via partial integration including boundary terms 97].

### 4.4.2. Gauge covariant lattice derivatives

The construction of lattice gauge theories requires a discretised version of the continuum gauge covariant derivative. Introducing parallel transporters, i.e. the gauge links $U$, the discrete derivatives in eqs. (4.30) and (4.31) can be modified so that they transform covariantly under gauge transformations. We define the right-acting forward and backward covariant lattice derivatives as [72]

$$
\begin{align*}
\left(\vec{D}_{\mathrm{F}}^{\mu} \Psi\right)^{x} & =\frac{1}{a}\left(U^{x \mu} \Psi^{x+a \hat{\mu}}-\Psi^{x}\right), & \vec{D}_{\mathrm{F}}^{\mu x_{2}} x_{1} & =\frac{1}{a}\left(U^{x_{2} \mu} \delta_{x_{1}}^{x_{2}+a \hat{\mu}}-\delta_{x_{1}}^{x_{2}}\right) \\
\left(\vec{D}_{\mathrm{B}}^{\mu} \Psi\right)^{x} & =\frac{1}{a}\left(\Psi^{x}-\left(U^{x-a \hat{\mu}, \mu}\right)^{\dagger} \Psi^{x-a \hat{\mu}}\right), & \vec{D}_{\mathrm{B}}^{\mu x_{2}} x_{1} & =\frac{1}{a}\left(\delta_{x_{1}}^{x_{2}}-\left(U^{x_{2}-a \hat{\mu}, \mu}\right)^{\dagger} \delta_{x_{1}}^{x_{2}-a \hat{\mu}}\right), \tag{4.32}
\end{align*}
$$

and the left-acting covariant lattice derivatives as 72

$$
\begin{array}{ll}
\left(\bar{\Psi} \overleftarrow{D}_{\mathrm{F}}^{\mu}\right)^{x}=\frac{1}{a}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(U^{x \mu}\right)^{\dagger}-\bar{\Psi}^{x}\right), & \overleftarrow{D}_{\mathrm{F}}^{\mu x_{2} x_{1}}=\frac{1}{a}\left(\delta_{x_{1}+a \hat{\mu}}^{x_{2}}\left(U^{x_{1} \mu}\right)^{\dagger}-\delta_{x_{1}}^{x_{2}}\right) \\
\left(\bar{\Psi} \overleftarrow{D}_{\mathrm{B}}^{\mu}\right)^{x}=\frac{1}{a}\left(\bar{\Psi}^{x}-\bar{\Psi}^{x-a \hat{\mu}} U^{x-a \hat{\mu}, \mu}\right), & \left.\overleftarrow{D}_{\mathrm{B}}^{\mu x_{2} x_{1}}=\frac{1}{a}\left(\delta_{x_{1}}^{x_{2}}-\delta_{x_{1}-a \hat{\mu}}^{x_{2}} U^{x_{1}-a \hat{\mu}, \mu}\right)\right) \tag{4.33}
\end{array}
$$

respectively. Making use of the Taylor expansion and the relation between the gauge links and gauge fields in eq. (4.14), it is straightforward to show, that the covariant lattice derivatives fulfil the correct continuum limit up to $O(a)$. Similar as in the previous section, the derivatives $\vec{D}_{\mathrm{F}}^{\mu}$ and $\overleftarrow{D}_{\mathrm{B}}^{\mu}$ as well as $\vec{D}_{\mathrm{B}}^{\mu}$ and $\overleftarrow{D}_{\mathrm{F}}^{\mu}$ are related to each other via partial integration including boundary terms.
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### 4.4.3. Naive fermion action and doubling of fermion species

A straightforward discretisation of the continuum fermion action is obtained by replacing the continuum covariant derivatives by lattice covariant derivatives [42, 116, defined in eq. (4.32), ensuring that the continuum action is restore in the limit $a \rightarrow 0$. It is clear that this choice is not unique, as additional terms which vanish in the continuum limit can always be added. We write the fermion action as a bilinear form in the pair of conjugated fermion fields:

$$
\begin{equation*}
S[U, \Psi, \bar{\Psi}]=\bar{\Psi}_{\mathbf{b}} D[U]_{\mathbf{a}}^{\mathbf{b}} \Psi^{\mathbf{a}} \tag{4.34}
\end{equation*}
$$

$D[U]$ denotes the Dirac operator, which depends on the gauge links $U$. For quark fields in the defining representation, we have $\mathbf{a}, \mathbf{b} \equiv x f c s$, where $x$ denotes the spacetime, $f$ the flavour, $c$ the colour and $s$ the spin index. Using a symmetric combination of forward and backward covariant derivatives, the naive Dirac operator is given by [42, 116

$$
\begin{equation*}
D_{\text {naive }}[U]=\frac{1}{2}\left(\sum_{\mu} \gamma^{\mu}\left(\vec{D}_{\mathrm{F}}^{\mu}+\vec{D}_{\mathrm{B}}^{\mu}\right)\right)+M \tag{4.35}
\end{equation*}
$$

with the mass matrix $M$. A straightforward calculation shows that the Dirac operator possesses the correct continuum limit and lattice artefacts are of $O\left(a^{2}\right)$ [42]. Applying a Fourier transformation and assuming a unit gauge background $U^{x \mu}=\mathbb{1}$, the naive Dirac operator can be written as [42, 116]

$$
\begin{equation*}
D_{\text {naive }}{ }^{p_{2}} p_{1}=\left(\frac{\mathrm{i}}{a} \sum_{\mu} \gamma^{\mu} \sin \left(a p_{1}^{\mu}\right)+M\right) \delta_{p_{1}}^{p_{2}} \tag{4.36}
\end{equation*}
$$

The quark propagator, which is the inverse of the Dirac operator, possesses a pole whenever $p^{\mu} \in\left\{0, \frac{\pi}{a}\right\}$ for all $\mu=0, \ldots, 3$ [42, 116]. Consequently, there are in total 16 poles in the first Brillouin zone, i.e. 16 fermion flavours are present in the theory instead of one with a pole at $p=0$. The additional 15 fermion flavours are referred to as fermion doublers. The presence of fermion doublers is a fundamental issue in the formulation of discretised fermion actions, which is directly related to the preservation of chiral symmetry on the lattice. A fundamental theorem which summarises these issues was formulated by Nielsen and Ninomiya.

### 4.4.4. Nielsen-Ninomiya-Theorem

We phrase the Nielsen-Ninomiya theorem [117-120] in the version of [121]. No lattice Dirac operator $D$ can be constructed which simultaneously fulfils the following four properties:

1. $D(p)$ is an analytic function in the momenta $p$ with periodicity $\frac{2 \pi}{a}$.
2. $D(p)=\mathrm{i} \gamma^{\mu} p^{\mu}+O\left(a p^{2}\right)$ for $|p| \ll \frac{\pi}{a}$, i.e. $D$ shows the correct behaviour in the continuum limit.
3. $D(p)$ is invertible for $p \neq 0 \bmod \frac{2 \pi}{a}$.
4. $D$ anti-commutes with $\gamma^{5}$, i.e. $\left\{D, \gamma^{5}\right\}=0$, which is required such that the fermion action is invariant under continuous chiral transformations.

All existing lattice fermion discretisations have to violate at least one of the four properties. Common formulations rely on an explicit breaking of chiral symmetry, on the introduction of a lattice version of chiral symmetry or on a partial reduction of fermion doublers. In the following, we will present several lattice fermion formulations.

### 4.4.5. Wilson fermion action

Wilson removed the fermion degeneracy by adding an irrelevant, dimension-5 operator which vanishes in the continuum limit [107]. This modification gives the fermion doublers an additive mass, which diverges in the continuum limit, such that they eventually decouple from the theory. In order to distinguish the doubler modes with poles at $p \neq 0$ from the physical mode with a pole at $p=0$, it is useful to introduce a mass term which depends on the momentum. The mass term has to vanish at $p=0$ and diverge in the continuum limit for the unphysical poles. A suitable choice for this purpose is the gauge covariant Laplace operator $\sum_{\mu} \vec{D}_{\mathrm{B}}^{\mu} \vec{D}_{\mathrm{F}}^{\mu}$. The Wilson-Dirac operator $D_{\mathrm{W}}$ is defined as the sum of the naive Dirac operator in eq. 4.35 and the Wilson term:

$$
\begin{equation*}
D_{\mathrm{W}}[U]=\frac{1}{2} \sum_{\mu} \gamma^{\mu}\left(\vec{D}_{\mathrm{F}}^{\mu}+\vec{D}_{\mathrm{B}}^{\mu}\right)-\frac{1}{2} \sum_{\mu} \vec{D}_{\mathrm{B}}^{\mu} \vec{D}_{\mathrm{F}}^{\mu}+M \tag{4.37}
\end{equation*}
$$

Making use of the definitions of the lattice covariant derivatives in terms of gauge links and of partial integration, the Wilson-Dirac operator can also be written in a symmetric fashion, which we will use in this thesis:

$$
\begin{equation*}
D_{\mathrm{W}}[U]=\frac{1}{4} \sum_{\mu}\left(\left(\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}\right)\left(\gamma^{\mu}+\mathbb{1}\right)+\left(\vec{D}_{\mathrm{B}}^{\mu}-\overleftarrow{D}_{\mathrm{F}}^{\mu}\right)\left(\gamma^{\mu}-\mathbb{1}\right)\right)+M \tag{4.38}
\end{equation*}
$$

Applying a Fourier transformation and assuming a unit gauge background $U^{x \mu}=\mathbb{1}$, the Wilson-Dirac operator becomes [42, 116]

$$
\begin{equation*}
D_{\mathrm{W}}^{p_{2}}{ }_{p_{1}}=\left(\frac{\mathrm{i}}{a} \sum_{\mu} \gamma^{\mu} \sin \left(a p_{1}^{\mu}\right)+\frac{1}{a} \mathbb{1} \sum_{\mu}\left(1-\cos \left(a p_{1}^{\mu}\right)\right)+M\right) \delta_{p_{1}}^{p_{2}} \tag{4.39}
\end{equation*}
$$

The Wilson term vanishes only at $p=0$. The remaining 15 fermion doublers acquire an additional mass contribution, which is proportional to $1 / a$. The major drawback of this construction is the fact that the Wilson term explicitly breaks chiral symmetry even for massless fermions. In addition, a vanishing bare mass $m=0$ does not lead to a vanishing renormalised fermion mass due to the additive mass renormalisation caused by the Wilson term. The Wilson fermion action also only approaches the continuum limit with a rate of $O(a)$ instead of $O\left(a^{2}\right)$ as for the naive fermion formulation. Lüscher was able to prove the existence of a self-adjoint, strictly positive transfer matrix for the Wilson plaquette gauge
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action in combination with the Wilson fermion action [122]. n important property of the Wilson-Dirac operator $D[U, A]$ is its $\gamma^{5}$-hermiticity [42]:

$$
\begin{equation*}
D_{\mathrm{W}}[U]=\gamma^{5}\left(D_{\mathrm{W}}[U]\right)^{\dagger} \gamma^{5}, \tag{4.40}
\end{equation*}
$$

$\gamma^{5}$-hermiticity implies that the eigenvalues of $D[U]$ are either real or appear as complex conjugated pairs [42].

### 4.4.6. $O(a)$-improved Wilson fermion action

The Symanzik improvement program, introduced in section 4.1.2, can also be applied to the Wilson fermion action, leading to an $O(a)$-improved Wilson fermion action. This fermion discretisation will be used for the quark fields later in this thesis. We summarise the improvement procedure for the isosymmetric 2 -flavour case. In total, there are five dimension- 5 operators, which are compatible with the symmetries of continuum QCD [42, 72]:

$$
\begin{align*}
& \mathcal{L}_{1}^{x}=\sum_{\mu_{2}, \mu_{1}} \bar{\Psi}^{x} \sigma^{\mu_{2} \mu_{1}} F^{\mu_{2} \mu_{1}} \Psi^{x},  \tag{4.41}\\
& \mathcal{L}_{2}^{x}=\sum_{\mu} \bar{\Psi}^{x}\left(\vec{D}^{\mu} \vec{D}^{\mu} \Psi\right)^{x}+\sum_{\mu}\left(\bar{\Psi} \overleftarrow{D}^{\mu} \overleftarrow{D}^{\mu}\right)^{x} \Psi^{x},  \tag{4.42}\\
& \mathcal{L}_{3}^{x}=m \sum_{\mu_{2}, \mu_{1}} \operatorname{tr}\left(F^{x \mu_{2} \mu_{1}} F^{x \mu_{2} \mu_{1}}\right),  \tag{4.43}\\
& \mathcal{L}_{4}^{x}=\sum_{\mu} \bar{\Psi}^{x} \gamma^{\mu}\left(\vec{D}^{\mu} \Psi\right)^{x}+\sum_{\mu}\left(\bar{\Psi} \overleftarrow{D^{\mu}}\right)^{x} \gamma^{\mu} \Psi^{x},  \tag{4.44}\\
& \mathcal{L}_{5}^{x}=m^{2} \bar{\Psi}^{x} \Psi^{x} . \tag{4.45}
\end{align*}
$$

Making use of the on-shell improvement condition in form of the continuum field equation $\left(\gamma^{\mu} \vec{D}^{\mu}+m\right) \Psi=0$, one finds that the operators are not independent [42, [72]:

$$
\begin{equation*}
\mathcal{L}_{1}-\mathcal{L}_{2}+2 \mathcal{L}_{5}=0, \quad \mathcal{L}_{4}+2 \mathcal{L}_{5}=0 \tag{4.46}
\end{equation*}
$$

These relations can be used to eliminate the operators $\mathcal{L}_{2}$ and $\mathcal{L}_{4}$, such that only $\mathcal{L}_{1}, \mathcal{L}_{3}$ and $\mathcal{L}_{5}$ are left [42, 72]. However, $\mathcal{L}_{1}$ is proportional to the gauge action term and $\mathcal{L}_{5}$ is proportional to the quark mass term. The bare parameters $m$ and $\beta$ are just rescaled, $g^{2} \rightarrow g^{2}\left(1+c_{3} a m\right)$ and $m \rightarrow m\left(1+c_{5} a m\right)$, such that one can omit these operators as well. The only operator which has to be added to the action is $\mathcal{L}_{1}$ [42, 72], the so called Pauli, Clover or Sheikholeslami-Wohlert term. The Wilson-Dirac operator in eq. (4.38) is altered to

$$
\begin{align*}
D_{\mathrm{IW}}[U]= & \frac{1}{4} \sum_{\mu}\left(\left(\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}\right)\left(\gamma^{\mu}+\mathbb{1}\right)+\left(\vec{D}_{\mathrm{B}}^{\mu}-\overleftarrow{D}_{\mathrm{F}}^{\mu}\right)\left(\gamma^{\mu}-\mathbb{1}\right)\right)  \tag{4.47}\\
& +M+c_{\mathrm{SW}} a \sum_{\mu_{1}<\mu_{2}} \frac{1}{2} \sigma^{\mu_{1} \mu_{2}} \hat{F}_{\mathrm{S}}^{\mu_{1} \mu_{2}}
\end{align*}
$$

$\hat{F}$ denotes a lattice discretisation of the continuum field strength tensor. A common choice is 42, 72 ]

$$
\begin{equation*}
\hat{F}^{x \mu_{1} \mu_{2}}=-\frac{\mathrm{i}}{8 a^{2}}\left(Q^{x \mu_{1} \mu_{2}}-Q^{x \mu_{2} \mu_{1}}\right) \tag{4.48}
\end{equation*}
$$

$Q^{x \mu_{1} \mu_{2}}$ is the sum of the plaquettes in the $\mu_{1}-\mu_{2}$ plane of which $x$ is a corner point:

$$
\begin{equation*}
Q^{x \mu_{1} \mu_{2}}=U^{x \mu_{1} \mu_{2}}+U^{x \mu_{2},-\mu_{1}}+U^{x,-\mu_{1},-\mu_{2}}+U^{x,-\mu_{2} \mu_{1}} \tag{4.49}
\end{equation*}
$$

$c_{\text {SW }}$ is the Sheikholeslami-Wohlert coefficient [123]. As $c_{\text {SW }}$ is a function of $\beta$, it has to be determined for each lattice spacing separately. This computation can either be performed perturbatively or non-perturbatively. To lowest order in perturbation theory, $c_{\mathrm{SW}}=1$. The non-perturbative determination commonly relies on the imposition of the continuum PCAC relation [72, 110], which required also the improvement of the axial current and the pseudo-scalar density operators [72, 110]. For multi-flavour QCD with non-degenerate quark masses, the improvement program turns out to be more sophisticated, as a larger number of irrelevant operators has to be considered and the corresponding improvement coefficients have to be determined 111.

### 4.4.7. Alternative lattice fermion actions

Ginsparg and Wilson formulated a relaxed version of the anti-commutation condition of $D$ and $\gamma^{5}$, responsible for the preservation of chiral symmetry of the lattice fermion action [124]. The Ginsparg-Wilson relation allows a massless Dirac operator $D_{\mathrm{GW}, 0}$ to break chiral symmetry in the form of a lattice artefact:

$$
\begin{equation*}
D_{\mathrm{GW}, 0} \gamma^{5}+\gamma^{5} D_{\mathrm{GW}, 0}=a D_{\mathrm{GW}, 0} \gamma^{5} D_{\mathrm{GW}, 0} \tag{4.50}
\end{equation*}
$$

The right-hand side vanishes in the continuum limit, i.e. the chiral symmetry is restored. Lüscher constructed a $U(1)$ group of transformations $\mathfrak{T}_{\alpha}$ [121], reading

$$
\begin{equation*}
\mathfrak{T}_{\alpha}[(\Psi, \bar{\Psi})]=\left(\exp \left(\mathrm{i} \alpha \gamma^{5}\left(\mathbb{1}-\frac{a}{2} D\right)\right) \Psi, \bar{\Psi} \exp \left(\mathrm{i} \alpha\left(\mathbb{1}-\frac{a}{2} D\right) \gamma^{5}\right)\right) \tag{4.51}
\end{equation*}
$$

which reduces to the standard chiral transformation in the continuum limit $a \rightarrow 0$. Fermion actions with Dirac operators satisfying the Ginsparg-Wilson relation are invariant under these transformations [121]. Thus, it is possible to construct a doubler free lattice fermion theory that still obeys a lattice version of the continuum chiral symmetry. In contrast, the path integral measure is not invariant and an anomalous term in the axial Ward identity appears, which is a discretised version of the Adler-Bell-Jackiw anomaly 42]. It is further possible to construct massive fermions from a massless Ginsparg-Wilson Dirac operator $D_{\mathrm{GW}, 0}$ [125]:

$$
\begin{equation*}
D_{\mathrm{GW}, m}=D_{\mathrm{GW}, 0}+m\left(\mathbb{1}-\frac{a}{2} D\right)=\left(1-\frac{a m}{2}\right) D_{\mathrm{GW}, 0}+m \mathbb{1} \tag{4.52}
\end{equation*}
$$
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Two established realisations of Ginsparg-Wilson fermions are domain wall fermions [126129 and overlap fermions [130, 131. However, both fermion discretisations are computationally expensive such that other fermion formulations are commonly preferred.

Another discretisation that is based on a doublet of Wilson fermions and also breaks chiral symmetry is the twisted-mass fermion formulation, in which a chirally twisted mass term i $\mu \gamma^{5} \tau^{3}$ is added to the Wilson action [132, 133]. The corresponding Dirac operator is protected from zero modes, such that numerical simulations are stabilised, and the fermion determinant is strictly positive. In addition, the theory is $O(a)$-improved at maximal twist, i.e. the twisting angle $\alpha=\arctan (\mu / m)$ is set to $\pi / 2$ and the bare fermion mass $m$ to its critical value [134, 135]. A significant drawback of the formulation is the explicit breaking of isospin symmetry, which is, however, restored in the continuum limit 42, 135.

A lattice fermion formulation that preserves a remnant chiral symmetry is staggered fermions [136]. A transformation that mixes spinor and spacetime indices is used to distribute the four components of a Dirac spinor over the spacetime lattice. This reduces the number of fermion doublers from 16 to 4 . A further reduction of the number of species is achieved by computing roots of the fermion determinant [42]. A major advantage of staggered fermions are the reduced computational costs. However, a discussion about the conceptual issues related to the rooting of the determinant is on-going [137, [138].

### 4.5. Non-compact lattice QED

In the case of an Abelian gauge theory, a different type of lattice gauge action can be defined, which depends on the gauge fields and not on gauge links. Derivatives in the continuum gauge action are replaced by their discrete counterparts. On the lattice, the photon action is given by

$$
\begin{equation*}
S_{\gamma}[A]=\frac{1}{4} \sum_{x} \sum_{\mu_{1}, \mu_{2}} F^{x \mu_{1} \mu_{2}} F^{x \mu_{1} \mu_{2}} \tag{4.53}
\end{equation*}
$$

with the discretised field strength tensor 97

$$
\begin{equation*}
F^{\mu_{1} \mu_{2}}=\vec{\partial}_{\mathrm{F}}^{\mu_{1}} A^{\mu_{2}}-\vec{\partial}_{\mathrm{F}}^{\mu_{2}} A^{\mu_{1}} \tag{4.54}
\end{equation*}
$$

where we used the lattice derivatives defined in eq. (4.30). Using the relations between the right-acting and left-acting derivatives, we can rewrite the action as a bilinear form in the photon field, reading

$$
\begin{equation*}
S_{\gamma}[A]=\frac{1}{2} A_{\mathbf{c}_{2}} \Delta^{\mathbf{c}_{\mathbf{2}}}{ }_{\mathbf{c}_{1}} A^{\mathbf{c}_{1}} \tag{4.55}
\end{equation*}
$$

with the photon difference operator

$$
\begin{equation*}
\Delta^{\mu_{2}}{ }_{\mu_{1}}=\left(\sum_{\mu} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu}\right) \delta_{\mu_{1}}^{\mu_{2}}-\overleftarrow{\partial}_{\mathrm{F}}^{\mu_{1}} \vec{\partial}_{\mathrm{F}}^{\mu_{2}} \tag{4.56}
\end{equation*}
$$

$\mathbf{c} \equiv x \mu$ in position space representation and the metric tensor, which is used to raise and lower indices of the photon field and of the photon difference operator, is $g_{(x \mu)_{2}(x \mu)_{1}}=$ $\delta_{x_{1}}^{x_{2}} \delta_{\mu_{1}}^{\mu_{2}}$, i.e. $A_{(x \mu)_{2}}=g_{(x \mu)_{2}(x \mu)_{1}} A^{(x \mu)^{1}}=A_{(x \mu)^{2}}$. We have not included a specific gauge fixing term yet, which will become relevant for two reasons: Without gauge fixing the path integral is divergent as one integrates over an infinite set of equivalent photon field configurations. In addition, the perturbative photon propagator is ill-defined. The existence of gauge symmetries is related to a non-trivial kernel of the photon difference operator, such that the inverse does not exist. Non-compact lattice QED suffers from several conceptual problems which we will discuss in the following. In general, one is interested in a lattice discretisation of a continuum theory which possesses a transfer matrix for a rigorous quantum mechanical interpretation of the lattice field theory as well as the possibility of applying the Symanzik improvement program to remove lattice artefacts successively order by order. Helpful review articles for this topic are [38, 43, 44, 139].

### 4.5.1. Inconsistency of electrodynamics on periodic volumes and IR problem of lattice QED

In lattice Monte Carlo simulations it is necessary to define boundary conditions as only a finite number of lattice sites, i.e. a finite volume, can be simulated on the computer. A straight forward choice is the application of periodic boundary conditions in the spatial directions. In order to understand the effect of this choice, we consider classical electrodynamics in the continuum on a periodic volume, e.g. a three-dimensional torus $\mathbb{T}^{3}$ [44, 140]. It is easy to show that this setup leads to unwanted problems. The total electric charge enclosed in the periodic volume can be related to the divergence of the electric field via Gauss's law [44, 140]:

$$
\begin{equation*}
Q=\int_{\mathbb{T}^{3}} \mathrm{~d}^{3} x \rho=\int_{\mathbb{T}^{3}} \mathrm{~d}^{3} x \partial^{i} E^{i}=\int_{\partial \mathbb{T}^{3}} \mathrm{~d} S^{i} E^{i}=0 \tag{4.57}
\end{equation*}
$$

Due to the periodic boundary conditions the electric flux over the toroidal surface vanishes, i.e. the periodic volume is incompatible with a total non-vanishing charge. This contradicts the aim of studying unbounded charged particles.

In order to further investigate the problem related to the periodic boundary conditions, we consider the action of Euclidean QED on a four-dimensional torus with periodic boundary conditions and investigate its gauge symmetries. The QED action reads

$$
\begin{equation*}
S[A, \Psi, \bar{\Psi}]=\int \mathrm{d}^{4} x \frac{1}{4} \sum_{\mu_{2}, \mu_{1}} F^{x \mu_{2} \mu_{1}} F^{x \mu_{2} \mu_{1}}+\bar{\Psi}^{x}\left(\left(\gamma^{\mu} D^{\mu}+m\right) \Psi\right)^{x} \tag{4.58}
\end{equation*}
$$

where $D^{\mu}=\partial^{\mu}+\mathrm{i} e A^{\mu}$ is the covariant derivative and $F^{\mu_{2} \mu_{1}}=\partial^{\mu_{2}} A^{\mu_{1}}-\partial^{\mu_{1}} A^{\mu_{2}}$ the field strength tensor. The periodic boundary conditions are implemented as

$$
\begin{equation*}
\left.A^{x}\right|_{x^{\mu}=0}=\left.A^{x}\right|_{x^{\mu}=X^{\mu}},\left.\quad \Psi^{x}\right|_{x^{\mu}=0}=\left.\Psi^{x}\right|_{x^{\mu}=X^{\mu}},\left.\quad \bar{\Psi}^{x}\right|_{x^{\mu}=0}=\left.\bar{\Psi}^{x}\right|_{x^{\mu}=X^{\mu}} \tag{4.59}
\end{equation*}
$$

for $\mu=0,1,2,3$. Similar as in infinite volume, we find that the action is invariant under the gauge transformation $\mathfrak{G}$ of the form

$$
\begin{equation*}
\mathfrak{G}\left[\left(A^{x \mu}, \Psi^{x}, \bar{\Psi}^{x}\right)\right]=\left(A^{x \mu}-\left(\partial^{\mu} \alpha\right)^{x}, \exp \left(\mathrm{i} e \alpha^{x}\right) \Psi^{x}, \bar{\Psi}^{x} \exp \left(-\mathrm{i} e \alpha^{x}\right)\right) \tag{4.60}
\end{equation*}
$$

## 4. Lattice field theories

if $\alpha$ is a periodic function. In fact, demanding $\alpha$ to be a periodic function is far to restrictive. Inserting the gauge transformed fields into eq. 4.59 we find the two conditions

$$
\begin{equation*}
\left.\left(\partial^{\mu} \alpha\right)^{x}\right|_{x^{\mu}=0}=\left.\left(\partial^{\mu} \alpha\right)^{x}\right|_{x^{\mu}=X^{\mu}},\left.\quad \exp \left(\mathrm{i} e \alpha^{x}\right)\right|_{x^{\mu}=0}=\left.\exp \left(\mathrm{i} e \alpha^{x}\right)\right|_{x^{\mu}=X^{\mu}} \tag{4.61}
\end{equation*}
$$

Due to the $2 \pi$ i-periodicity of the exponential function, the conditions are equivalent to

$$
\begin{equation*}
\left.\left(\partial^{\mu} \alpha\right)^{x}\right|_{x^{\mu}=0}=\left.\left(\partial^{\mu} \alpha\right)^{x}\right|_{x^{\mu}=X^{\mu}},\left.\quad \quad \alpha^{x}\right|_{x^{\mu}=0}=\left.\alpha^{x}\right|_{x^{\mu}=X^{\mu}}-\frac{2 \pi}{e} n^{\mu} \tag{4.62}
\end{equation*}
$$

where $n \in \mathbb{Z}^{4}$. A simple solution to eq. 4.62 is given by the choice $\alpha^{x}=\frac{2 \pi n^{\mu}}{e X^{\mu}} x^{\mu}$, i.e. the respective gauge transformation reads

$$
\begin{equation*}
\mathfrak{G}\left[\left(A^{x \mu}, \Psi^{x}, \bar{\Psi}^{x}\right)\right]=\left(A^{x \mu}-\frac{2 \pi n^{\mu}}{e X^{\mu}}, \exp \left(\mathrm{i} e \frac{2 \pi n^{\mu}}{e X^{\mu}} x^{\mu}\right) \Psi^{x}, \bar{\Psi}^{x} \exp \left(-\mathrm{i} e \frac{2 \pi n^{\mu}}{e X^{\mu}} x^{\mu}\right)\right) \tag{4.63}
\end{equation*}
$$

For the photon field, this type of gauge transformation is a shift symmetry as the value of the entire field is shifted homogeneously [41]. From the previous discussion, it is clear that a gauge transformation, which satisfies eq. 4.62, can always be decomposed into a gauge transformation with periodic $\alpha$ and a non-periodic remainder for some $n \in \mathbb{Z}^{4}$ :

$$
\begin{equation*}
\alpha^{x}=\alpha_{\mathrm{per}}^{x}+\frac{2 \pi n^{\mu}}{e X^{\mu}} x^{\mu} \tag{4.64}
\end{equation*}
$$

Gauge transformations which are characterised by a non-periodic $\alpha$ are referred to as large gauge transformations.

In general, gauge symmetries cause a non-trivial kernel of the photon differential operator. The large gauge transformations, defined in eq. 4.63, shift the value of the photon field by a constant. Hence, the photon propagator possesses a divergence at $p=0$. In order to invert the photon differential operator, the gauge freedom has to be fixed. Commonly, one uses local gauge-fixing conditions that do not relate different sites of the gauge field. However, according to [44], large gauge transformations survive local gauge-fixing procedures as they are not continuously connected to the identity transformation. Therefore, a global gauge constraint has to be imposed in addition. There are several proposals to remove or avoid the problematic zero mode. In principle, there are two distinct solutions: Either one alters the action by excluding field modes manually or one chooses boundary conditions that avoid the zero mode [44].

### 4.5.2. $\mathrm{QED}_{\mathrm{TL}}$

$\mathrm{QED}_{\mathrm{TL}} 141$ is a particular infrared regularisation of non-compact lattice QED on a periodic lattice based on the action eq. 4.55. The photon field is restricted to field configurations satisfying

$$
\begin{equation*}
\sum_{x} A^{x \mu}=0 \quad \forall \mu \in\{0,1,2,3\} \tag{4.65}
\end{equation*}
$$

on all Euclidean components of the photon field. The name convention describes the fact that the summation in the constraint is both over the temporal and spatial directions. The latter condition is equivalent to demanding a vanishing zero-mode in Fourier space

$$
\begin{equation*}
\left.A^{p \mu}\right|_{p=0}=0 \quad \forall \mu \in\{0,1,2,3\} \tag{4.66}
\end{equation*}
$$

i.e. the mode is removed as a dynamical degree of freedom from the theory, such that the photon difference operator can be inverted and the infrared singularity in the photon propagator is avoided. It is commonly argued that removing a set of modes with measure zero in the infinite-volume limit does not alter the theory in this limit [44]. $\mathrm{QED}_{\mathrm{TL}}$ was used in early QCD+QED simulations [141, 142], but also in the original setup of the BMW collaboration for the investigation of isospin breaking [47] and of the Rome approach [46, 143], which will be relevant later in this work. Despite its simplicity, QED ${ }_{\mathrm{TL}}$ suffers from several conceptual problems [44, 47, 140], such that the application of this type of lattice QED discretisation is nowadays avoided. The constraint connects fields at arbitrary times and spoils reflection positivity. As a consequence, this prevents the construction of a transfer matrix [41]. In addition, charged particle propagators are illbehaved if the time extent of the box is sent to infinity while keeping its spatial size fixed: The effective mass for charged states at fixed order in $e^{2}$ diverges in the infinite time limit [41].

### 4.5.3. QED $_{L}$

A significant improvement with regard to the conceptual problems of $\mathrm{QED}_{\mathrm{TL}}$ is offered by $\mathrm{QED}_{\mathrm{L}}$, which was introduced by Hayakawa and Uno [140], featuring a more restrictive constraint on the field variables

$$
\begin{equation*}
\sum_{\vec{x}} A^{x \mu}=0 \quad \forall \mu \in\{0,1,2,3\} \quad \forall x^{0} \in\left\{0, \ldots, X^{0}-a\right\} \tag{4.67}
\end{equation*}
$$

i.e. the spatial zero mode is removed from the theory on each timeslice

$$
\begin{equation*}
\left.A^{p \mu}\right|_{\vec{p}=0}=0 \quad \forall \mu \in\{0,1,2,3\} \quad \forall p^{0} \tag{4.68}
\end{equation*}
$$

The constraint is local in time and respects reflection positivity. Hence, the existence of a transfer matrix is guaranteed [41]. In 44 the $\mathrm{QED}_{\mathrm{L}}$ constraint is applied to a $\phi^{4}$ scalar field theory in order to investigate its consequences with respect to the renormalisability of higher-dimensional operators. It was observed that the required counterterms possess non-local contributions, such that the operator product expansion, the Symanzik effectivetheory description of the lattice theory close to the continuum and the related improvement program break down. This leads to the assumption that an $O(a)$-improved version of $\mathrm{QED}_{\mathrm{L}}$, which removes leading lattice artefacts, cannot be constructed. According to 44], it is possible to avoid these conceptual problems if one restricts the calculations to leading order considerations. In [139], it is further suggested to also modify modes beyond the spatial zero modes in order to eliminate the leading finite-volume corrections to hadron masses.
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### 4.5.4. QED $_{M}$

Another approach is to regulate the divergence of the photon propagator by introducing a finite photon mass $m_{\gamma}$ after fixing the gauge to $R_{\xi}$-gauge, similar to the procedure in continuum QED [144, 145]. In this setup, the photon difference operator reads

$$
\begin{equation*}
\Delta_{\mathrm{QED}_{\mathrm{M}}}{ }^{\mu_{2}}{ }_{\mu_{1}}=\left(\sum_{\mu} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu}+m_{\gamma}^{2}\right) \delta_{\mu_{1}}^{\mu_{2}}+\left(\frac{1}{\xi}-1\right) \overleftarrow{\partial}_{\mathrm{F}}^{\mu_{1}} \vec{\partial}_{\mathrm{F}}^{\mu_{2}} \tag{4.69}
\end{equation*}
$$

As QED $_{\mathrm{M}}$ employs two IR regulators, the photon mass and the finite volume, it is important to realise that the limits do not commute, which makes the extrapolation challenging. In order to recover infinite-volume QED, first one has to perform the infinite volume extrapolation of the observable and then extrapolate to vanishing photon mass. According to [44, if $m_{\gamma}$ is too small in comparison with the lattice volume, the effective mass of charged particles will show the same problems as for $\mathrm{QED}_{\mathrm{TL}}$. In [144, 145], it is argued that hadron masses can, however, be reliably estimated in the regime $m_{\gamma} / m_{\pi} \leq 1$ and $m_{\gamma} L \geq 1$.

### 4.5.5. QED $_{\mathrm{C}}$

So far, we have discussed solutions to the IR problem of non-compact lattice QED based on an alteration of the theory. A different approach is to modify the boundary conditions, such that large gauge transformations are spoiled. We briefly discuss QED $_{C}$ [146-148], which was introduced to the lattice community after this project had been started. QED $_{C}$ is defined by applying spatial C-parity boundary conditions instead of periodic boundary conditions in the spatial directions $\mu=1,2,3$, i.e.

$$
\begin{equation*}
\left.A^{x}\right|_{x^{\mu}=0}=-\left.A^{x}\right|_{x^{\mu}=X^{\mu}},\left.\quad \Psi^{x}\right|_{x^{\mu}=0}=\left.C^{-1}\left(\bar{\Psi}^{x}\right)^{T}\right|_{x^{\mu}=X^{\mu}}, \tag{4.70}
\end{equation*}
$$

where $C=\mathrm{i} \gamma^{0} \gamma^{2}$ is the charge conjugation matrix for Dirac spinors. For this choice, an argument similar to eq. 4.57) cannot be constructed, as the electric and flavour charge can flow in and out at the boundaries. However, charge and flavour symmetries are partially broken by the boundary conditions, such that charge and flavour quantum numbers are not conserved. In fact, only the quantum numbers $(-1)^{Q}$ and $(-1)^{F}$ are conserved, such that states with charges differing by multiples of 2 have non-vanishing overlap [146148]. E.g. a $\Xi^{-}$baryon can decay into a proton [44. The major disadvantage of $\mathrm{QED}_{\mathrm{C}}$ is the requirement of the generation of completely new gauge ensembles, which is very costly. A code for lattice simulations of $(\mathrm{QCD}+\mathrm{QED})_{\mathrm{C}}$ based on the openQCD library is available [149, 150, where isospin breaking is treated non-perturbatively.

### 4.6. Monte Carlo simulations for gauge theories

The large number of degrees of freedom, which have to be integrated over in order to evaluate the path integral, makes standard numerical integration methods inapplicable 42, 60. A straightforward numerical computation using quadrature formulas is too expensive
in terms of computing time. A solution to this problem is the application of Monte Carlo integration, i.e. the integral is stochastically estimated by the average of the integrand, evaluated at randomly chosen values of the integration variable.

### 4.6.1. Importance sampling

The expectation value of an observable, which depends on the gauge field $U$, can be estimated by

$$
\begin{equation*}
\langle\mathcal{O}[U]\rangle \approx \frac{1}{n} \sum_{i=1}^{n} \exp \left(-S\left[U_{i}\right]\right) \mathcal{O}\left[U_{i}\right] \tag{4.71}
\end{equation*}
$$

where the $U_{i}$ are drawn from a flat distribution. This method is rather inefficient, as a gauge configuration $U_{i}$ only contributes very little to the path integral if the corresponding Boltzmann weight $\exp \left(-S\left[U_{i}\right]\right) / Z$ is small. A more efficient approach is importance sampling, in which the $U_{i}$ are sampled according to the probability density distribution

$$
\begin{equation*}
\mathrm{d} P(U)=\frac{\exp (-S[U])}{Z} D U \tag{4.72}
\end{equation*}
$$

The path integral over the gauge field $U$ can then be approximated by a summation over the set of gauge configurations $\left(U_{i}\right)_{i=1, \ldots, n}$ :

$$
\begin{equation*}
\langle\mathcal{O}[U]\rangle \approx \frac{1}{n} \sum_{i=1}^{n} \mathcal{O}\left[U_{i}\right] \tag{4.73}
\end{equation*}
$$

According to the central limit theorem, the statistical error of the result scales with $1 / \sqrt{n}$ 42].

### 4.6.2. Markov chains

The generation of gauge configurations $\left(U_{i}\right)_{i=1, \ldots, n}$ can be performed by means of a Markov chain. Starting from a given $U_{1}, U_{i+1}$ is obtained from $U_{i}$ in a Monte Carlo update step. The Markov chain is characterised by the transition probability $T\left(U^{\prime} \mid U\right)$, which describes the probability to obtain a configuration $U^{\prime}$ from $U$ within an update step. The Markov chain is in equilibrium if the probability distribution of the gauge configurations $P(U)$ fulfils the balance equation [42, 60]

$$
\begin{equation*}
\sum_{U} T\left(U^{\prime} \mid U\right) P(U)=\sum_{U} T\left(U \mid U^{\prime}\right) P\left(U^{\prime}\right) \tag{4.74}
\end{equation*}
$$

A more restrictive solution to the latter equation is the detailed balance condition [42, 60]

$$
\begin{equation*}
T\left(U^{\prime} \mid U\right) P(U)=T\left(U \mid U^{\prime}\right) P\left(U^{\prime}\right) \tag{4.75}
\end{equation*}
$$

In section 4.6.5 we present the Hybrid Monte Carlo algorithm, which is used to generate gauge configurations based on Markov chains and the detailed balance condition.
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### 4.6.3. Effective gauge action

So far, we have only considered an action that depends on the gauge field $U$. In practice, one is interested to simulate theories with additional fields, which we described by the field $\Upsilon$. We consider an action

$$
\begin{equation*}
S_{\Upsilon}[U, \Upsilon]=S_{\mathrm{g}}[U]+S_{\Upsilon}[U, \Upsilon] \tag{4.76}
\end{equation*}
$$

where $S_{\mathrm{g}}[U]$ describes the self-interaction of $U$ and $S_{\Upsilon}[U, \Upsilon]$ the remaining interactions. The theory is described by the partition function and expectation value

$$
\begin{align*}
Z & =\int D U D \Upsilon \exp \left(-S_{\mathrm{g}}[U]-S_{\Upsilon}[U, \Upsilon]\right)  \tag{4.77}\\
\langle\mathcal{O}[U, \Upsilon]\rangle & =\frac{1}{Z} \int D U D \Upsilon \exp \left(-S_{\mathrm{g}}[U]-S_{\Upsilon}[U, \Upsilon]\right) \mathcal{O}[U, \Upsilon] \tag{4.78}
\end{align*}
$$

In the following, we assume that are able to integrate over the field $\Upsilon$, i.e. we can evaluate the partition function and expectation value

$$
\begin{align*}
Z_{\Upsilon}[U] & =\int D \Upsilon \exp \left(-S_{\Upsilon}[U, \Upsilon]\right)  \tag{4.79}\\
\langle\mathcal{O}[U, \Upsilon]\rangle_{\Upsilon} & =\frac{1}{Z_{\Upsilon}} \int D \Upsilon \exp \left(-S_{\Upsilon}[U, \Upsilon]\right) \mathcal{O}[U, \Upsilon] \tag{4.80}
\end{align*}
$$

which both depend on the background gauge field $U$. Assuming that the partition function $Z_{\Upsilon}$ is positive, we may define the effective gauge action [151, 152 ]

$$
\begin{equation*}
S_{\mathrm{eff}}[U]=S_{\mathrm{g}}[U]-\log \left(Z_{\Upsilon}[U]\right) \tag{4.81}
\end{equation*}
$$

We also define the corresponding objects of the $\Upsilon$, which are defined on a background gauge field $U$ :

$$
\begin{align*}
\left\langle\mathcal{O}_{\text {eff }}[U]\right\rangle_{\mathrm{eff}} & =\frac{1}{Z_{\mathrm{eff}}} \int D U \exp \left(-S_{\mathrm{eff}}[U]\right) \mathcal{O}_{\mathrm{eff}}[U]  \tag{4.82}\\
Z_{\mathrm{eff}} & =\int D U \exp \left(-S_{\mathrm{eff}}[U]\right) \tag{4.83}
\end{align*}
$$

By construction, the two partition functions $Z$ and $Z_{\text {eff }}$ are identical:

$$
\begin{equation*}
Z=\int D U D \Upsilon \exp \left(-S_{\mathrm{g}}[U]-S_{\Upsilon}[U, \Upsilon]\right)=\int D U \exp \left(-S_{\mathrm{g}}[U]\right) Z_{\Upsilon}[U]=Z_{\mathrm{eff}} \tag{4.84}
\end{equation*}
$$

The expectation value of the full and the effective action are related through

$$
\begin{align*}
\langle\mathcal{O}[U, \Upsilon]\rangle & =\frac{1}{Z} \int D U D \Upsilon \exp \left(-S_{\mathrm{g}}[U]-S_{\Upsilon}[U, \Upsilon]\right) \mathcal{O}[U, \Upsilon] \\
& =\frac{1}{Z} \int D U \exp \left(-S_{\text {eff }}[U]\right) \frac{1}{Z_{\Upsilon}[U]} \int D \Upsilon \exp \left(-S_{\Upsilon}[U, \Upsilon]\right) \mathcal{O}[U, \Upsilon] \\
& \left.=\frac{1}{Z_{\text {eff }}} \int D U \exp \left(-S_{\text {eff }}[U]\right)\langle\mathcal{O}[U, \Upsilon]\rangle\right\rangle_{\Upsilon}=\left\langle\langle\mathcal{O}[U, \Upsilon]\rangle_{\Upsilon}\right\rangle_{\text {eff }} \tag{4.85}
\end{align*}
$$

i.e. as a first step $\mathcal{O}_{\text {eff }}[U]=\langle\mathcal{O}[U, \Upsilon]\rangle \Upsilon$ is evaluated for each value of the gauge field $U$ and then the expectation value with respect to the effective action $\left\langle\mathcal{O}_{\text {eff }}[U]\right\rangle_{\text {eff }}$ is taken. $\mathcal{O}_{\text {eff }}[U]$ is an effective operator, which only depends on the gauge field $U$. The Monte Carlo estimation is now performed with respect to the effective gauge action $S_{\text {eff }}$. Equation (4.73) is altered to

$$
\begin{equation*}
\langle\mathcal{O}[U, \Upsilon]\rangle \approx \frac{1}{n} \sum_{i=1}^{n}\left\langle\mathcal{O}\left[U_{i}, \Upsilon\right]\right\rangle \Upsilon \tag{4.86}
\end{equation*}
$$

and the gauge configurations are generated with respect to the distribution

$$
\begin{equation*}
\mathrm{d} P(U)=\frac{\exp \left(-S_{\mathrm{eff}}[U]\right)}{Z} D U=\frac{\exp \left(-S_{\mathrm{g}}[U]\right) Z_{\Upsilon}[U]}{Z} D U, \tag{4.87}
\end{equation*}
$$

i.e. the partition function $Z_{\Upsilon}[U]$ becomes part of the Boltzmann weight.

### 4.6.4. Monte Carlo simulations for fermion fields

We consider a fermion action which is bilinear in the conjugated fermionic fields $\Psi$ and $\bar{\Psi}$, reading

$$
\begin{equation*}
S[\Psi, \bar{\Psi}]=\bar{\Psi}_{\mathbf{a}} D_{\mathbf{b}}^{\mathbf{a}} \Psi^{\mathbf{b}} . \tag{4.88}
\end{equation*}
$$

The Dirac operator $D$ depends on a background gauge field $U$, which we suppress for better readability. For this action, it is possible to formally compute the partition function $Z$, as the integral over the Grassmann variables can be performed algebraically [59, 151-153]:

$$
\begin{equation*}
Z=\int D \Psi D \bar{\Psi} \exp (-S[\Psi, \bar{\Psi}])=\operatorname{det}(-D) \tag{4.89}
\end{equation*}
$$

For a $\gamma^{5}$-hermitian Dirac operator, e.g. the Wilson Dirac operator in eq. 4.40, the partition function is real 42]:

$$
\begin{equation*}
Z=\operatorname{det}(-D)=\operatorname{det}\left(-\gamma^{5} D \gamma^{5}\right)=\operatorname{det}\left(-D^{\dagger}\right)=\operatorname{det}(-D)^{*}=(Z)^{*} . \tag{4.90}
\end{equation*}
$$

To include the fermion partition function into the weight factor, as discussed in section 4.6.3. $Z$ has to be positive. If we consider a doublet of mass-degenerate fermions with flavours 1 and 2, the Dirac operator is block-diagonal $D=\operatorname{diag}\left(D_{1}, D_{2}\right)$ and $D_{1}=D_{2}$. Hence, the partition function is not only real but positive semi-definite [42]:

$$
\begin{align*}
Z & =\operatorname{det}(-D)=\operatorname{det}\left(-D_{1}\right) \operatorname{det}\left(-D_{2}\right)=\left(\operatorname{det}\left(-D_{1}\right)\right)^{2} \\
& =\operatorname{det}\left(-D_{1}\right) \operatorname{det}\left(-D_{1}^{\dagger}\right)=\operatorname{det}\left(D_{1} D_{1}^{\dagger}\right) \geq 0 \tag{4.91}
\end{align*}
$$

Assuming $D$ has no zero eigenvalues, $\operatorname{det}\left(D_{1} D_{1}^{\dagger}\right)$ can be evaluated by an integration over complex bosonic fields $\Phi$ and $\Phi^{\dagger}$, which are commonly referred to as pseudo-fermions [42]:

$$
\begin{equation*}
\operatorname{det}\left(D_{1} D_{1}^{\dagger}\right)=\frac{1}{\pi^{\Lambda}} \int D \Phi D \Phi^{\dagger} \exp \left(-\Phi^{\dagger}\left(D_{1} D_{1}^{\dagger}\right)^{-1} \Phi\right) \tag{4.92}
\end{equation*}
$$
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$\Lambda$ denotes the total number of lattice sites. For single fermion species with a Dirac operator $D_{1}$, a rooting trick can be applied, assuming that the quark determinant is positive. In this case, it can be represented by an integral over pseudofermion fields, reading

$$
\begin{align*}
\operatorname{det}\left(D_{1}\right) & =\operatorname{det}\left(\sqrt{D_{1}^{2}}\right)=\operatorname{det}\left(\sqrt{D_{1}} \sqrt{D_{1}}{ }^{\dagger}\right) \\
& =\frac{1}{\pi^{\Lambda}} \int D \Phi D \Phi^{\dagger} \exp \left(-\Phi^{\dagger}\left(\sqrt{D_{1}}{\sqrt{D_{1}}}^{\dagger}\right)^{-1} \Phi\right) \tag{4.93}
\end{align*}
$$

Technically, $\sqrt{D_{1}}$ is approximates by a polynomial [154] or rational [155, 156] function in $D_{1}$. We will discuss this in more detail in section 5.2.4. Another possibility to compute the single fermion determinant assuming a spectrum with positive real parts, which does not apply to the Wilson-Dirac operator, is discussed in [157, 158 .

### 4.6.5. Hybrid Monte Carlo algorithm

The Hybrid Monte Carlo (HMC) algorithm [159] is a tool to generate gauge configurations $\left(U_{i}\right)_{i=1, \ldots, n}$ for a lattice gauge theory including fermion fields. For simplicity, we assume to have a doublet of mass-degenerate Wilson fermions with a single flavour Dirac operator $D[U]$, for which the partition function $Z_{\Upsilon}[U]$ is positive. We understand the gauge links $U$ as a function of the Markov time $\tau$, which parametrises the Markov chain, and identify $U_{i}$ with $U(i \Delta \tau)$. The gauge links

$$
\begin{equation*}
U^{x \mu}=\exp \left(\mathrm{i} \sum_{i} Q^{x \mu i} T^{i}\right) \tag{4.94}
\end{equation*}
$$

are parametrised by the real coefficients $Q^{x \mu i}$, where $T^{i}$ are the generators of the gauge group. For each coordinate $Q^{x \mu i}$ a conjugate momentum $P^{x \mu i}$ is introduced. The Hamilton function of the molecular dynamics, which describes the time evolution of the coordinates $Q$ and momenta $P$ with respect to $\tau$, is defined as 42]

$$
\begin{equation*}
H[Q, P]=\frac{1}{2} \sum_{x, \mu, i}\left(P^{x \mu i}\right)^{2}+S_{\mathrm{g}}[U[Q]]-\phi^{\dagger}\left(D[U[Q]](D[U[Q]])^{\dagger}\right)^{-1} \phi \tag{4.95}
\end{equation*}
$$

From the corresponding Hamilton equations one derives the equations of motion 42 ]

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \tau} P^{x \mu i} & =-\frac{\partial H[Q, P]}{\partial Q^{x \mu i}}=-F[U[Q], \phi]^{x \mu i}  \tag{4.96}\\
\frac{\mathrm{~d}}{\mathrm{~d} \tau} Q^{x \mu i} & =\frac{\partial H[Q, P]}{\partial P^{x \mu i}}=P^{x \mu i} \tag{4.97}
\end{align*}
$$

with the force term 42]

$$
\begin{equation*}
F[U[Q], \phi]^{x \mu i}=\frac{\partial}{\partial Q^{x \mu i}}\left(S_{\mathrm{g}}[U[Q]]+\phi^{\dagger}\left(D[U[Q]](D[U[Q]])^{\dagger}\right)^{-1} \phi\right) \tag{4.98}
\end{equation*}
$$

The HMC algorithm generates a new gauge configuration $U_{i+1}$ from a gauge configuration $U_{i}$ in the following way 42]: The gauge configuration $U(i \Delta \tau)$ is translated into coordinates
$Q(i \Delta \tau)$. A pseudofermion field $\phi=D \xi$ is generated, where $\xi$ is distributed according to $\exp \left(-\xi^{\dagger} \xi\right)$. The initial random conjugated fields $P(i \Delta \tau)$ are drawn from a Gaussian distribution $\exp \left(-\operatorname{tr} P^{2}\right) . Q(i \Delta \tau)$ and $P(i \Delta \tau)$ are used as initial values for the integration of the molecular dynamics equations of motion. The latter are integrated numerically over a distance $\Delta \tau$, leading to coordinates $Q((i+1) \Delta \tau)$ and momenta $P((i+1) \Delta \tau)$. From $Q((i+1) \Delta \tau)$ a new gauge configuration $U_{i+1}$ is constructed. The numerical integrator requires the computation of the force term for each step. This is the most expensive part of the HMC algorithm, as the Dirac equation has to be solved [42. The HMC algorithm only fulfils the detailed balance equation in eq. (4.75) if the numerical integration scheme satisfies two requirements [42: The integration measure is area preserving and the integration scheme is reversible. A class of integration schemes, which satisfy these conditions, are leapfrog integration schemes 42]. Due to translation invariance with respect to Markov time, the value of the Hamilton function is, in principle, conserved along a solution of the equation of motion. However, the numerical integration will lead to deviations from the exact solution. To correct for this violation, a Monte Carlo accept-reject step is added to the algorithm [42. The suggested gauge configuration $U_{i+1}$ is only accepted if a random number $r$, which is drawn from the interval $[0,1)$, satisfies

$$
\begin{equation*}
r<\exp \left(H\left[P_{i+1}, Q_{i+1}\right]-H\left[P_{i}, Q_{i}\right]\right) \tag{4.99}
\end{equation*}
$$

The new configuration $U_{i+1}$ is rejected otherwise. Instead, the initial gauge configuration is reused a second time, $U_{i+1}=U_{i}$. In order to obtain a high acceptance rate, the step size of the numerical integration scheme has to be chosen small. However, this leads to a smaller number of generated gauge configuration at equal computational cost. To find the optimal choice of parameters is non-trivial and depends on the lattice spacing, the bare masses and the lattice volume.

### 4.6.6. Thermalisation

The HMC algorithm has to be started from an initial gauge configuration $U_{0}$. This can be a random gauge configuration or a gauge field, which is generated from a different HMC run with similar parameters 42. The generated gauge configurations will not immediately fulfil the desired equilibrium probability distribution. This is only the case after a thermalisation time, which depends on the bare parameters, the lattice size and the investigated observable.

### 4.6.7. Monte Carlo reweighting

Depending on the specific theory, the generation of gauge configurations can be extremely computationally demanding. In particular, the consideration of dynamical fermions is computationally expensive. The reweighting method [160, 161], which we discuss in the following, was introduced by Ferrenberg and Swendsen. It allows to reuse existing gauge configurations of a gauge field $U$, generated with respect to an effective action $S_{\text {eff }, 1}$, for a similar theory with an effective action $S_{\text {eff }, 2}$ correcting the Boltzmann weights of the gauge configurations. In the following discussion, we only consider effective actions,
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assuming that all degrees of freedom but the gauge field, which is sampled by the Monte Carlo simulation, have already been integrated out by the path integral. We consider two effective actions $S_{\text {eff }, i}$ for $i=1,2$. The corresponding partition functions $Z_{\text {eff }, i}$ and expectation values $\langle\mathcal{O}[U]\rangle_{\text {eff }, i}$ read

$$
\begin{align*}
Z_{\mathrm{eff}, i} & =\int D U \exp \left(-S_{\mathrm{eff}, i}[U]\right),  \tag{4.100}\\
\langle\mathcal{O}[U]\rangle_{\mathrm{eff}, i} & =\frac{1}{Z_{\text {eff }, i}} \int D U \exp \left(-S_{\mathrm{eff}, i}[U]\right) \mathcal{O}[U] . \tag{4.101}
\end{align*}
$$

The expectation value of the second action can be related to the expectation value of the first action by

$$
\begin{align*}
\langle\mathcal{O}[U]\rangle_{\mathrm{eff}, 2} & =\frac{\int D U \exp \left(-S_{\mathrm{eff}, 2}[U]\right) \mathcal{O}[U]}{\int D U \exp \left(-S_{\mathrm{eff}, 2}[U]\right)} \\
& =\frac{\int D U \exp \left(-S_{\mathrm{eff}, 1}[U]\right) \frac{\exp \left(-S_{\mathrm{eff}, 2}[U]\right)}{\exp \left(-S_{\mathrm{eff}, 1}[U]\right)} \mathcal{O}[U]}{\int D U \exp \left(-S_{\mathrm{eff}, 1}[U]\right) \frac{\exp \left(-S_{\mathrm{eff}, 2}[U]\right)}{\exp \left(-S_{\mathrm{eff}, 1}[U]\right)}}=\frac{\langle R[U] \mathcal{O}[U]\rangle_{\mathrm{eff}, 1}}{\langle R[U]\rangle_{\mathrm{eff}, 1}} . \tag{4.102}
\end{align*}
$$

We have introduced the reweighting factor $R[U]$, given by

$$
\begin{equation*}
R[U]=\frac{\exp \left(-S_{\mathrm{eff}, 2}[U]\right)}{\exp \left(-S_{\mathrm{eff}, 1}[U]\right)} \tag{4.103}
\end{equation*}
$$

which corrects for the wrong statistical weight of each gauge configuration with respect to the new action. The estimation of the reweighting factor introduces additional statistical noise. It can also be very expensive to evaluate the reweighting factor, depending on the physical content of the two theories and their difference. One typical application is the modification of bare parameters after the gauge configurations have been generated. In finite-temperature simulations, the observables have to be computed for various values of the temperature to explore the phase diagram. The temperature is related to the temporal lattice extent and therefore to the lattice spacing, which depends on the inverse coupling $\beta$. It is usually too expensive to generate gauge ensembles for each desired value of the temperature and its corresponding $\beta$, such that the inverse coupling $\beta$ is altered by reweighting [162]. A chemical potential can be treated in the same way 162. The quark masses can also be fine-tuned by means of the reweighting method [157, 163, 164]. Another example is the alteration of the entire physical theory. Non-degenerate quark masses can be introduced on isosymmetric ensembles by means of reweighting [158] or even an additional interaction such as QED [165]. This will become important in this thesis.

### 4.7. Systematic errors of lattice Monte Carlo simulations

In this section, we briefly discuss various potential systematic errors which accompany lattice gauge theory calculations.

## Finite lattice spacing

Lattice field theory calculations compute physical observables at finite lattice spacing. A prediction at the physical point is only possible when the results from different lattice spacings are extrapolated to the continuum by means of a fit. The Symanzik improvement programme [108, 109 allows to systematically remove lattice artefacts order by order. Nevertheless, smaller lattice spacings require a larger number of lattice sites to keep the physical volume constant, which significantly increases the computational cost [42]. The rotational symmetry of the continuum theory is clearly broken by the lattice discretisation. Nevertheless, it is possible to relate irreducible representations of the octahedral group, which is the rotational symmetry group of a spatial cubic lattice, to irreducible representations of the continuum rotation group $S O(3)$ [166].

## Unphysical quark masses

The relation between the bare parameters and the quantities defining the renormalisation scheme is non-trivial and can only be determined via the lattice simulation. Therefore, it is not possible to know the correct bare parameters at the physical point in advance. Simulations are commonly performed at various values of the bare parameters. To obtain results at the physical point, fits in terms of the quantities belonging to the renormalisation scheme, so-called chiral extrapolations, are performed. The required fit models can be motivated by chiral perturbation theory. In addition, lattice simulations are often performed preferably at unphysically large quark masses as the computational cost is significantly reduced [42].

## Finite volume effects

Numerical results which are obtained from lattice Monte Carlo simulations suffer from finite volume effects as computer simulations can only deal with a finite number of lattice points. In principle, it is possible to simulate the same theory on systems with different box sizes to investigate the dependence on the physical volume. The extrapolation can then be performed as a fit in powers of $\frac{1}{L}$, where $L$ describes the spatial extent of the lattice 42]. For a systematic expansion, chiral perturbation theory on finite volumes can be used 98 . Hadronic masses are altered by an interaction around the spatial torus, which leads to exponential corrections $O(\exp (-m L))$ [42] for pure QCD. This is most relevant for the smallest accessible mass of the theory, i.e. $m_{\pi}$. One usually chooses $m_{\pi} L>4$ [45] such that finite volume corrections are negligible at the level of current statistical precisions. For simulations involving QED the situation is different. QED does not possess a spectral gap and the interaction is long-ranged. One therefore expects relevant finite size corrections depending on the simulated volume [139].

## Excited state effects

Spectroscopy calculations rely on fitting procedures to correlation functions. In interacting theories, interpolation operators usually do not create a pure eigenstate of the Hamilton
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operator when applied to the vacuum state, but a superposition of eigenstates. It is not always possible to reliably isolate the desired state, such that the value of the corresponding mass or matrix element is biased. Nevertheless, it is possible to optimise interpolation operators in a variational analysis, reducing excited state effects [42].
(Partial) Quenching of the fermion determinant and disregard of Feynman diagrams
The computation of the fermion determinant $Z_{\mathrm{q}}[U]$ in the process of the gauge ensemble generation is computationally expensive. It was common to neglect the sea quark contribution in lattice Monte Carlo simulations completely, i.e. the quark determinant was set to unity, which is equivalent of having infinitely heavy sea quarks. This procedure is referred to as the quenched approximation [42] and leads to various unphysical results. In particular, the $\eta^{\prime}$ becomes a pseudo-Goldstone boson [42] as the contribution to the mass caused by the anomaly, which is related to sea quark loops [98, 105], is missing. In addition, exceptional configurations characterised by small or negative eigenvalues of the Dirac operator appear more often [42]. A further simplification in lattice simulations is to focus on Feynman diagrams, which are computationally easy to handle. The evaluation of quark-disconnected diagrams demands a much higher computational effort compared to quark-connected diagrams [42], which usually form the dominant contribution. Nevertheless, quark-disconnected diagrams are relevant to correctly predict various physical phenomena, such as the mass of the $\eta$ meson and the value of the $\eta-\eta^{\prime}$ mixing angle [167.

## 5. CLS Monte Carlo simulations for lattice QCD $_{\text {iso }}$

The gauge configurations used in this thesis for Monte Carlo simulations are provided by the CLS effort. They are generated with respect to a lattice gauge theory describing QCD with $N_{\mathrm{f}}=2+1$ dynamical quark flavours, i.e. the quark masses of the two lightest quarks are degenerate. The setup and the production strategy are discussed in [45], based on the simulation concepts introduced in [168]. In this chapter, we will briefly discuss the lattice action, give details on the treatment of fermions and the fermion determinants, describe the determination of required reweighting factors, present the renormalisation scheme and the scale setting and finally give an overview over generated gauge ensembles. This chapter mainly summerises the most important aspects of the publications [45, 168, 172] and is partly inspired by the PhD thesis 65].

### 5.1. Action and boundary conditions

Gauge ensembles generated within the CLS effort are characterised by the following action: For the $S U(3)$ gauge fields the Lüscher-Weisz gauge action is employed, given in eq. (4.29). The fermion discretisation is based on $O(a)$-improved Wilson fermions including the Sheikholeslami-Wohlert term, c.f. eq. (4.47). The required improvement coefficient $c_{\mathrm{SW}}$ is determined non-perturbatively in [172], based on the evaluation of the PCAC relation. Simulations are performed with the three quark flavours up, down and strange and degenerate up and down quark masses, i.e. the isosymmetric limit is considered.

Periodic boundary conditions are the most common choice in lattice QCD, as they preserve translational invariance. In simulations performed at smaller lattice spacings a freezing of the topological charge was observed [173], which is an integer number on periodic lattices. As a consequence, autocorrelation times grow, as the HMC algorithm is not able to sweep trough many topological sectors and the representativeness of the generated gauge configurations has to be questioned. In particular, the ergodicity of the simulation algorithm cannot be assured when approaching the continuum limit [169]. A way to alleviate the topology freezing is to alter the temporal boundary conditions. In [173] the introduction of open temporal boundary conditions is suggested, imposing Dirichlet boundary conditions on components of the quark fields and demanding the colour-electric field to vanish. On this geometry, the topological charge is not an integer, but a real number, and it can flow into and out of the lattice during the HMC process, i.e. the topological barriers are removed. In the CLS effort, ensembles with both types of boundary conditions, i.e. periodic temporal and open temporal are generated. We will discuss the
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two types of boundary conditions and their actual implementation in more detail in the context of combined QCD and QED in section 6.2.

### 5.2. Algorithmic setup

Several advanced computational techniques are applied to speed up the HMC algorithm, in particular to compute the fermion determinant, which is the most expensive part.

### 5.2.1. Even-odd preconditioning for light quarks

The calculation of the light quark determinant is not performed by considering the single flavour $\gamma^{5}$-hermitian Dirac-Wilson operator $D$, but the hermitian operator 45]

$$
\begin{equation*}
Q=\gamma^{5} D . \tag{5.1}
\end{equation*}
$$

A simplification of the calculation called even-odd preconditioning [174] is achieved by decomposing the lattice into even and odd lattice sites

$$
Q=\left(\begin{array}{cc}
Q_{\mathrm{ee}} & Q_{\mathrm{eo}}  \tag{5.2}\\
Q_{\mathrm{oe}} & Q_{\mathrm{oo}}
\end{array}\right)
$$

As the operator $Q$ involves only self-interactions and nearest neighbour interactions $Q_{\text {ee }}$ and $Q_{\mathrm{oo}}$ are diagonal matrices for which both the inverse and the diagonal can directly be calculated. In order to calculate the determinant of $Q$ it is convenient to decomposed $Q$ further into

$$
Q=\left(\begin{array}{cc}
1 & Q_{\mathrm{eo}}\left(Q_{\mathrm{oo}}\right)^{-1}  \tag{5.3}\\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\hat{Q} & 0 \\
0 & Q_{\mathrm{oo}}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\left(Q_{\mathrm{oo}}\right)^{-1} Q_{\mathrm{oe}} & 1
\end{array}\right)
$$

where we have introduced the asymmetric even-odd preconditioned Schur complement

$$
\begin{equation*}
\hat{Q}=Q_{\mathrm{ee}}-Q_{\mathrm{eo}}\left(Q_{\mathrm{oo}}\right)^{-1} Q_{\mathrm{oe}} \tag{5.4}
\end{equation*}
$$

Making use of the fact that the determinants of the leftmost and rightmost matrices in the above decomposition are unity, the squared quark determinant can be written as a product of squared determinants of $Q_{\mathrm{oo}}$ and of the Schur complement $\hat{Q}$ [45]:

$$
\begin{equation*}
\operatorname{det}\left(Q^{2}\right)=\operatorname{det}\left(\left(Q_{\mathrm{oo}}\right)^{2}\right) \operatorname{det}\left(\hat{Q}^{2}\right) \tag{5.5}
\end{equation*}
$$

The determination of $\operatorname{det}\left(\hat{Q}^{2}\right)$ is computationally simplified compared to $\operatorname{det}\left(Q^{2}\right)$ as $\hat{Q}^{2}$ is an operator on a lattice with only half the number of sites.

### 5.2.2. Twisted mass reweighting for light quarks

The Wilson Dirac operator does not only possess eigenvalues equal or larger than the bare quark mass. Consequently, field space is divided by surfaces of zero eigenvalue, which
cannot be crossed by the HMC algorithm due to the infinite action [45]. The introduction of a small twisted mass term makes the spectrum of the Wilson Dirac operator strictly positive. In addition, it reduces the fluctuations of the forces to be integrated, such that a larger step widths in the HMC integrator can be applied and therefore makes the simulations cheaper and more reliable. The squared light quark determinant is written as (45]

$$
\begin{equation*}
\operatorname{det}\left(Q^{2}\right)=\operatorname{det}\left(\left(Q_{\mathrm{oo}}\right)^{2}\right) \operatorname{det}\left(\hat{Q}^{2}\right)=W_{0} \operatorname{det}\left(\left(Q_{\mathrm{oo}}\right)^{2}\right) \operatorname{det}\left(\frac{\hat{Q}^{2}+\mu_{0}^{2}}{\hat{Q}^{2}+2 \mu_{0}^{2}}\right) \operatorname{det}\left(\hat{Q}^{2}+\mu_{0}^{2}\right), \tag{5.6}
\end{equation*}
$$

where we have introduced the twisted-mass reweighting factor

$$
\begin{equation*}
W_{0}=\operatorname{det}\left(\frac{\left(\hat{Q}^{2}+2 \mu_{0}^{2}\right) \hat{Q}^{2}}{\left(\hat{Q}^{2}+\mu_{0}^{2}\right)^{2}}\right) \tag{5.7}
\end{equation*}
$$

that compensates for the twisted mass term. A larger choice of the twisted-mass parameter $\mu_{0}$ leads to a more stable performance of the HMC algorithm as force fluctuations are removed but reintroduces larger fluctuations in the reweighting factor. $W_{0}$ is removed from the quark action used to generate the gauge configurations. To correct for the wrong statistical weight of the generated gauge configurations due to the altered quark action a reweighting according to section 4.6 .7 is performed, where $W_{0}$ appears as the reweighting factor. $W_{0}$ is later stochastically estimated by means of pseudofermion fields [45].

### 5.2.3. Factorisation of the light quark determinant

A further reduction of the fluctuation of the forces in the HMC algorithm can be achieved by a determinant factorisation [175] with different values for the twisted masses [176]. The twisted mass quark determinant is decomposed as 45]

$$
\begin{equation*}
\operatorname{det}\left(\hat{Q}^{2}+\mu_{0}^{2}\right)=\operatorname{det}\left(\hat{Q}^{2}+\mu_{n}^{2}\right) \prod_{i=1}^{n} \operatorname{det}\left(\frac{\hat{Q}^{2}+\mu_{i-1}^{2}}{\hat{Q}^{2}+\mu_{i-1}^{2}}\right) \tag{5.8}
\end{equation*}
$$

with $\mu_{0}<\ldots<\mu_{n}$. Each determinant is estimated by its own pseudofermion field. Hence, the integrator step width in the HMC algorithm can be optmised for each pseudofermion force and larger step widths become feasible. The values were chosen with equal distance on the logarithmic scale and can be found in [45].

### 5.2.4. Rational approximation of strange quark determinant

The quark determinant for the strange quark has to be treated differently compared to the doublet of light quarks, for which the combined light quark determinant is considered. The strange quark determinant is evaluated by approximating the square root of $\hat{Q}^{2}$ by a rational function [155, 156] with $n_{\mathrm{p}}$ poles [45]

$$
\begin{equation*}
\operatorname{det}(Q)=\operatorname{det}\left(Q_{\mathrm{oo}}\right) \operatorname{det}\left(\sqrt{\hat{Q}^{2}}\right)=\operatorname{det}\left(Q_{\mathrm{oo}}\right) \operatorname{det}\left(A^{-1} \prod_{i=1}^{n_{\mathrm{p}}} \frac{\hat{Q}^{2}+\bar{\mu}_{i}^{2}}{\hat{Q}^{2}+\bar{\nu}_{i}^{2}}\right) W_{1} \tag{5.9}
\end{equation*}
$$
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with an optimal choice of the parameters $\bar{\nu}_{i}$ and $\bar{\mu}_{i}$ and $\bar{\mu}_{1}<\ldots<\bar{\mu}_{n_{\mathrm{p}}}$. In addition, a reweighting factor $W_{1}$ has to be introduced, which absorbs the inaccuracy of the rational approximation. Similar to the twisted-mass reweighting factor $W_{0}$ for the light quark determinant, $W_{1}$ is removed from the simulated action and later reintroduced by reweighting. It is also estimated by means of pseudofermion fields. The determinant of the rational function is further split into several factors [45]:

$$
\begin{equation*}
\operatorname{det}\left(\prod_{i=1}^{n_{\mathrm{p}}} \frac{\hat{Q}^{2}+\bar{\mu}_{i}^{2}}{\hat{Q}^{2}+\bar{\nu}_{i}^{2}}\right)=\prod_{i=1}^{n_{\mathrm{p}}^{\prime}} \operatorname{det}\left(\frac{\hat{Q}^{2}+\bar{\mu}_{i}^{2}}{\hat{Q}^{2}+\bar{\nu}_{i}^{2}}\right) \operatorname{det}\left(\prod_{i=n_{\mathrm{p}}^{\prime}+1}^{n_{\mathrm{p}}} \frac{\hat{Q}^{2}+\bar{\mu}_{i}^{2}}{\hat{Q}^{2}+\bar{\nu}_{i}^{2}}\right) . \tag{5.10}
\end{equation*}
$$

The first $n_{\mathrm{p}}^{\prime}$ terms with smallest $\bar{\mu}_{i}, i=1, \ldots, n_{\mathrm{p}}^{\prime}$ are evaluated by individual pseudofermion fields, whereas the determinant of the remaining factors is evaluated by a single pseudofermion field. Again, this determinant factorisation allows for an optimisation of the HMC algorithm with respect to the step width applied, when integrating individual pseudofermion forces. As mentioned above, the Wilson Dirac operator can possess negative eigenvalues. Consequently, the determinant can have a negative sign on particular gauge configurations. It is possible to correct for this sign, investigating the spectrum of the Dirac operator on each gauge configuration [177] and including the missing sign in the reweighting factor $W_{1}$. This issue is absent for the light quark determinant, as a pair of degenerate quarks is considered.

### 5.2.5. Integration of molecular dynamics

Gauge and fermion forces vary over several orders of magnitude and their evaluation is of different computational effort. To achieve a high acceptance rate of the gauge configuration it is computationally more efficient to treat individual forces in the HMC, which we have discussed in section 4.6.5, by suitable integration schemes [178]. For the generation of CLS gauge ensembles, a three-level integration scheme is applied [45, 169]. They are integrated by the first-level integrator, which is based in a forth-order integration scheme by Omelyan, Mryglod and Folk (OMF) [179. Due to the large magnitude of the gauge forces, the step width has to be chosen small and hence, a high number of evaluations of the forces has to be performed. This is computationally feasible, as the gauge forces are cheap to compute. The majority of the fermion forces is treated by the second-level integrator, which is also based on a forth-order OMF integration scheme. Due to the costly evaluation of the fermion forces, the step is chosen larger compared to the firstlevel integrator. Small components of the fermion forces are treated by the third-level integrator, which integrates with the largest step width and is based on a second-order OMF integration scheme.

### 5.2.6. Solver

In order to compute the fermionic forces in the HMC algorithm, the Dirac equation $D \Psi=\eta$ has to be solved for $\Psi$ for a given source $\eta$. The computation of a solution by means of a direct method is computationally too demanding due to the large system size. Hence,
iterative solvers have to be applied. Aiming for smaller quark masses $a m$, one observes that the condition number of the Dirac operator increases, which is reflected by a rise in the iteration count [169]. Several methods were developed to speed up the numerical determination of the solution. For the generation of CLS gauge ensembles, a locally deflated solver [180] is applied. Deflation techniques remove the lowest eigenmodes of the Dirac operator from the Dirac equation. On the deflation subspace spanned by the lowest eigenmodes, the system can be solved exactly. The iterative solver is only used to determine the solution on the complementary subspace. It was observed that when the lattice volume is increased, the number of considered lowest eigenmodes has to be increased to keep the condition number of the Dirac operator fixed [169, 180]. However, the exact determination of a larger number of eigenmodes is computationally too expensive for large lattices. The computational cost can be reduced when a domain-decomposed deflation subspace is used, i.e. the eigenmodes are computed on local sublattices, approximating the global eigenmodes [180]. A further improvement is obtained from the application of the Schwarz alternating procedure as a preconditioner of the Dirac equation [181]. The deflated, Schwarz preconditioned Dirac equation is then solved by means of the generalized conjugate residual (GCR) algorithm [181], which belongs to the class of Krylov subspace solvers and is mathematically equivalent to the generalized minimal residual methods (GMRES) [182].

### 5.3. Renormalisation scheme, chiral trajectory and scale setting

In order to relate the bare parameters of the lattice action with observables determined in experiments, a hadronic renormalisation scheme is utilised. For a given strong inverse coupling $\beta$, the bare quark masses are tuned such that the observables included in the hadronic renormalisation scheme take their physical values. Commonly, gauge ensembles with different sets of bare parameters are generated and the theory predictions, determined on each ensemble, are then extrapolated to the physical point. The lattice spacing corresponding to the value of $\beta$ is determined by relating an additional dimensionful observable to its experimental value. In the following, we present the strategy applied for the generation of CLS gauge ensembles [45].

### 5.3.1. Renormalisation scheme

The isosymmetric pion and kaon masses are used as a hadronic renormalisation scheme in order to determine the bare quark masses. Lattices with different lattice spacings are matched via the dimensionless quantities 45]

$$
\begin{equation*}
\phi_{2}=8 t_{0} m_{\pi}^{2}, \quad \phi_{4}=8 t_{0}\left(m_{K}^{2}+\frac{1}{2} m_{\pi}^{2}\right) \tag{5.11}
\end{equation*}
$$

where the scale $t_{0}$ is the Wilson flow parameter [183, 184], discussed later in this chapter. In leading chiral perturbation theory, these two quantities can be related to the quark masses and are proportional to sums of those, $\phi_{2} \propto\left(m_{\mathrm{u}}+m_{\mathrm{d}}\right)$ and $\phi_{4} \propto\left(m_{\mathrm{u}}+m_{\mathrm{d}}+m_{\mathrm{s}}\right)$ 45].
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The physical point is characterised by the masses of the pion and kaon in the isosymmetric limit without electromagnetic contributions [45], reading

$$
\begin{equation*}
m_{\pi}^{\text {phys }}=134.8(3) \mathrm{MeV}, \quad m_{K}^{\text {phys }}=494.2(4) \mathrm{MeV} \tag{5.12}
\end{equation*}
$$

These values can be translated into

$$
\begin{equation*}
\phi_{2}^{\text {phys }}=0.0801(27), \quad \phi_{4}^{\text {phys }}=1.117(38) \tag{5.13}
\end{equation*}
$$

### 5.3.2. Chiral trajectory

As the CLS setup is based on an $O(a)$-improved action, the bare strong coupling $g$ also has to be improved. The bare improved coupling $g_{\mathrm{I}}$ in terms of the bare coupling $g$ reads [45]

$$
\begin{equation*}
g_{\mathrm{I}}^{2}=g^{2}\left(1+\frac{1}{3} b_{\mathrm{g}} a \sum_{f}\left(m_{f}-m_{\text {cr }}\right)\right) . \tag{5.14}
\end{equation*}
$$

In order to keep the lattice spacing constant, when varying the bare quark masses, the improved coupling constant has to be kept fixed. However, the improvement coefficient $b_{g}$ is not known non-perturbatively [45]. The improved coupling stays constant, if the bare quark masses are varied on a trajectory, implicitly defined by the equation [45]

$$
\begin{equation*}
\sum_{f=\mathrm{u}, \mathrm{~d}, \mathrm{~s}} m_{f}=3 m_{\mathrm{sym}} \tag{5.15}
\end{equation*}
$$

with $m_{\mathrm{u}}=m_{\mathrm{d}}$, i.e. the kaon mass becomes a function of the pion mass and vice versa. This trajectory can be uniquely characterised by the bare quark mass at the $S U(3)$ symmetric point $m_{\text {sym }}$.

### 5.3.3. Scale setting

As computer calculations are always performed in dimensionless units, only dimensionless quantities such as $a m$, where $m$ is a mass and $a$ denotes the lattice spacing, are accessible. In order to give to $a$ a physical meaning, and consequently to be able to extract a dimensionful mass $m$ from the simulation, $a$ has to be related to an experimentally determined observable. A common possibility is based on an additional hadron mass, $m_{H}$, such that $a=\left(a m_{H}\right)\left(m_{H}^{\text {phys }}\right)^{-1}$ and $a m_{H}$ is determined in a lattice simulation. Alternatively, other dimensionful quantities, e.g. decay constants, can be used.

The scale setting of the CLS ensembles relies on a more elaborated procedure described in [171. This procedure is performed in two steps. In a first step, a physical observable, namely a combination of decay constants of the pion $f_{\pi}$ and the kaon $f_{K}$

$$
\begin{equation*}
f_{\pi K}=\frac{2}{3}\left(f_{K}+\frac{1}{2} f_{\pi}\right) \tag{5.16}
\end{equation*}
$$

based on the decay constants 45]

$$
\begin{equation*}
f_{\pi}^{\text {phys }}=130.4(2) \mathrm{MeV}, \quad f_{K}^{\text {phys }}=156.2(7) \mathrm{MeV} \tag{5.17}
\end{equation*}
$$

is related to a theory scale, the Wilson flow parameter $t_{0}$ [183, 184]. Theory scales such as $t_{0}, w_{0}$ or the Sommer parameter $r_{0}$ [185], which have no physical counterpart, usually have the advantage that they can be easily determined in simulations with high statistical precision [186]. The dimensionless quantities $\sqrt{t_{0}} / a$ and $a f_{\pi K}$ are determined on each ensemble. The product $\sqrt{t_{0}} f_{\pi K}$ is dimensionless and independent of $a$. Combining the results from different ensembles, a chiral extrapolation to physical pion and kaon masses is performed, resulting in $\left(\sqrt{t_{0}} f_{\pi K}\right)^{\text {phys }}$. In order to obtain $\sqrt{t_{0}^{\text {phys }}}, f_{\pi K}^{\text {phys }}$ is used as experimental input:

$$
\begin{equation*}
\sqrt{t_{0}^{\mathrm{phys}}}=\frac{\left(\sqrt{t_{0}} f_{\pi K}\right)^{\mathrm{phys}}}{f_{\pi K}^{\mathrm{phys}}} . \tag{5.18}
\end{equation*}
$$

The result is given by [171]

$$
\begin{equation*}
\sqrt{8 t_{0}^{\text {phys }}}=0.415(4)(2) \mathrm{fm} . \tag{5.19}
\end{equation*}
$$

Alternatively, one may use the Wilson flow parameter determined at the symmetric point [171,

$$
\begin{equation*}
\sqrt{8 t_{0}^{\text {sym }}}=0.413(5)(1) \mathrm{fm} \tag{5.20}
\end{equation*}
$$

which is compatible with $\sqrt{8 t_{0}^{\text {phys }}}$ within errors, i.e. $t_{0}$ changes very mildly along the chiral trajectory. Therefore, one may in practice omit the determination of $t_{0} / a^{2}$ for each ensemble and just use the value computed at the symmetric point $t_{0}^{\text {sym }} / a^{2}$ for a given value of $\beta$. The lattice spacing $a$ in physical units is finally obtained from

$$
\begin{equation*}
a=\sqrt{\frac{t_{0}^{\text {sym }}}{t_{0}^{\text {smm }} / a^{2}}} . \tag{5.21}
\end{equation*}
$$

We give the results for $t_{0}^{\text {sym }} / a^{2}$ and $a$ as a function of $\beta$ in the next section.

## 5.4. $\operatorname{CLS} N_{\mathrm{f}}=2+1$ gauge ensembles

During the years, a large set of CLS $N_{\mathrm{f}}=2+1$ gauge ensembles has been generated [45]. The parameters used for these ensembles are listed in table 5.1. The dimensionless Wilson flow time $t_{0}^{\text {sym }} / a^{2}$ and the lattice spacings $a$ as a function of the inverse strong coupling $\beta$ are listed in table 5.2. An overview over the gauge ensembles with respect to the pion mass and the lattice spacing is displayed in fig. 5.1. The generation of additional gauge ensembles with physical light- and strange-quark masses is in progress [188]. In addition to the gauge ensembles with $\operatorname{tr} M=$ const, ensembles with fixed strange quark mass and $N_{\mathrm{f}}=3$ ensembles with completely degenerated quark masses have been produced [189, 190], which we, however, do not use in this thesis. Nevertheless, a second chiral trajectory is beneficial to cross-check extrapolation strategies.
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| id | $\beta$ | $L^{3} \times T$ | $a[f m]$ | $\kappa_{l}$ | $\kappa_{s}$ | $m_{\pi}[\mathrm{MeV}]$ | $m_{K}[\mathrm{MeV}]$ | $m_{\pi} L$ | $L[f m]$ |
| :--- | :---: | :--- | :---: | :---: | :--- | :---: | :---: | :---: | :---: |
| H101 | 3.40 | $32^{3} \times 96$ | 0.08636 | 0.136760 | 0.136760 | $416(5)$ | $416(5)$ | 5.8 | 2.8 |
| H102 |  | $32^{3} \times 96$ |  | 0.136865 | 0.13654934 | $354(5)$ | $438(4)$ | 5.0 | 2.8 |
| H105 |  | $32^{3} \times 96$ |  | 0.136970 | 0.13634079 | $284(4)$ | $460(4)$ | 3.9 | 2.8 |
| N101 |  | $48^{3} \times 128$ |  | 0.136970 | 0.13634079 | $282(4)$ | $460(4)$ | 5.9 | 4.1 |
| C101 |  | $48^{3} \times 96$ |  | 0.137030 | 0.13622204 | $221(2)$ | $472(8)$ | 4.7 | 4.1 |
| B450 | 3.46 | $32^{3} \times 64$ | 0.07634 | 0.136890 | 0.136890 | $416(4)$ | $416(4)$ | 5.2 | 2.4 |
| S400 |  | $32^{3} \times 128$ |  | 0.136984 | 0.13670239 | $351(4)$ | $438(5)$ | 4.3 | 2.4 |
| N401 |  | $48^{3} \times 128$ |  | 0.137062 | 0.13654808 | $287(4)$ | $462(5)$ | 5.3 | 3.7 |
| D450 |  | $64^{3} \times 128$ |  | 0.137126 | 0.13642042 | $217(3)$ | $476(6)$ | 5.4 | 4.9 |
| H200 | 3.55 | $32^{3} \times 96$ | 0.06426 | 0.137000 | 0.137000 | $419(5)$ | $419(5)$ | 4.4 | 2.1 |
| N202 |  | $48^{3} \times 128$ |  | 0.137000 | 0.137000 | $410(5)$ | $410(5)$ | 6.4 | 3.1 |
| N203 |  | $48^{3} \times 128$ |  | 0.137080 | 0.13684028 | $345(4)$ | $441(5)$ | 5.4 | 3.1 |
| N200 |  | $48^{3} \times 128$ |  | 0.137140 | 0.13672086 | $282(3)$ | $463(5)$ | 4.4 | 3.1 |
| D200 |  | $64^{3} \times 128$ |  | 0.137200 | 0.13660175 | $200(2)$ | $480(5)$ | 4.2 | 4.1 |
| E250 |  | $96^{3} \times 192$ |  | 0.137233 | 0.13653663 | $130(1)$ | $488(5)$ | 4.1 | 6.2 |
| N300 | 3.70 | $48^{3} \times 128$ | 0.04981 | 0.137000 | 0.137000 | $421(4)$ | $421(4)$ | 5.1 | 2.4 |
| N302 |  | $48^{3} \times 128$ |  | 0.137064 | 0.13687218 | $346(4)$ | $458(5)$ | 4.2 | 2.4 |
| J303 |  | $64^{3} \times 192$ |  | 0.137123 | 0.13675466 | $257(3)$ | $476(5)$ | 4.2 | 3.2 |

Table 5.1.: $\beta$, lattice layout $L^{3} \times T$, lattice spacing $a$, hopping parameters $\kappa_{1}$ and $\kappa_{\mathrm{s}}$ for light and strange quarks, pion and kaon masses $m_{\pi}$ and $m_{K}, m_{\pi} L$ as a measure for QCD finite volume effects and physical extent $L$ of the simulated volume of various CLS 2+1 flavour ensembles. Table taken from [187] and extended by the entry D450.

| $\beta$ | $t_{0}^{\mathrm{sym}} / a^{2}$ | $a[\mathrm{fm}]$ |
| :--- | :--- | :--- |
| 3.4 | $2.860(11)(03)$ | $0.08636(98)_{\mathrm{st}}(40)_{\mathrm{sys}}[106]_{\mathrm{tot}}$ |
| 3.46 | $3.659(16)(03)$ | $0.07634(92)_{\mathrm{st}}(31)_{\mathrm{sys}}[97]_{\mathrm{tot}}$ |
| 3.55 | $5.164(18)(03)$ | $0.06426(74)_{\mathrm{st}}(17)_{\mathrm{sys}}[76]_{\mathrm{tot}}$ |
| 3.7 | $8.595(29)(02)$ | $0.04981(56)_{\mathrm{st}}(10)_{\mathrm{sys}}[57]_{\mathrm{tot}}$ |

Table 5.2.: Dimensionless Wilson flow time $t_{0}^{\text {sym }} / a^{2}$ at the symmetric point and lattice spacing $a$ as a function of the inverse strong coupling $\beta$ from [171]. The total error is determined by adding the statistical and the systematic errors in quadrature. Only the total error is considered in this work.


Figure 5.1.: Pion mass $m_{\pi}$, lattice spacing $a$ and $m_{\pi} L$ as a measure for QCD finite volume effects of various CLS $2+1$ flavour ensemble.

## 6. Lattice QCD+QED

In this chapter, we introduce the setup for QCD+QED lattice Monte Carlo simulations performed in this thesis, which is based on the discussions in chapters 4 and 5 . We specify the QCD+QED action and describe the boundary conditions. We introduce the relevant symmetries of lattice QCD+QED and discuss Ward-Takahashi identities. We relate QCD+QED to $\mathrm{QCD}_{\text {iso }}$ by reweighting and further expand QCD+QED perturbatively around $\mathrm{QCD}_{\text {iso }}$ [46, 143]. We derive a set of corresponding Feynman rules to investigate leading isospin breaking effects. We formulate $\mathrm{QED}_{\mathrm{L}}$ [41, 44, 140 , on a lattice with open temporal boundary conditions [173] and derive the Fourier representation of the free photon propagator for Feynman and Coulomb gauge on periodic temporal and open temporal boundary conditions. Similar computations of QCD+QED, which are based on twisted mass, domain wall and staggered fermions, are performed by the RM123 collaboration [46, 143, 191, 192], the $R B C-U K Q C D$ collaboration [193-199] and the $B M W$ collaboration [200], respectively.

### 6.1. Lattice QCD+QED action

The lattice action for QCD+QED, which is employed in this thesis, is oriented at the $\mathrm{QCD}_{\text {iso }}$ action used to generate the CLS gauge ensembles. It is constructed so that in the isosymmetric limit the $\mathrm{QCD}_{\text {iso }}$ action is restored. We split the action $S$ into components

$$
\begin{equation*}
S[U, A, \Psi, \bar{\Psi}]=S_{\mathrm{g}}[U]+S_{\gamma}[A]+S_{\mathrm{q}}[U, A, \Psi, \bar{\Psi}], \tag{6.1}
\end{equation*}
$$

where $S_{\mathrm{g}}$ describes the QCD gauge action with the QCD gauge links $U, S_{\gamma}$ the $\mathrm{QED}_{\mathrm{L}}$ gauge action with the photon field $A$ and $S_{\mathrm{q}}$ the quark action with the quark and antiquark fields $\Psi$ and $\bar{\Psi}$. Considering only the lightest three quark flavours, the theory is characterised by the five bare parameters

$$
\begin{equation*}
\varepsilon=\left(m_{\mathrm{u}}, m_{\mathrm{d}}, m_{\mathrm{s}}, \beta, e^{2}\right) . \tag{6.2}
\end{equation*}
$$

Later, we want to apply weak coupling perturbation theory for isospin breaking effects. Hence, we use $e^{2}$ as a parameter instead of the corresponding inverse squared coupling. For the QCD gauge action $S_{\mathrm{g}}$ we use the Lüscher-Weisz gauge action, described in eq. (4.29), which is predetermined by the setup of the gauge ensembles generated within the CLS effort. We utilise a non-compact lattice photon action and use the $\mathrm{QED}_{\mathrm{L}}$ prescription to regularise the manifest IR divergence, as discussed in section 4.5.3. The $\mathrm{QED}_{\mathrm{L}}$ action including a gauge fixing term is given by the bilinear form

$$
S_{\gamma}[A]=\frac{1}{2} A_{\mathbf{c}_{\mathbf{2}}} \Delta^{\mathbf{c}_{\mathbf{c}_{\mathbf{2}}}} A^{\mathbf{c}_{1}}
$$
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The $\mathrm{QED}_{\mathrm{L}}$ constraint to the photon field reads

$$
\sum_{\vec{x}} A^{x \mu}=0 \quad \mu \in\{0,1,2,3\} \quad \forall x^{0} .
$$

We consider two different types of gauges: Feynman gauge, which is easy to implement due to its simple structure, and Coulomb gauge, for which a transfer matrix can be constructed [41]. We add a gauge fixing term $S_{\gamma g \mathrm{f}}$ to the photon action:

$$
\begin{align*}
S_{\gamma}[A] & =\frac{1}{4} \sum_{x} \sum_{\mu_{1}, \mu_{2}} F^{x \mu_{1} \mu_{2}} F^{x \mu_{1} \mu_{2}}+S_{\gamma g \mathrm{~g}}[A] \\
& =\frac{1}{2} \sum_{x} \sum_{\mu_{1}, \mu_{2}}\left(\left(A^{\mu_{1}} \overleftarrow{\partial}_{\mathrm{F}}^{\mu_{2}}\right)^{x}\left(\vec{\partial}_{\mathrm{F}}^{\mu_{2}} A^{\mu_{1}}\right)^{x}-\left(A^{\mu_{1}} \overleftarrow{\partial}_{\mathrm{F}}^{\mu_{2}}\right)^{x}\left(\vec{\partial}_{\mathrm{F}}^{\mu_{1}} A^{\mu_{2}}\right)^{x}\right)+S_{\gamma \mathrm{gf}}[A] \tag{6.3}
\end{align*}
$$

We have used the discretised photon field strength tensor

$$
F^{\mu_{1} \mu_{2}}=\vec{\partial}_{\mathrm{F}}^{\mu_{1}} A^{\mu_{2}}-\vec{\partial}_{\mathrm{F}}^{\mu_{2}} A^{\mu_{1}}
$$

To obtain Feynman gauge, the gauge fixing term is chosen as 97

$$
\begin{equation*}
S_{\gamma \mathrm{gf}}[A]=\frac{1}{2} \sum_{x}\left(\sum_{\mu}\left(\vec{\partial}_{\mathrm{B}}^{\mu} A^{\mu}\right)^{x}\right)^{2}=\frac{1}{2} \sum_{x} \sum_{\mu_{1}, \mu_{2}}\left(A^{\mu_{1}} \overleftarrow{\partial}_{\mathrm{F}}^{\mu_{2}}\right)^{x}\left(\vec{\partial}_{\mathrm{F}}^{\mu_{1}} A^{\mu_{2}}\right)^{x} \tag{6.4}
\end{equation*}
$$

We used partial integrations to transform $\vec{\partial}_{\mathrm{B}}^{\mu}$ into $\vec{\partial}_{\mathrm{F}}^{\mu}$. Combining eqs. 6.3 and 6.4, we can read of the the photon difference operator $\Delta$ in Feynman gauge:

$$
\begin{equation*}
\Delta^{\mu_{2}}{ }_{\mu_{1}}=\left(\sum_{\mu} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu}\right) \delta_{\mu_{1}}^{\mu_{2}} \tag{6.5}
\end{equation*}
$$

The Coulomb gauge condition is a constraint to the photon field: $\vec{\partial}_{\mathrm{B}}^{\mu} A^{\mu}=0$. To enforce strict Coulomb gauge, we use the gauge fixing term for generalised Coulomb gauge:

$$
\begin{equation*}
S_{\gamma \mathrm{gf}}[A]=\frac{1}{2 \xi} \sum_{x}\left(\sum_{\mu \neq 0}\left(\vec{\partial}_{\mathrm{B}}^{\mu} A^{\mu}\right)^{x}\right)^{2}=\frac{1}{2 \xi} \sum_{x} \sum_{\mu_{1}, \mu_{2} \neq 0}\left(A^{\mu_{1}} \overleftarrow{\partial}_{\mathrm{F}}^{\mu_{2}}\right)^{x}\left(\vec{\partial}_{\mathrm{F}}^{\mu_{1}} A^{\mu_{2}}\right)^{x} . \tag{6.6}
\end{equation*}
$$

$\xi$ denotes the gauge fixing parameter. In the limit $\xi \rightarrow 0$, the exponential of the gauge fixing term creates a delta distribution in the path integral such that the photon field obeys $\vec{\partial}_{\mathrm{B}}^{\mu} A^{\mu}=0$. Combining eqs. 6.3 and (6.6), the photon difference operator $\Delta$ in generalised Coulomb gauge becomes

$$
\begin{align*}
& \Delta^{\mu_{2}}{ }_{\mu_{1}}=\left(\begin{array}{cccc}
\sum_{\mu \neq 0} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu} & -\overleftarrow{\partial}_{\mathrm{F}}^{1} \vec{\partial}_{\mathrm{F}}^{0} & -\overleftarrow{\partial}_{\mathrm{F}}^{2} \vec{\partial}_{\mathrm{F}}^{0} & -\overleftarrow{\partial}_{\mathrm{F}}^{3} \vec{\partial}_{\mathrm{F}}^{0} \\
-\overleftarrow{\partial}_{\mathrm{F}}^{0}{\underset{\partial}{\mathrm{~F}}}_{1}^{1} & \sum_{\mu} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu} & & \sum_{\mu} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu} \\
-\overleftarrow{\partial}_{\mathrm{F}}^{0} \vec{\partial}_{\mathrm{F}}^{2} & & \\
-\overleftarrow{\partial}_{\mathrm{F}}^{0} \vec{\partial}_{\mathrm{F}}^{3} & & & \sum_{\mu} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} \vec{\partial}_{\mathrm{F}}^{\mu}
\end{array}\right)_{\mu_{1}}^{\mu_{2}} \tag{6.7}
\end{align*}
$$

The lattice discretisation for the quark fields is also predetermined by the CLS setup, i.e. in the isosymmetric limit an $O(a)$-improvement Wilson fermion action has to be reobtained. In order to introduce the electromagnetic interaction, we replace the QCD gauge links $U^{x \mu}$ in the Dirac operator by the combined gauge links 41]

$$
\begin{equation*}
W^{x \mu}=U^{x \mu} \exp \left(\mathrm{i} a e Q A^{x \mu}\right) \tag{6.8}
\end{equation*}
$$

The quark action is given in bilinear form as

$$
\begin{equation*}
S_{\mathrm{q}}[U, A, \Psi, \bar{\Psi}]=\bar{\Psi}_{\mathbf{a}} D[U, A]_{\mathbf{b}}^{\mathbf{a}} \Psi^{\mathbf{b}} \tag{6.9}
\end{equation*}
$$

with the Wilson-Dirac operator

$$
\begin{align*}
D[U, A]= & \frac{1}{4} \sum_{\mu}\left(\left(\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}\right)\left(\gamma^{\mu}+\mathbb{1}\right)+\left(\vec{D}_{\mathrm{B}}^{\mu}-\overleftarrow{D}_{\mathrm{F}}^{\mu}\right)\left(\gamma^{\mu}-\mathbb{1}\right)\right)  \tag{6.10}\\
& +M+c_{\mathrm{SW}} a \sum_{\mu_{1}<\mu_{2}} \frac{1}{2} \sigma^{\mu_{1} \mu_{2}} \hat{F}_{\mathrm{s}}^{\mu_{1} \mu_{2}}
\end{align*}
$$

The lattice covariant derivatives, defined in eqs. 4.32 and 4.33 depend on the combined gauge links $W$. The discretisation of the QCD field strength tensor $\hat{F}_{\text {s }}$ only depends on the QCD gauge links $U$. The matrix of fractional quark charges and the mass matrix are given by $Q=\operatorname{diag}\left(q_{\mathrm{u}}, q_{\mathrm{d}}, q_{\mathrm{s}}\right)$ and $M=\operatorname{diag}\left(m_{\mathrm{u}}, m_{\mathrm{d}}, m_{\mathrm{s}}\right)$. The value of the SheikholeslamiWohlert coefficient $c_{\mathrm{SW}}$ is adopted from $\mathrm{QCD}_{\text {iso }}$. Hence, this action is only $O(a)$-improved for $\mathrm{QCD}_{\text {iso }}$, i.e. a deviation form $\mathrm{QCD}_{\text {iso }}$ leads to a violation of the $O\left(a^{2}\right)$-convergence to the continuum. To obtain a fully $O(a)$-improved action, one in principle has to add an additional QED Sheikholeslami-Wohlert term, which depends on the electromagnetic field strength tensor. A corresponding Sheikholeslami-Wohlert coefficient has to be introduced and the improvement coefficients recomputed.

### 6.2. Boundary conditions

We will perform Monte Carlo simulations on lattices with two different types of boundary conditions, which we will discuss in the following. The spacetime manifold $[0, T] \times \mathbb{T}_{L}^{3}$ describes a continuous spacetime with fixed temporal boundary conditions, whereas $S_{T}^{1} \times$ $\mathbb{T}_{L}^{3}$ possesses (anti-)periodic boundary conditions depending on the field type. In both cases the boundary conditions in spatial directions are periodic. We consider a lattice discretisation of $[0, T] \times \mathbb{T}_{L}^{3}$ and of $S_{T}^{1} \times \mathbb{T}_{L}^{3}$ of the form

$$
\begin{equation*}
\Lambda=\left\{x \in \mathbb{R}^{4} \mid x^{\mu}=a n^{\mu}, n^{\mu} \in\left\{0,1, \ldots, N^{\mu}-1\right\}, \mu \in\{0,1,2,3\}\right\} \tag{6.11}
\end{equation*}
$$

The lattice layout is determined by the software package openQCD [73], which is used to generate CLS gauge configuration [45]. We will now further specify both types of boundary conditions. In particular, the boundary conditions will become relevant when we derive the free lattice photon propagator in sections 6.7 and 6.8 .
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### 6.2.1. Spatial boundary conditions

For the spatial directions $\mu \in\{1,2,3\}$, we make use of periodic boundary conditions. The extent in spatial directions reads [73]

$$
\begin{equation*}
L=X^{\mu}=a N^{\mu} \quad \mu=1,2,3 . \tag{6.12}
\end{equation*}
$$

i.e. we have to specify the values of the fields at $x^{\mu}=-a$ and $x^{\mu}=X^{\mu}$. All fields are continued periodically [73], i.e.

$$
\begin{align*}
\left.U^{x}\right|_{x^{\mu}=-a} & =\left.U^{x}\right|_{x^{\mu}=X^{\mu}-a}, & \left.U^{x}\right|_{x^{\mu}=X^{\mu}}=\left.U^{x}\right|_{x^{\mu}=0},  \tag{6.13}\\
\left.A^{x}\right|_{x^{\mu}=-a} & =\left.A^{x}\right|_{x^{\mu}=X^{\mu}-a}, & \left.A^{x}\right|_{x^{\mu}=X^{\mu}}=\left.A^{x}\right|_{x^{\mu}=0},  \tag{6.14}\\
\left.\Psi^{x}\right|_{x^{\mu}=-a} & =\left.\Psi^{x}\right|_{x^{\mu}=X^{\mu}-a}, & \left.\Psi^{x}\right|_{x^{\mu}=X^{\mu}}=\left.\Psi^{x}\right|_{x^{\mu}=0}  \tag{6.15}\\
\left.\bar{\Psi}^{x}\right|_{x^{\mu}=-a} & =\left.\bar{\Psi}^{x}\right|_{x^{\mu}=X^{\mu}-a}, & \left.\bar{\Psi}^{x}\right|_{x^{\mu}=X^{\mu}}=\left.\bar{\Psi}^{x}\right|_{x^{\mu}=0} . \tag{6.16}
\end{align*}
$$

### 6.2.2. (Anti-)periodic temporal boundary conditions

One possible choice for the temporal direction $\mu=0$, which we consider in this thesis, are periodic boundary conditions for bosonic fields and anti-periodic boundary conditions for fermionic fields. The extent of the lattice in the temporal direction is given by [73]

$$
\begin{equation*}
T=X^{0}=a N^{0}, \tag{6.17}
\end{equation*}
$$

i.e. we have to specify the values of the fields at $x^{0}=-a$ and $x^{0}=X^{0}$. We continue bosonic fields periodically [73,

$$
\begin{array}{ll}
\left.U^{x}\right|_{x^{0}=-a}=\left.U^{x}\right|_{x^{0}=X^{0}-a} & \left.U^{x}\right|_{x^{0}=X^{0}}=\left.U^{x}\right|_{x^{0}=0}, \\
\left.A^{x}\right|_{x^{0}=-a}=\left.A^{x}\right|_{x^{0}=X^{0}-a} & \left.A^{x}\right|_{x^{0}=X^{0}}=\left.A^{x}\right|_{x^{0}=0}, \tag{6.19}
\end{array}
$$

and fermionic fields anti-periodically [73],

$$
\begin{array}{ll}
\left.\Psi^{x}\right|_{x^{0}=-a}=-\left.\Psi^{x}\right|_{x^{0}=X^{0}-a}, & \left.\Psi^{x}\right|_{x^{0}=X^{0}}=-\left.\Psi^{x}\right|_{x^{0}=0}, \\
\left.\bar{\Psi}^{x}\right|_{x^{0}=-a}=-\left.\bar{\Psi}^{x}\right|_{x^{0}=X^{0}-a}, & \left.\bar{\Psi}^{x}\right|_{x^{0}=X^{0}}=-\left.\bar{\Psi}^{x}\right|_{x^{0}=0} .
\end{array}
$$

### 6.2.3. Open temporal boundary conditions

The second option are open temporal boundary conditions, for which the temporal extent is reduced by one unit [73], reading

$$
\begin{equation*}
T=X^{0}-a=a\left(N^{0}-1\right), \tag{6.22}
\end{equation*}
$$

i.e. we have to specify the values of the fields at $x^{0}=-a$ and $x^{0}=X^{0}-a$. Open boundary conditions are imposed by demanding that the colour electrical field, which itself is not an observable, vanishes at the temporal boundaries [173], i.e.

$$
\left.F_{\mathrm{s}}^{x 0 \mu}\right|_{x^{0}=-a}=0,\left.\quad F_{\mathrm{s}}^{x 0 \mu}\right|_{x^{0}=X^{0}-a}=0
$$

for $\mu=1,2,3$. As the continuum QCD field strength tensor $F_{\mathrm{s}}$ transforms under a gauge transformation according to $\mathfrak{G}_{\Omega}\left[F^{x \mu_{2} \mu_{1}}\right]=\Omega^{x} F^{x \mu_{2} \mu_{1}}\left(\Omega^{x}\right)^{\dagger}$, this boundary condition is QCD gauge invariant [173]. In terms of gauge links, open temporal boundary conditions are imposed by vanishing gauge links at the temporal boundaries [73]:

$$
\begin{equation*}
\left.U^{x 0 \mu}\right|_{x^{0}=-a}=0,\left.\quad U^{x 0 \mu}\right|_{x^{0}=X^{0}-a}=0 \tag{6.24}
\end{equation*}
$$

In analogy to the boundary condition for the QCD gauge fields, we demand that the components of the electromagnetic field strength tensor $F^{\mu_{2} \mu_{1}}=\vec{\partial}_{\mathrm{F}}^{\mu_{2}} A^{\mu_{1}}-\vec{\partial}_{\mathrm{F}}^{\mu_{1}} A^{\mu_{2}}$, which represent the electric field, vanish at the temporal boundaries, i.e.

$$
\begin{equation*}
\left.F^{x 0 \mu}\right|_{x^{0}=-a}=0,\left.\quad F^{x 0 \mu}\right|_{X^{0}-a}=0 \tag{6.25}
\end{equation*}
$$

for $\mu=1,2,3$. This choice will lead to a consistent and rigorous extension of QCD defined on open boundary conditions [173]. The boundary conditions for the field strength tensor can be satisfied by imposing homogeneous Dirichlet boundary conditions on the temporal component $A^{0}$ and homogeneous Neumann boundary conditions on the spatial components $A^{\mu}$ for $\mu=1,2,3$

$$
\begin{align*}
\left.A^{x 0}\right|_{x^{0}=-a} & =0, & \left.A^{x 0}\right|_{x^{0}=X^{0}-a} & =0,  \tag{6.26}\\
\left.\left(\vec{\partial}_{\mathrm{F}}^{0} A^{\mu}\right)^{x}\right|_{x^{0}=-a} & =0, & \left.\left(\vec{\partial}_{\mathrm{F}}^{0} A^{\mu}\right)^{x}\right|_{x^{0}=X^{0}-a} & =0 . \tag{6.27}
\end{align*}
$$

We can easily check that the electric components of $F^{x 0 \mu}$ for $\mu=1,2,3$ vanish at the temporal boundary:

$$
\begin{align*}
\left.F^{x 0 \mu}\right|_{x^{0}=-a, X^{0}-a} & =\left.\left(\vec{\partial}_{\mathrm{F}}^{0} A^{\mu}\right)^{x}\right|_{x^{0}=-a, X^{0}-a}-\left.\left(\vec{\partial}_{\mathrm{F}}^{\mu} A^{0}\right)^{x}\right|_{x^{0}=-a, X^{0}-a} \\
& =\left.\left(\vec{\partial}_{\mathrm{F}}^{0} 0\right)\right|_{x^{0}=-a, X^{0}-a}-0=0 . \tag{6.28}
\end{align*}
$$

The imposition of the boundary conditions on the vector potential is a partial gauge fixing. Hence, one should in principle prove, that a vector field, for which the boundary conditions of the field strength tensor are satisfied, can be gauge transformed such that the boundary conditions eqs. 6.26 and (6.27) hold. In order to introduce open temporal boundary conditions for quark and antiquark fields one defines the projectors [73, 173

$$
\begin{equation*}
P_{ \pm}^{0}=\frac{1}{2}\left(\mathbb{1} \pm \gamma^{0}\right) . \tag{6.29}
\end{equation*}
$$

The boundary conditions read

$$
\begin{array}{ll}
\left.P_{+}^{0} \Psi^{x}\right|_{x^{0}=0}=0, & \left.P_{-}^{0} \Psi^{x}\right|_{x^{0}=X^{0}-a}=0, \\
\left.\bar{\Psi}^{x} P_{-}^{0}\right|_{x^{0}=0}=0, & \left.\bar{\Psi}^{x} P_{+}^{0}\right|_{x^{0}=X^{0}-a}=0 .
\end{array}
$$

One can show that the state represented by the fields $\Psi, \bar{\Psi}, U$ and $A$ evaluated at the temporal boundary is invariant under QCD gauge transformations, spatial rotations, the parity transformation, time reflection and the vector flavour transformations [173, 201], which we will discuss in the next section 6.3, i.e. the boundary state has the same quantum numbers as the vacuum state [173]. Open boundary conditions spoil the $O(a)$-improved $\mathrm{QCD}_{\text {iso }}$ action. Nevertheless, it is possible to alter the action at the temporal boundaries to restore $O(a)$-improvement. We refer to [73, 173] for further details.

### 6.3. Symmetries of lattice QCD+QED

In this section, we discuss spacetime and internal symmetries of lattice QCD+QED, i.e. Euclidean reflections, spatial parity and time reflection, translational invariance, the charge conjugation symmetry and flavour symmetries.

### 6.3.1. Charge conjugation

The charge conjugation transformation is a field transformation which maps fields to their anti-fields including additional phases and vice versa. Uncharged fields are eigenfunctions of the charge conjugation transformation. The latter acts on the elementary fields according to 42, 72

$$
\begin{equation*}
\mathfrak{C}\left[\left(U^{\mu x}, A^{x \mu}, \Psi^{x}, \bar{\Psi}^{x}\right)\right]=\left(\left(U^{\mu x}\right)^{\dagger T},-A^{x \mu}, C^{-1}\left(\bar{\Psi}^{x}\right)^{T},-\left(\Psi^{x}\right)^{T} C\right) \tag{6.32}
\end{equation*}
$$

where we made use of the charge conjugation matrix

$$
C=\mathrm{i} \gamma^{0} \gamma^{2}
$$

This transformation is a symmetry of the QCD+QED action. It is compatible with both periodic and open temporal boundary conditions and leaves the path integral measure invariant. For a discussion for lattice QCD with Wilson fermions we refer to [42]. A proof for QCD+QED can be performed in an analogous manner.

### 6.3.2. Euclidean reflections, spatial parity and time reflection

For a more compact and convenient notation in the following discussion we define the symbol (-1) $)^{\mu_{2} \mu_{1}}$

$$
(-1)^{\mu_{2} \mu_{1}}= \begin{cases}1 & \text { for } \mu_{2}=\mu_{1}  \tag{6.33}\\ -1 & \text { for } \mu_{2} \neq \mu_{1}\end{cases}
$$

For periodic boundary ensembles, the Euclidean reflection $\mathfrak{P}^{\mu}$ transforms a coordinate tuple $x$ according to

$$
\begin{equation*}
\left(\mathfrak{P}^{\mu}(x)\right)^{\nu}=(-1)^{\mu \nu} x^{\nu} \tag{6.34}
\end{equation*}
$$

i.e. all components of the coordinates but the $\mu$-th component are reflected. The definition holds modulo the lattice extent in periodic directions. For open temporal boundary conditions, $\mathfrak{P}^{\mu \neq 0}$ reflects with respect to the time slice located in the middle of the temporal direction. The Euclidean reflection is self-inverse $\left(\mathfrak{P}^{\mu}\right)^{-1}=\mathfrak{P}^{\mu}$. We demand that the elementary lattice fields transform under $\mathfrak{P}^{\mu}$ according to [42]

$$
\begin{align*}
\mathfrak{P}^{\mu}\left[\Psi^{x}\right] & =\gamma^{\mu} \Psi^{\mathfrak{P}(x)}, & \mathfrak{P}^{\mu}\left[\bar{\Psi}^{x}\right] & =\bar{\Psi}^{\mathfrak{P}(x)} \gamma^{\mu}, \\
\mathfrak{P}^{\mu}\left[U^{x \nu}\right] & =\left(U^{\mathfrak{P}(x)-a \hat{\nu}, \nu}\right)^{\dagger} & \forall \nu \neq \mu, & \mathfrak{P}^{\mu}\left[A^{x \nu}\right]
\end{align*}=-A^{\mathfrak{P}(x)-a \hat{\nu}, \nu} \quad \forall \nu \neq \mu,
$$

It can be shown that this transformation is in fact a symmetry of the action and that it leaves the path integral measure invariant. For a proof for pure QCD we again refer to [42]. The spatial parity transformation $\mathfrak{P}$ and the time reversal transformation $\mathfrak{T}$ can be expressed in terms of concatenations of Euclidean reflections:

$$
\begin{equation*}
\mathfrak{P}=\mathfrak{P}^{0}, \quad \mathfrak{T}=\mathfrak{P}^{1} \mathfrak{P}^{2} \mathfrak{P}^{3} . \tag{6.36}
\end{equation*}
$$

According to [173], open boundary conditions were designed such that they are compatible with parity symmetry and time reflection symmetry.

### 6.3.3. Translation invariance

As periodic boundary conditions are applied in the spatial directions, the theory is invariant under spatial translations. Consequently, spatial momentum is a conserved quantity. The same holds for (anti-)periodic boundary conditions in the time direction. However, open temporal boundary conditions break the translational invariance in the time direction.

### 6.3.4. Flavour symmetries and conserved charges

We have discussed flavour symmetries in great detail for the continuum QCD+QED action in section 3.4. As the Wilson lattice discretisation of fermions breaks the axial symmetry explicitly, only the vector symmetries remain. For the latter class of symmetries the same results hold as derived in section 3.4.

### 6.4. Ward-Takahashi identities in lattice QCD+QED

We have derived two Ward-Takahashi identities for continuum QCD+QED in section 3.5 . The question, whether the Ward identities are altered, naturally arises when we introduce a lattice regularisation for a quantum field theory. In fact, both the vector and the axial Ward identity will change significantly. The naive point-like vector-current, known from continuum field theory, does not satisfy the lattice identity. It is, however, possible to define a lattice discretisation of the continuum vector current, which fulfils a Ward identity. For lattice QCD with Wilson fermions it is known that no partially conserved axial current can be defined [202]. Therefore, we only focus on the vector Ward identity.

### 6.4.1. Vector Ward identity

In order to derive the vector Ward identity for lattice QCD+QED we consider the same class of field transformations as in the continuum

$$
\mathfrak{T}[\varepsilon][(U, A, \Psi, \bar{\Psi})]^{x}=\left(U, A, \exp \left(\mathrm{i} T \varepsilon^{x}\right) \Psi^{x}, \bar{\Psi}^{x} \exp \left(-\mathrm{i} T \varepsilon^{x}\right)\right)
$$

with a Hermitian generator $T$ acting on flavour indices of the quark fields and a scalar field $\varepsilon$. We can directly evaluate the transformation behaviour of the path integral measure as
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we work in the regularised theory, where the path integral measure is meaningful. As we have defined the theory on a finite spacetime lattice, the path integral measure is in fact the measure of an ordinary multi-dimensional integral. Hence, the Jacobian of the field transformation is a finite-dimensional matrix and its determinant is well defined. The path integral measure is invariant under this transformation as in the continuum eq. (3.84), i.e. there is no contribution from the Jacobian to the Ward identity:

$$
\begin{equation*}
\left.\frac{\delta}{\delta \varepsilon^{x}} \operatorname{det}\left(\frac{\delta \mathfrak{T}[\varepsilon][\Upsilon]}{\delta \Upsilon}\right)\right|_{\varepsilon=0}=0 . \tag{6.37}
\end{equation*}
$$

The contribution from the derivative of the action, defined in eqs. 6.9) and (6.10), is given by

$$
\begin{gather*}
\left.\frac{\delta S[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}=-\mathrm{i}\left(\frac{1}{4} \sum_{\mu=0}^{3}( \right.  \tag{6.38}\\
\left(\bar{\Psi}\left(\overleftarrow{D}_{\mathrm{F}}^{\mu}-\vec{D}_{\mathrm{B}}^{\mu}\right) T\left(\mathbb{1}+\gamma^{\mu}\right) \Psi\right)^{x} \\
\\
\left.+\left(\bar{\Psi} T\left(\overleftarrow{D}_{\mathrm{B}}^{\mu}-\vec{D}_{\mathrm{F}}^{\mu}\right)\left(\mathbb{1}-\gamma^{\mu}\right) \Psi\right)^{x}\right) \\
\left.-\bar{\Psi}^{x}[M, T] \Psi^{x}\right)
\end{gather*}
$$

In order to be able to define a conserved vector current we rewrite the former expression in terms of commutators and anticommutators of the covariant derivatives and $T$ :

$$
\begin{align*}
&\left.\frac{\delta S[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}=-\mathrm{i}( \frac{1}{4} \sum_{\mu=0}^{3}(  \tag{6.39}\\
&( \left(\bar{\Psi}\left\{\overleftarrow{D}_{\mathrm{F}}^{\mu}-\vec{D}_{\mathrm{B}}^{\mu}, T\right\}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi\right)^{x} \\
&\left.+\left(\bar{\Psi}\left\{\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}, T\right\}\left(\gamma^{\mu}-\mathbb{1}\right) \Psi\right)^{x}\right) \\
&-\bar{\Psi}^{x}[M, T] \Psi^{x} \\
&-\frac{1}{4} \sum_{\mu=0}^{3}\left(\left(\bar{\Psi}\left[\vec{D}_{\mathrm{B}}^{\mu}-\overleftarrow{D}_{\mathrm{F}}^{\mu}, T\right]\left(\gamma^{\mu}+\mathbb{1}\right) \Psi\right)^{x}\right. \\
&\left.+\left(\bar{\Psi}\left(\gamma^{\mu}-\mathbb{1}\right)\left[\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}, T\right] \Psi\right)^{x}\right)
\end{align*}
$$

The first part of eq. (6.39) can now be expressed as a derivative of a lattice discretisation of the vector current

$$
\begin{align*}
& \frac{1}{4} \sum_{\mu=0}^{3}\left(\left(\bar{\Psi}\left\{\overleftarrow{D}_{\mathrm{F}}^{\mu}-\vec{D}_{\mathrm{B}}^{\mu}, T\right\}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi\right)^{x}+\left(\bar{\Psi}\left\{\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}, T\right\}\left(\gamma^{\mu}-\mathbb{1}\right) \Psi\right)^{x}\right) \\
& =\sum_{\mu=0}^{3}\left(\frac{1}{4}\left(\bar{\Psi}^{x+a \hat{\mu}}\left\{\left(W^{x \mu}\right)^{\dagger}, T\right\}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}+\bar{\Psi}^{x}\left\{W^{x \mu}, T\right\}\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x+a \hat{\mu}}\right)\right. \\
& \left.\quad \quad-\frac{1}{4}\left(\bar{\Psi}^{x}\left\{\left(W^{x-a \hat{\mu}, \mu}\right)^{\dagger}, T\right\}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x-a \hat{\mu}}+\bar{\Psi}^{x-a \hat{\mu}}\left\{W^{x-a \hat{\mu}, \mu}, T\right\}\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x}\right)\right) \\
& =\sum_{\mu=0}^{3}\left(\vec{\partial}_{\mathrm{B}}^{\mu} \mathcal{V}_{\mathrm{F}}^{\mu}\right)^{x}=\sum_{\mu=0}^{3}\left(\vec{\partial}_{\mathrm{F}}^{\mu} \mathcal{V}_{\mathrm{B}}^{\mu}\right)^{x}, \tag{6.40}
\end{align*}
$$

where we have introduced the forward point-split vector current $\mathcal{V}_{\mathrm{F}}$ reading

$$
\begin{align*}
\mathcal{V}_{\mathrm{F}}^{x \mu}= & \frac{1}{4}\left(\bar{\Psi}^{x+a \hat{\mu}}\left\{\left(W^{x \mu}\right)^{\dagger}, T\right\}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}+\bar{\Psi}^{x}\left\{W^{x \mu}, T\right\}\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x+\mu}\right) \\
= & \frac{1}{4}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(U^{x \mu}\right)^{\dagger}\left\{\exp \left(-\mathrm{i} a e Q A^{x \mu}\right), T\right\}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}\right.  \tag{6.41}\\
& \left.\quad-\bar{\Psi}^{x} U^{x \mu}\left\{\exp \left(\mathrm{i} a e Q A^{x \mu}\right), T\right\}\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x+\mu}\right)
\end{align*}
$$

and the backward point-split vector current $\mathcal{V}_{\mathrm{B}}$ which is just a displaced forward point-split vector current:

$$
\begin{equation*}
\mathcal{V}_{\mathrm{B}}^{x \mu}=\mathcal{V}_{\mathrm{F}}^{x-a \hat{\mu}, \mu} \tag{6.42}
\end{equation*}
$$

These definitions fulfil the correct classical continuum limit for both flavour diagonal and flavour non-diagonal vector currents in the presence of QED. For vanishing electromagnetic quark charges $Q=0$, the anticommutators in eq. 6.41 equal $2 T$ and we reobtain the standard definition of the partially conserved vector current in QCD [42, 202]. In order to understand the meaning of the third part of eq. 6.39), we express it in terms of gauge links:

$$
\left.\begin{array}{rl}
\begin{array}{rl}
\frac{1}{4} \sum_{\mu=0}^{3}((\bar{\Psi} & \\
\left.\left.\left.D_{\mathrm{B}}^{\mu}-\overleftarrow{D}_{\mathrm{F}}^{\mu}, T\right]\left(\gamma^{\mu}+\mathbb{1}\right) \Psi\right)^{x}+\bar{\Psi}^{x}\left(\gamma^{\mu}-\mathbb{1}\right)\left(\left[\vec{D}_{\mathrm{F}}^{\mu}-\overleftarrow{D}_{\mathrm{B}}^{\mu}, T\right] \Psi\right)^{x}\right) \\
=\frac{1}{4} \sum_{\mu=0}^{3}( & \left(\bar{\Psi}^{x+a \hat{\mu}}\left[T,\left(W^{x \mu}\right)^{\dagger}\right]\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}+\bar{\Psi}^{x}\left[W^{x \mu}, T\right]\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x+a \hat{\mu}}\right) \\
& \left.\quad+\bar{\Psi}^{x}\left[T,\left(W^{x-a \hat{\mu}, \mu}\right)^{\dagger}\right]\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x-a \hat{\mu}}+\bar{\Psi}^{x-a \hat{\mu}}\left[W^{x-a \hat{\mu}, \mu}, T\right]\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x}\right) \\
=\frac{1}{4} \sum_{\mu=0}^{3}( & \left(\bar{\Psi}^{x+a \hat{\mu}}\left(U^{x \mu}\right)^{\dagger}\left[T, \exp \left(-\mathrm{i} a e Q A^{x \mu}\right)\right]\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}\right.
\end{array} \\
& \left.\quad+\bar{\Psi}^{x} U^{x \mu}\left[\exp \left(\mathrm{i} a e Q A^{x \mu}\right), T\right]\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x+a \hat{\mu}}\right) \\
& \quad+\bar{\Psi}^{x}\left(U^{x-a \hat{\mu}, \mu}\right)^{\dagger}\left[T, \exp \left(-\mathrm{i} a e Q A^{x-a \hat{\mu}, \mu}\right)\right]\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x-a \hat{\mu}} \\
& \left.\quad+\bar{\Psi}^{x-a \hat{\mu}} U^{x-a \hat{\mu}, \mu}\left[\exp \left(\mathrm{i} a e Q A^{x-a \hat{\mu}, \mu}\right), T\right]\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x}\right)
\end{array}\right\}
$$

The operator $\mathcal{X}^{x}$ defined above is in fact a lattice discretisation of the continuum operator $e A_{\mathrm{e}}{ }^{x \mu} \bar{\Psi}^{x} \gamma^{\mu}[Q, T] \Psi^{x}$, which we find in eq. 3.86. We combine all intermediate results with eq. 2.22 and obtain the vector Ward identity for lattice QCD+QED, which reads

$$
\begin{equation*}
\left\langle\sum_{\mu=0}^{3}\left(\vec{\partial}_{\mathrm{B}}^{\mu} \mathcal{V}_{\mathrm{F}}^{\mu}\right)^{x} O[\Upsilon]\right\rangle=\left\langle\left(\bar{\Psi}^{x}[M, T] \Psi^{x}+\mathrm{i} X^{x}\right) \mathcal{O}[\Upsilon]+\left.\mathrm{i} \frac{\delta \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}\right\rangle \tag{6.44}
\end{equation*}
$$

We observe that the vector Ward identity on the lattice has the same form as in the continuum eq. (3.87), however with replaced operators. For vanishing electromagnetic quark
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charges $Q=0$, we have $\mathcal{X}=0$, such that we reobtain the standard lattice QCD vector Ward identity [42, 202]. Considering transformations for which $T$ is flavour diagonal, the expression for the vector current can be simplified to

$$
\begin{equation*}
\mathcal{V}_{\mathrm{F}}^{x \mu}=\frac{1}{2}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(W^{x \mu}\right)^{\dagger} T\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}+\bar{\Psi}^{x} W^{x \mu} T\left(\gamma^{\mu}-\mathbb{1}\right) \Psi^{x+\mu}\right) \tag{6.45}
\end{equation*}
$$

Comparing eq. (6.41) with eq. 6.45, we see that we have removed the anti-commutators, as the gauge links $W$ and the matrices $T$ commute. We find that the expectation value of flavour-neutral currents is also conserved in combined lattice QCD and QED up to contact terms:

$$
\begin{equation*}
\left\langle\sum_{\mu=0}^{3}\left(\vec{\partial}_{\mathrm{B}}^{\mu} \mathcal{V}_{\mathrm{F}}^{\mu}\right)^{x} \mathcal{O}[\Upsilon]\right\rangle=\left\langle\left.\mathrm{i} \frac{\delta \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}\right\rangle \tag{6.46}
\end{equation*}
$$

Our annotations with regard to the renormalisation of the electromagnetic charge in continuum QCD+QED in section 3.5.1 do also apply for lattice QCD+QED. Consequently, in a tree-level lattice QED calculation, the vacuum polarisation is absent and the electromagnetic coupling does not renormalise even in the presence of full lattice QCD.

### 6.5. Relating $Q C D+Q E D$ and $Q C D_{\text {iso }}$ via reweighting

For our $\mathrm{QCD}+\mathrm{QED}$ calculation we want to make use of existing $\mathrm{QCD}_{\text {iso }}$ gauge configurations generated by the CLS effort discussed in chapter 5. In order to relate QCD+QED to $\mathrm{QCD}_{\text {iso }}$, we make use of Monte Carlo reweighting introduced in section 4.6.7 as first suggested in [46, 143] for the twisted-mass lattice fermion discretisation [132, 133]. Although we apply the concept developed in the latter publications, we formulate the following derivations and results in a different way that allows for an easier interpretation of the individual components of equations as well as for the straightforward definition of Feynman rules.

### 6.5.1. $Q C D+Q E D$ and $Q C D_{\text {iso }}$

Starting from the lattice QCD+QED action

$$
S[U, A, \Psi, \bar{\Psi}]=S_{\mathrm{g}}[U]+S_{\gamma}[A]+S_{\mathrm{q}}[U, A, \Psi, \bar{\Psi}]
$$

we define the partition function and expectation value

$$
\begin{align*}
Z & =\int D U D A D \Psi D \bar{\Psi} \exp (-S[U, A, \Psi, \bar{\Psi}])  \tag{6.47}\\
\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle & =\frac{1}{Z} \int D U D A D \Psi D \bar{\Psi} \exp (-S[U, A, \Psi, \bar{\Psi}]) \mathcal{O}[U, A, \Psi, \bar{\Psi}] \tag{6.48}
\end{align*}
$$

The action eq. (6.1) representing QCD+QED like theories can be parametrised by the tuple $\varepsilon$ [46, 143], which contains the bare quark masses, the squared inverse strong coupling and the squared electromagnetic coupling:

$$
\begin{equation*}
\varepsilon=\left(m_{\mathrm{u}}, m_{\mathrm{d}}, m_{\mathrm{s}}, \beta, e^{2}\right) . \tag{6.2}
\end{equation*}
$$

A particular type of $\mathrm{QCD}+\mathrm{QED}$ like theories is formed by $\mathrm{QCD}_{\text {iso }}$ theories, with an additional free, decoupled photon field. These theories are characterised by the choice of parameters

$$
\begin{equation*}
\varepsilon^{(0)}=\left(m_{\mathrm{ud}}^{(0)}, m_{\mathrm{ud}}^{(0)}, m_{\mathrm{s}}^{(0)}, \beta^{(0)}, 0\right), \tag{6.49}
\end{equation*}
$$

i.e. the light quarks have the same bare mass $m_{\mathrm{ud}}^{(0)}=m_{\mathrm{u}}^{(0)}=m_{\mathrm{d}}^{(0)}$ and the electromagnetic coupling vanishes $\left(e^{2}\right)^{(0)}=0$, such that the quarks lose their electromagnetic charge. As a consequence, the light quarks also have the same renormalised quark mass. As the relation between the bare and the renormalised strong coupling constant is different in $\mathrm{QCD}_{\text {iso }}$ compared to $\mathrm{QCD}+\mathrm{QED}$, it is reasonable to also allow for an altered value of the bare inverse strong coupling $\beta^{(0)}$.

### 6.5.2. Reweighting

In principle, it is possible to generate gauge ensembles of the combined QCD+QED introduced in this chapter. The $B M W$ collaboration followed this approach with the staggered fermion discretisation to compute the proton-neutron mass difference form first principles 41]. However, this strategy is computationally demanding, as the generation of gauge ensembles accounts for a large amount of the total computer time. Hence, it is reasonable to use a computational strategy that allows for the reuse of existing $\mathrm{QCD}_{\text {iso }}$ gauge ensembles. The idea to introduce the electromagnetic interaction on existing unquenched QCD gauge ensembles by means of the reweighting technique [160, 161], as described in section 4.6.7, was already suggested in 2004 by [165]. The first lattice QCD+QED simulations were performed in the quenched approximation by Duncan, Eichten and Thacker [141, 142] in 1996, neglecting sea-quark effects. In this setup, QCD and QED gauge configurations can be generated independently. The gauge configurations are only combined at the stage when the valence-quark propagator is computed. Later efforts were based on unquenched QCD combined with quenched QED [203, 204, which still allows for an independent generation of gauge configurations. The CLS gauge configurations possess mass-degenerate up and down quarks. Consequently, the reweighting should not only introduce the electromagnetic interaction but also allow for an alteration of the quark masses, as suggested in [157, 163, 164. The strong gauge action should also be reweighted to absorb the shift in the inverse strong coupling. This overall strategy was first used by the RM123 collaboration [46, 143].
In the following, we derive the reweighting factor that relates QCD+QED to $\mathrm{QCD}_{\text {iso }}$ for the lattice action used in this thesis. The existing $\mathrm{QCD}_{\text {iso }}$ gauge configurations are generated with respect to the effective isosymmetric gauge action

$$
\begin{equation*}
S_{\mathrm{eff}}^{(0)}[U]=S_{\mathrm{g}}^{(0)}[U]-\log \left(Z_{\mathrm{q}}^{(0)}[U]\right), \tag{6.50}
\end{equation*}
$$
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which is used to evaluate the expectation value

$$
\begin{equation*}
\langle\mathcal{O}[U]\rangle_{\mathrm{eff}}^{(0)}=\frac{1}{Z_{\mathrm{eff}}^{(0)}} \int D U \exp \left(-S_{\mathrm{eff}}^{(0)}[U]\right) \mathcal{O}[U] . \tag{6.51}
\end{equation*}
$$

$Z_{\text {eff }}^{(0)}$ and $Z_{\mathrm{q}}^{(0)}[U]$ denote the partition functions corresponding to the isosymmetric effective gauge action $S_{\text {eff }}^{(0)}$ and to a free isosymmetric fermion theory on a fixed gauge background $U$ with action $S_{\mathrm{q}}^{(0)}$, respectively:

$$
\begin{align*}
Z_{\mathrm{eff}}^{(0)} & =\int D U \exp \left(-S_{\mathrm{eff}}^{(0)}[U]\right),  \tag{6.52}\\
Z_{\mathrm{q}}^{(0)}[U] & =\int D \Psi D \bar{\Psi} \exp \left(-S_{\mathrm{q}}^{(0)}[U, \Psi, \bar{\Psi}]\right) . \tag{6.53}
\end{align*}
$$

Our aim is to express the expectation of QCD+QED eq. 6.48) in terms of the expectation value of the effective isosymmetric gauge action eq. 6.51). In order to introduce the photon field into our calculation and allow for arbitrary quark masses, we define a partition function $Z_{\mathrm{q} \gamma}[U]$ in analogy to eq. (6.53) and the corresponding expectation value, which now describes quarks and photons on a given gauge background $U$,

$$
\begin{gather*}
Z_{\mathrm{q} \gamma}[U]=\int D A D \Psi D \bar{\Psi} \exp \left(-S_{\gamma}[A]-S_{\mathrm{q}}[U, A, \Psi, \bar{\Psi}]\right)  \tag{6.54}\\
\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}=\frac{1}{Z_{\mathrm{q} \gamma}[U]} \int D A D \Psi D \bar{\Psi} \exp \left(-S_{\gamma}[A]-S_{\mathrm{q}}[U, A, \Psi, \bar{\Psi}]\right)  \tag{6.55}\\
\cdot \mathcal{O}[U, A, \Psi, \bar{\Psi}] .
\end{gather*}
$$

Defining the effective gauge action with respect to the perturbed gauge action and the partition function $Z_{\mathrm{q} \gamma}[U]$,

$$
\begin{equation*}
S_{\mathrm{eff}}[U]=S_{\mathrm{g}}[U]-\log \left(Z_{\mathrm{q} \mathrm{\gamma}}[U]\right), \tag{6.56}
\end{equation*}
$$

we introduce the partition function and the corresponding expectation value

$$
\begin{align*}
Z_{\mathrm{eff}} & =\int D U \exp \left(-S_{\mathrm{eff}}[U]\right),  \tag{6.57}\\
\langle\mathcal{O}[U]\rangle_{\mathrm{eff}} & =\frac{1}{Z_{\mathrm{eff}}} \int D U \exp \left(-S_{\mathrm{eff}}[U]\right) \mathcal{O}[U] . \tag{6.58}
\end{align*}
$$

From the last definitions we immediately see that we can reobtain the QCD+QED parti-
tion function and the corresponding expectation value given in eqs. 6.47) and 6.48):

$$
\begin{align*}
Z_{\mathrm{eff}} & =\int D U \exp \left(-S_{\mathrm{g}}[U]\right) Z_{\mathrm{q} \gamma}[U] \\
& =\int D U D A D \Psi D \bar{\Psi} \exp (-S[U, A, \Psi, \bar{\Psi}])=Z  \tag{6.59}\\
\left\langle\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}\right\rangle_{\mathrm{eff}} & =\frac{1}{Z_{\mathrm{eff}}} \int D U \exp \left(-S_{\mathrm{g}}[U]\right) Z_{\mathrm{q} \gamma}[U]\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma} \\
& =\frac{1}{Z} \int D U D A D \Psi D \bar{\Psi} \exp (-S[U, A, \Psi, \bar{\Psi}]) \mathcal{O}[U, A, \Psi, \bar{\Psi}] \\
& =\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle . \tag{6.60}
\end{align*}
$$

Having two effective actions $S_{\text {eff }}^{(0)}[U]$ in eq. 6.50) and $S_{\text {eff }}[U]$ in eq. 6.56, which belong to distinct physical theories with the same gauge field $U$, we are now just in the situation discussed in section 4.6.7, when we introduced the reweighting technique. Equation 4.102) allows us to relate these two theories via

$$
\begin{equation*}
\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle=\left\langle\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}\right\rangle_{\mathrm{eff}}=\frac{\left\langle R[U]\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}\right\rangle_{\mathrm{eff}}^{(0)}}{\langle R[U]\rangle_{\mathrm{eff}}^{(0)}} \tag{6.61}
\end{equation*}
$$

According to eq. 4.103), the reweighting factor is given by the ratio of the Boltzmann weights of the two theories:

$$
\begin{equation*}
R[U]=\frac{\exp \left(-S_{\mathrm{eff}}[U]\right)}{\exp \left(-S_{\mathrm{eff}}^{(0)}[U]\right)}=\frac{\exp \left(-S_{\mathrm{g}}[U]\right) Z_{\mathrm{q} \gamma}[U]}{\exp \left(-S_{\mathrm{g}}^{(0)}[U]\right) Z_{\mathrm{q}}^{(0)}[U]} \tag{6.62}
\end{equation*}
$$

The latter factor replaces the Boltzmann weight of the unperturbed strong gauge action $\exp \left(-S_{\mathrm{g}}^{(0)}[U]\right)$ by the Boltzmann weight of the perturbed strong gauge action $\exp \left(-S_{\mathrm{g}}[U]\right)$ and the partition function $Z_{\mathrm{q}}^{(0)}[U]$ of a free and isosymmetric fermionic theory on a background gauge field $U$ by the partition function $Z_{\mathrm{q} \gamma}[U]$ describing QED on a background gauge field $U$.

### 6.5.3. Determination of the reweighting factor and the inner expectation value

The ratio of Boltzmann weights $\frac{\exp \left(-S_{\mathrm{g}}[U]\right)}{\exp \left(-S_{\mathrm{g}}^{(0)}[U]\right)}$ in eq. 6.62 can be computed directly, as it is cheap to evaluate the two actions $S_{\mathrm{g}}$ and $S_{\mathrm{g}}^{(0)}$ on a given gauge configuration $U$. In contrast, the determination of the expectation value $\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}$ and the ratio of partition functions $\frac{Z_{\mathrm{q} \gamma}[U]}{Z_{\mathrm{q}}^{(0)}[U]}$ is rather involved and computationally non-trivial. There are in principle two options: The two quantities can either be evaluated using stochastic estimators [157, 163-165] or by means of a perturbative expansion as suggested in [46, 143]. A common simplification is to neglect isospin breaking effects in the sea-quark sector, which is known as the electro-quenched setup [203, 204]. This is equivalent to assume
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$Z_{\mathrm{q} \gamma}[U]=Z_{\mathrm{q}}^{(0)}[U] Z_{\gamma}^{(0)}$, where $Z_{\gamma}^{(0)}=\int D A \exp \left(-S_{\gamma}^{(0)}[A]\right)$ is the partition function of the free photon field. In this thesis, we treat isospin breaking effects perturbatively, as they are expected to be of small magnitude. A major advantage is, that we can work in leading order in $e^{2}$, such that we can avoid having to deal with the renormalisation of the electromagnetic coupling.

### 6.6. Feynman rules for $Q C D+Q E D$ as a perturbation of $Q C D_{\text {iso }}$

As discussed in the previous section, we treat isospin breaking effects in the framework of weak coupling perturbation theory [46, 143]. In order to evaluate $\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}$ in eq. 6.61) and $R[U]$ given in eq. 6.62), we expand the latter expressions in terms of $\Delta \varepsilon=\varepsilon-\varepsilon^{(0)}$ around $\varepsilon^{(0)}$. Our aim is to formulate Feynman rules that allow for a diagrammatic representation of the expansions of $\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}$ and $R[U]$. First, we define the quark and photon propagators in the isosymmetric theory. In order to derive expressions for the vertices, we expand the Wilson-Dirac operator around its isosymmetric counterpart. To be able to construct Feynman diagrams, we introduce corresponding graphical representations for propagators and vertices. As usual, for each closed fermion loop and for each crossing of fermion lines we have to multiply the amplitude by a factor of -1 . We also have to divide by the appropriate symmetry factor of the diagram. We finally determine the expansion of the reweighting factor $R[U]$ and discuss the expansion of a generic correlation function.

### 6.6.1. Isosymmetric quark and photon propagators

We use the standard graphical representations for the isosymmetric quark propagator on a fixed gauge background $U$

$$
\begin{equation*}
S^{(0)}[U]_{\mathbf{a}}^{\mathbf{b}}=\left(D^{(0)}[U]^{-1}\right)_{\mathbf{a}}^{\mathbf{b}}=\stackrel{\mathrm{b}}{\longleftrightarrow} \tag{6.63}
\end{equation*}
$$

and for the photon propagator

$$
\begin{equation*}
\Sigma^{\mathbf{c}_{2}} \mathbf{c}_{1}=\left(\Delta^{-1}\right)^{\mathbf{c}_{2}} \mathbf{c}_{1}=\mathbf{c}_{2} \nsim \sim \sim \sim_{0} \mathbf{c}_{1} \tag{6.64}
\end{equation*}
$$

We will give more details on how we compute the isosymmetric quark propagator in section 7.1 and the photon propagator in sections 6.7 and 6.8 .

### 6.6.2. Expansion of the Wilson-Dirac operator

For the definition of vertices involving quark fields, we expand the Wilson-Dirac operator $D[U, A]$ of QCD+QED defined in eq. (6.10) around the Wilson-Dirac operator $D^{(0)}[U]$ of $\mathrm{QCD}_{\text {iso }}$. Formally, this expansion reads

$$
\begin{align*}
& D[U, A]^{\mathbf{a}} \mathbf{b}= D^{(0)}[U]_{\mathbf{b}}^{\mathbf{a}}-\sum_{f} \Delta m_{f} V_{\overline{\mathrm{q} q} f}[U]_{\mathbf{b}}^{\mathbf{a}}  \tag{6.65}\\
&-e V_{\overline{\mathrm{qq}}}[U]_{\mathbf{b} \mathbf{c}}^{\mathbf{a}} A^{\mathbf{c}}-\frac{1}{2} e^{2} V_{\overline{\mathrm{q} q \gamma \gamma}}[U]^{\mathbf{a}} \mathbf{b}_{\mathbf{b}}^{\mathbf{2}} \mathbf{c}_{\mathbf{1}} \\
& A^{\mathbf{c}_{\mathbf{2}}} A^{\mathbf{c}_{\mathbf{1}}}+O\left(e^{3}\right),
\end{align*}
$$

which implicitly defines the quark-antiquark vertex $V_{\overline{\mathrm{q} q} f}$, photon-quark-antiquark vertex $V_{\overline{\mathrm{qq}} \gamma}$ and the 2-photon-quark-antiquark vertex $V_{\overline{\mathrm{q} q} \gamma \gamma}$. Due to the exponential form of the QED gauge links $\exp (\mathrm{i} a e Q A)$, we find contributions to the electromagnetic interaction to all orders in $e$. This is typical for lattice perturbation theory calculations. A truncation of this expansion has to be consistent with the order of the entire calculation 97. We truncate the expansion at $O\left(e^{3}\right)$ as we are only interested in leading isospin breaking effects, i.e. in contributions up to order $e^{2}$. The minus sign introduced in front of the vertices in eq. (6.65) is due to the minus sign in the Boltzmann weight factor $\exp (-S)$ in Euclidean spacetime. In Minkowskian spacetime factors of $i$ and $-i$ would appear instead. The factor $\frac{1}{2}$ in front of $V_{\overline{\mathrm{q} q} \gamma \gamma}$ ensures the correct determination of the symmetry factor in Feynman diagrams. We represent the vertices by the diagrams

$$
\begin{align*}
& V_{\overline{\mathrm{q} q} f}[U]^{\mathbf{a}}{ }_{\mathbf{b}}=\mathbf{a} \leftarrow \stackrel{f}{\circ} \leftarrow \mathbf{b},  \tag{6.66}\\
& V_{\overline{\mathrm{q} q} \gamma}[U]^{\mathbf{a}}{ }_{\mathbf{b c}}={ }_{\mathbf{a} \lll \delta^{\mathbf{c}},}, \tag{6.67}
\end{align*}
$$

For a better readability we omit colour and spinor indices and leave them implicit in the following discussion. Inserting the definition of the lattice covariant derivatives, defined in eqs. (4.32) and (4.33), into the definition of the Wilson-Dirac operator in eq. (6.10), the left-hand side of eq. (6.65) becomes

$$
\begin{align*}
& D[U]^{(x f)_{2}}{ }_{(x f)_{1}}=\delta_{f_{1}}^{f_{2}}\left(\left(4 a+m_{f_{1}}^{(0)}+\Delta m_{f_{1}}+c_{\mathrm{SW}} a \sum_{\mu_{1}<\mu_{2}} \frac{1}{2} \sigma^{\mu_{1} \mu_{2}} \hat{F}_{\mathrm{s}}^{x_{2} \mu_{1} \mu_{2}}\right) \delta_{x_{1}}^{x_{2}}\right.  \tag{6.69}\\
&-\frac{1}{2} \sum_{\mu}\left(\left(\mathbb{1}-\gamma^{\mu}\right) U^{x_{2} \mu} \exp \left(\mathrm{i} a e q_{f_{1}} A^{x \mu}\right) \delta_{x_{1}}^{x_{2}+a \hat{\mu}}\right. \\
&\left.\left.+\left(\mathbb{1}+\gamma^{\mu}\right)\left(W^{x_{1} \mu}\right)^{\dagger} \exp \left(-\mathrm{i} a e q_{f_{1}} A^{x \mu}\right) \delta_{x_{1}}^{x_{2}-a \hat{\mu}}\right)\right) .
\end{align*}
$$

In order to expand $D[U, A]$ around its isosymmetric counterpart $D^{(0)}[U]$, given by

$$
\begin{align*}
&\left.D^{(0)}{ }_{[U]^{(x f)_{2}}{ }_{(x f)_{1}}=\delta_{f_{1}}^{f_{2}}\left(\left(4+m_{f_{1}}^{(0)}\right.\right.}+c_{\mathrm{SW}} a \sum_{\mu_{1}<\mu_{2}} \frac{1}{2} \sigma^{\mu_{1} \mu_{2}} \hat{F}_{\mathrm{s}}^{x_{2} \mu_{1} \mu_{2}}\right) \delta_{x_{1}}^{x_{2}}  \tag{6.70}\\
&-\frac{1}{2} \sum_{\mu}\left(\left(\mathbb{1}-\gamma^{\mu}\right) U^{x_{2} \mu} \delta_{x_{1}}^{x_{1}+a \hat{\mu}}\right. \\
&\left.\left.+\left(\mathbb{1}+\gamma^{\mu}\right)\left(U^{x_{1} \mu}\right)^{\dagger} \delta_{x_{1}}^{x_{2}-a \hat{\mu}}\right)\right),
\end{align*}
$$

we expand the QED gauge links up to $O\left(e^{2}\right)$ :

$$
\begin{align*}
\exp \left(\mathrm{i} a e Q A^{x \mu}\right) & =\mathbb{1}+\mathrm{i} a e Q A^{x \mu}-\frac{1}{2} a^{2} e^{2} Q^{2}\left(A^{x \mu}\right)^{2}+O\left(e^{3}\right),  \tag{6.71}\\
\exp \left(-\mathrm{i} a e Q A^{x \mu}\right) & =\mathbb{1}-\mathrm{i} a e Q A^{x \mu}-\frac{1}{2} a^{2} e^{2} Q^{2}\left(A^{x \mu}\right)^{2}+O\left(e^{3}\right) . \tag{6.72}
\end{align*}
$$
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The definition of the vertices can now be read off from eq. 6.65 order by order in the expansion parameters $\Delta \varepsilon$. The quark-antiquark vertex $V_{\overline{\text { qq }} f}$ used for the explicit detuning of the mass of the quark field with flavour $f$ is given by

$$
\begin{equation*}
V_{\overline{\mathrm{qq}} f}[U]^{(x f)_{2}}{ }_{(x f)_{1}}=-\delta_{x_{1}}^{x_{2}} \delta_{f}^{f_{2}} \delta_{f_{1}}^{f_{2}} . \tag{6.73}
\end{equation*}
$$

As the mass detuning vertex is a point-like vertex, it is in fact independent of the QCD gauge links $U$. The photon-quark-antiquark vertex $V_{\overline{\mathrm{q} q} \gamma}$ reads

$$
\begin{align*}
V_{\overline{\mathrm{q} \gamma} \gamma}[U]^{(x f)_{2}}{ }_{(x f)_{1}(x \mu)_{3}}=\frac{\mathrm{i}}{2} a q_{f_{1}} \delta_{f_{1}}^{f_{2}} & \left(-\left(\mathbb{1}-\gamma^{\mu_{3}}\right) U^{x_{2} \mu_{3}} \delta_{x_{1}}^{x_{2}+a \hat{\mu}_{3}} \delta_{x_{3}}^{x_{2}}\right.  \tag{6.74}\\
& \left.+\left(\mathbb{1}+\gamma^{\mu_{3}}\right)\left(U^{x_{1} \mu_{3}}\right)^{\dagger} \delta_{x_{1}}^{x_{2}-a \hat{\mu}_{3}} \delta_{x_{3}}^{x_{1}}\right) .
\end{align*}
$$

Finally, the 2-photon-quark-antiquark vertex $V_{\overline{\mathrm{q}} q \gamma \gamma}$ is given by

$$
\begin{align*}
V_{\overline{\mathrm{q} q} \gamma}[U]^{(x f)_{2}}(x f)_{1}(x \mu)_{4}(x \mu)_{3}=\frac{1}{2} a^{2} q_{f_{1}}^{2} \delta_{f_{1}}^{f_{2}} & \left(\mathbb{1}-\gamma^{\mu_{3}}\right) U^{x_{2} \mu_{3}} \delta_{x_{1}}^{x_{2}+a \hat{\mu}_{3}} \delta_{\mu_{4}}^{\mu_{3}} \delta_{x_{4}}^{x_{2}} \delta_{x_{3}}^{x_{2}}  \tag{6.75}\\
& \left.+\left(\mathbb{1}+\gamma^{\mu_{3}}\right)\left(U^{x_{1} \mu_{3}}\right)^{\dagger} \delta_{x_{1}}^{x_{2}-a \hat{\mu}_{3}} \delta_{\mu_{4}}^{\mu_{3}} x_{x_{4}}^{x_{1}} \delta_{x_{3}}^{x_{1}}\right) .
\end{align*}
$$

The $\gamma^{5}$-hermiticity of the Wilson-Dirac operator in eq. 4.40) is passed on to the vertices in the following way: Applying the $\gamma^{5}$-hermiticity to eq. (6.65) and comparing order by order in the expansion parameters we can derive the $\gamma^{5}$-hermiticity relations for the vertices contracted with photon fields:

$$
\begin{align*}
& V_{\overline{\mathrm{qq}} f}{ }^{(f x)_{2}}{ }_{(f x)_{1}}=\gamma^{5}\left(V_{\overline{\mathrm{qq}}, f}{ }^{(f x)_{1}}(f x)_{2}\right)^{\dagger} \gamma^{5},  \tag{6.76}\\
& V_{\overline{\mathrm{q} q} \gamma}{ }^{(f x)_{2}}{ }_{(f x)_{1} \mathbf{c}} A^{\mathbf{c}}=\gamma^{5}\left(V_{\overline{\mathrm{q} q} \gamma}{ }^{(f x)_{2}}{ }_{(f x)_{1} \mathbf{c}} A^{\mathbf{c}}\right)^{\dagger} \gamma^{5},  \tag{6.77}\\
& V_{\overline{\mathrm{q} q} \gamma \gamma}{ }^{(f x)_{2}}{ }_{(f x)_{1} \mathbf{c}_{2} \mathbf{c}_{1}} A^{\mathbf{c}}=\gamma^{5}\left(V_{\overline{\mathrm{q}} \gamma \gamma}{ }^{(f x)_{1}}(f x)_{2} \mathbf{c}_{2} \mathbf{c}_{1} A^{\mathbf{c}_{2}} A^{\mathbf{c}_{1}}\right)^{\dagger} \gamma^{5} . \tag{6.78}
\end{align*}
$$

As the photon field is a real field, i.e. $A^{x \mu}=\left(A^{x \mu}\right)^{*}$ in position space representation, we can also deduce the $\gamma^{5}$-hermiticity for the vertices themselves:

$$
\begin{align*}
V_{\overline{\mathrm{q} q} \gamma}{ }^{(f x)_{2}}{ }_{(f x)_{1}(x \mu)_{3}} & =\gamma^{5}\left(V_{\overline{\mathrm{q} q} \gamma}{ }^{(f x)_{1}}(f x)_{2}(x \mu)_{3}\right)^{\dagger} \gamma^{5},  \tag{6.79}\\
V_{\overline{\mathrm{q} q \gamma \gamma}}{ }^{(f x)_{2}}{ }_{(f x)_{1}(x \mu)_{4}(x \mu)_{3}} & =\gamma^{5}\left(V_{\overline{\mathrm{q}} \gamma \gamma \gamma}{ }^{(f x)_{1}}{ }_{(f x)_{2}(x \mu)_{4}(x \mu)_{3}}\right)^{\dagger} \gamma^{5} . \tag{6.80}
\end{align*}
$$

It is straight forward to proof the correctness of these relations by a direct computation.

### 6.6.3. Expansion of the reweighting factor

In order to expand the reweighting factor

$$
R[U]=\frac{\exp \left(-S_{\mathrm{g}}[U]\right) Z_{\mathrm{q} \gamma}[U]}{\exp \left(-S_{\mathrm{g}}^{(0)}[U]\right) Z_{\mathrm{q}}^{(0)}[U]},
$$

we treat the contributions from the QCD gauge action and the partition functions separately. For the first part, we introduce a vertex $V_{\mathrm{g}}[U]$, which accounts for the expansion in $\Delta \beta=\beta-\beta^{(0)}$,

$$
\begin{equation*}
\frac{\exp \left(-S_{\mathrm{g}}[U]\right)}{\exp \left(-S_{\mathrm{g}}^{(0)}[U]\right)}=1+\Delta \beta V_{\mathrm{g}}[U]+O\left(\Delta \beta^{2}\right) \tag{6.81}
\end{equation*}
$$

and which we represent by

$$
\begin{equation*}
V_{\mathrm{g}}[U]=\Delta \beta \tag{6.82}
\end{equation*}
$$

Making use of the relation $S_{\mathrm{g}}[U]=\frac{\beta}{\beta^{(0)}} S_{\mathrm{g}}^{(0)}[U]$, i.e. $S_{\mathrm{g}}[U]$ and $S_{\mathrm{g}}^{(0)}[U]$ only differ by the value of the strong coupling, which enters linearly into the gauge action, we find the simple definition

$$
\begin{equation*}
V_{\mathrm{g}}[U]=-\frac{1}{\beta^{(0)}} S_{\mathrm{g}}^{(0)}[U] \tag{6.83}
\end{equation*}
$$

The second part in eq. (6.62) can be calculated using the standard perturbative expansions of the partition function $Z_{\mathrm{q} \gamma}$ around the free partition functions $Z_{\gamma}^{(0)}=\int D A \exp \left(-S_{\gamma}^{(0)}[A]\right)$ and $Z_{\mathrm{q}}^{(0)}[U]$ [59]. Consequently, the graphical representation of the reweighting factor up to order $\Delta \varepsilon$ reads

$$
\left.\begin{array}{rl}
R[U]=Z_{\gamma}^{(0)} & (1 \tag{6.84}
\end{array}+\sum_{f} \Delta m_{f} \int f+\Delta \beta \Delta \beta\right)
$$

### 6.6.4. Expansion of a correlation function

According to eq. 6.61, a generic correlation function $\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle$ is evaluated by

$$
\begin{equation*}
C=\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle=\frac{\left\langle R[U]\langle\mathcal{O}[U, A, \Psi, \bar{\Psi}]\rangle_{\mathrm{q} \gamma}\right\rangle_{\mathrm{eff}}^{(0)}}{\langle R[U]\rangle_{\mathrm{eff}}^{(0)}} \tag{6.61}
\end{equation*}
$$

In this section, we formally expand the latter perturbatively up to first order in $\Delta \varepsilon$ :

$$
\begin{equation*}
C=C^{(0)}+\sum_{l} \Delta \varepsilon_{l} C_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right) \tag{6.85}
\end{equation*}
$$

It is important to note that the operator $\mathcal{O}[U, A, \Psi, \bar{\Psi}]$ itself may depend on $e$ via the QED gauge links $\exp (\mathrm{i} a e Q A)$. Therefore, it also has to be expanded:

$$
\begin{equation*}
\mathcal{O}=\mathcal{O}^{(0)}+e \mathcal{O}_{e^{2}}^{\left(\frac{1}{2}\right)}+\frac{1}{2} e^{2} \mathcal{O}_{e^{2}}^{(1)}+O\left(e^{3}\right) \tag{6.86}
\end{equation*}
$$

## 6. Lattice $Q C D+Q E D$

The zeroth-order contribution to the correlation function is given by

$$
\begin{equation*}
C^{(0)}=(\langle\mathcal{O}\rangle)^{(0)}=\frac{\left\langle(R[U])^{(0)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}\right)^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}} . \tag{6.87}
\end{equation*}
$$

The first-order contributions for the expansion parameters $l=\Delta m_{\mathrm{u}}, \Delta m_{\mathrm{d}}, \Delta m_{\mathrm{s}}$ read

$$
\begin{align*}
(\langle\mathcal{O}\rangle)_{l}^{(1)}= & \frac{\left\langle(R[U])^{(0)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}\right)_{l}^{(1)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}+\frac{\left\langle(R[U])_{l}^{(1)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}\right)^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}  \tag{6.88}\\
& -\frac{\left\langle(R[U])_{l}^{(1)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle\left(R[(U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}\right.} \frac{\left.\langle(U])^{(0)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}\right)^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}
\end{align*}
$$

For the expansion parameter $e^{2}$ we find

$$
\begin{align*}
(\langle\mathcal{O}\rangle)_{e^{2}}^{(1)}= & \frac{\left\langle(R[U])^{(0)}\left(\left\langle\mathcal{O}^{(0)}+e \mathcal{O}_{e^{2}}^{\left(\frac{1}{2}\right)}+\frac{1}{2} e^{2} \mathcal{O}_{e^{2}}^{(1)}\right\rangle_{\mathrm{q} \gamma}\right)_{e^{2}}^{(1)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}+\frac{\left\langle(R[U])_{e^{2}}^{(1)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}{ }^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}\right.}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}} \\
& -\frac{\left\langle(R[U])_{e^{2}}^{(1)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}} \frac{\left\langle(R[U])^{(0)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}\right)^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}} . \tag{6.89}
\end{align*}
$$

As the expansion parameter $\Delta \beta$ is only present in the reweighting factor $R[U]$, the firstorder contribution from the correlation function $\langle\mathcal{O}\rangle_{\mathrm{q} \gamma}$ is absent:

$$
\begin{align*}
(\langle\mathcal{O}\rangle)_{\Delta \beta}^{(1)}= & \frac{\left\langle(R[U])_{\Delta \beta}^{(1)}\left(\left\langle\mathcal{O}^{(0)}\right\rangle_{\mathrm{q} \gamma}\right)^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{e} f}^{(0)}}  \tag{6.90}\\
& -\frac{\left\langle(R[U])_{\Delta \beta}^{(1)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}} \frac{\left\langle(R[U])^{(0)}\left(\langle O\rangle_{\mathrm{q} \gamma}\right)^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}{\left\langle(R[U])^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}}
\end{align*}
$$

We will give diagrammatic representations of these equations in chapters 11 to 13 , when we discuss meson and baryon spectroscopy as well as the hadronic vacuum polarisation function.

### 6.7. The free photon propagator on temporal periodic boundary conditions

In the following section, we introduce a basis transformation that is compatible with periodic boundary conditions in spatial and temporal directions and block-diagonalises the photon difference operator $\Delta$. In this new basis, the photon propagator can be obtained by a simple algebraic inversion. The key transformation for this purpose is the discrete Fourier transform (DFT), which we will introduce now.

### 6.7.1. Discrete Fourier transform

We define the one-dimensional discrete Fourier transform [205] $\mathfrak{F}_{\mu}$ and its inverse $\left(\mathfrak{F}_{\mu}\right)^{-1}$ in direction $\mu$ as

$$
\begin{equation*}
\mathfrak{F}_{\mu} \mu^{p^{\mu}}{ }_{x^{\mu}}=\sqrt{\frac{a}{X^{\mu}}} \exp \left(-\mathrm{i} p^{\mu} x^{\mu}\right), \quad\left(\mathfrak{F}_{\mu}^{-1}\right)^{x^{\mu}}{ }_{p^{\mu}}=\sqrt{\frac{a}{X^{\mu}}} \exp \left(\mathrm{i} p^{\mu} x^{\mu}\right) \tag{6.91}
\end{equation*}
$$

with $x^{\mu} \in\left\{0, \ldots, X^{\mu}-a\right\}$ and $p^{\mu} \in \frac{2 \pi}{a X^{\mu}}\left\{0, \ldots, X^{\mu}-a\right\}$. We make use of a normalisation which ensures the unitarity of the Fourier transform in integer coordinates $n^{\mu}=\frac{x^{\mu}}{a}$ and $m^{\mu}=\frac{p^{\mu} X^{\mu}}{2 \pi}$. This is convenient for the implementation on the computer, where integer coordinates have to be applied. We define the negative value of a momentum as $-p^{\mu} \equiv$ $\frac{2 \pi}{a_{2 \pi}{ }^{\mu}}-p^{\mu}$, which is consistent with the fact that the Fourier transform and its inverse are $\frac{2 \pi}{a X^{\mu}}$-periodic with respect to $p^{\mu}$. The simulation code is based on the implementation of the DFT in the FFTW3 library [205]. The inverse discrete Fourier transform $\mathfrak{F}^{-1}$ fulfils the periodic boundary condition for all components of the photon field $A$ at the spatial boundaries, defined in eq. (6.14), and at the temporal boundaries, defined in eq. 6.19):

$$
\begin{align*}
\left(\mathfrak{F}_{\mu}^{-1}\right)^{-a}{ }_{p^{\mu}} & =\sqrt{\frac{a}{X^{\mu}}} \exp \left(-\mathrm{i} p^{\mu}(-a)\right)=\frac{1}{\sqrt{X^{\mu}}} \exp \left(-\mathrm{i} p^{\mu}\left(X^{\mu}-a\right)\right)=\left(\mathfrak{F}_{\mu}^{-1}\right)^{X^{\mu}-a}{ }_{p^{\mu}},  \tag{6.92}\\
\left(\mathfrak{F}_{\mu}^{-1}\right)^{X^{\mu}}{ }_{p^{\mu}} & =\sqrt{\frac{a}{X^{\mu}}} \exp \left(-\mathrm{i} p^{\mu} X^{\mu}\right)=\frac{1}{\sqrt{X^{\mu}}} \exp \left(-\mathrm{i} p^{\mu} 0\right)=\left(\mathfrak{F}_{\mu}^{-1}\right)_{p^{\mu}}^{0}, \tag{6.93}
\end{align*}
$$

where we made use of the key identity

$$
\begin{equation*}
\exp \left(-\mathrm{i} p^{\mu} X^{\mu}\right)=1 \quad \forall p^{\mu} \in \frac{2 \pi}{a X^{\mu}}\left\{0, \ldots, X^{\mu}-a\right\} \tag{6.94}
\end{equation*}
$$

### 6.7.2. Transformation of first-order difference operators

We now consider the transformation properties of first-order difference operators under the Fourier transform. For a more convenient notation, we introduce the lattice momenta $p_{\mathrm{F}}^{\mu}$ and $p_{\mathrm{B}}^{\mu}$, which are up to a coefficient i eigenvalues of the first-order difference operators:

$$
\begin{equation*}
p_{\mathrm{F}}^{\mu}=-\frac{\mathrm{i}}{a}\left(\exp \left(\mathrm{i} a p^{\mu}\right)-1\right), \quad \quad p_{\mathrm{B}}^{\mu}=-\frac{\mathrm{i}}{a}\left(1-\exp \left(-\mathrm{i} a p^{\mu}\right)\right) \tag{6.95}
\end{equation*}
$$

In the limit $a \rightarrow 0$ the continuum momentum is restored as $p_{\mathrm{F}}^{\mu} \rightarrow p^{\mu}$ and $p_{\mathrm{B}}^{\mu} \rightarrow p^{\mu}$. The lattice momenta fulfil the following identities:

$$
\begin{equation*}
p_{\mathrm{F}}^{\mu}=\left(p_{\mathrm{B}}^{\mu}\right)^{*}=-\left(-p^{\mu}\right)_{\mathrm{B}}, \quad \quad p_{\mathrm{B}}^{\mu}=\left(p_{\mathrm{F}}^{\mu}\right)^{*}=-\left(-p^{\mu}\right)_{\mathrm{F}} . \tag{6.96}
\end{equation*}
$$

There are two combinations of lattice derivatives and Fourier transforms that will be relevant:

$$
\begin{equation*}
\vec{\partial}_{\mathrm{F}}^{\mu} x_{2}^{\mu} x_{1}^{\mu}\left(\mathfrak{F}_{\mu}^{-1}\right)^{x_{1}^{\mu}} p^{\mu}=\mathrm{i} p_{\mathrm{F}}^{\mu}\left(\mathfrak{F}_{\mu}^{-1}\right)^{x_{2}^{\mu}} p^{\mu}, \quad \mathfrak{F}_{\mu}{ }^{p^{\mu}}{ }_{x_{2}^{\mu}} \overleftarrow{\partial}_{\mathrm{F}}^{\mu} x_{2}^{\mu} x_{1}^{\mu}=-\mathrm{i} p_{\mathrm{B}}^{\mu} \mathfrak{F}_{\mu}{ }^{p^{\mu}}{ }_{x_{2}^{\mu}} . \tag{6.97}
\end{equation*}
$$

## 6. Lattice $Q C D+Q E D$

We illustrate the computation on the first example,

$$
\begin{align*}
\vec{\partial}_{\mathrm{F}}^{0 x_{2}^{0}}{ }_{x_{1}^{0}}^{0}\left(\mathfrak{F}^{-1}\right)^{x_{1}^{0}} p_{p^{0}} & =\frac{1}{a} \sqrt{\frac{a}{X^{\mu}}}\left(\exp \left(\mathrm{i} p^{\mu} x_{2}^{\mu}\right)-\exp \left(\mathrm{i} p^{\mu}\left(x_{2}^{\mu}+a\right)\right)\right) \\
& =\frac{1}{a} \sqrt{\frac{a}{X^{\mu}}} \exp \left(\mathrm{i} p^{\mu} x_{2}^{\mu}\right)\left(1-\exp \left(\mathrm{i} p^{\mu} a\right)\right)=\mathrm{i} p_{\mathrm{F}}^{\mu}\left(\mathfrak{F}_{\mu}^{-1}\right)^{x_{2}^{\mu}} p^{\mu} \tag{6.98}
\end{align*}
$$

### 6.7.3. Basis change of the photon field

We define a basis change for the photon field that relates the momentum space and the position space representation:

$$
\begin{equation*}
A^{(p \mu)_{2}}=\mathfrak{B}^{(p \mu)_{2}}{ }_{(x \mu)_{1}} A^{(x \mu)_{1}}, \quad A^{(x \mu)_{2}}=\left(\mathfrak{B}^{-1}\right)_{(p \mu)_{1}{ }_{1}} A^{(p \mu)_{1}} \tag{6.99}
\end{equation*}
$$

The basis change matrices $\mathfrak{B}$ and $\mathfrak{B}^{-1}$ read

$$
\begin{equation*}
\mathfrak{B}^{(p \mu)_{2}}{ }_{(x \mu)_{1}}=\delta_{\mu_{1}}^{\mu_{2}} \prod_{\mu=0}^{3} \mathfrak{F}_{\mu} p_{2}^{\mu} x_{1}^{\mu}, \quad\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{2}}{ }_{(p \mu)_{1}}=\delta_{\mu_{1}}^{\mu_{2}} \prod_{\mu=0}^{3}\left(\mathfrak{F}_{\mu}^{-1}\right)^{x_{2}^{\mu}} p_{1}^{\mu} . \tag{6.100}
\end{equation*}
$$

The metric tensor for the photon field in the defining position space representation reads

$$
\begin{equation*}
g_{(x \mu)_{2}(x \mu)_{1}}=\delta_{x_{1}}^{x_{2}} \delta_{\mu_{1}}^{\mu_{2}}, \tag{6.101}
\end{equation*}
$$

such that $A_{x \mu}=A^{x \mu}$. However, in momentum space representation it is not equal to unity as

$$
\begin{equation*}
g_{(p \mu)_{3}(p \mu)_{1}}=g_{(x \mu)_{4}(x \mu)_{2}}\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{4}}{ }_{(p \mu)_{3}}\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{2}}{ }_{(p \mu)_{1}}=\delta_{p_{1}}^{-p_{3}} \delta_{\mu_{1}}^{\mu_{3}} \tag{6.102}
\end{equation*}
$$

i.e. one has to distinguish photon fields with lowered and raised indices in momentum space representation and $A_{p \mu}=A^{-p \mu}$.

### 6.7.4. Basis change of the photon difference operator

The Fourier transform of second-order difference operators leads to products of the lattice momenta, given in eq. 6.95). The two relevant combinations can be simplified to

$$
\begin{align*}
p_{\mathrm{B}}^{\mu_{2}} p_{\mathrm{F}}^{\mu_{1}} & =\frac{4}{a^{2}} \exp \left(\frac{\mathrm{i} a\left(p^{\mu_{1}}-p^{\mu_{2}}\right)}{2}\right) \sin \left(\frac{a p^{\mu_{1}}}{2}\right) \sin \left(\frac{a p^{\mu_{2}}}{2}\right),  \tag{6.103}\\
p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & =\frac{4}{a^{2}}\left(\sin \left(\frac{a p^{\mu}}{2}\right)\right)^{2} . \tag{6.104}
\end{align*}
$$

We transform the photon difference operator, which maps photon fields on photon fields, according to

$$
\begin{equation*}
\Delta^{(p \mu)_{4}}{ }_{(p \mu)_{1}}=\mathfrak{B}^{(p \mu)_{4}}{ }_{(x \mu)_{3}} \Delta^{(x \mu)_{3}}{ }_{(x \mu)_{2}}\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{2}}{ }_{(p \mu)_{1}} \tag{6.105}
\end{equation*}
$$

with the basis change matrices given in eq. 6.100).
6.7. The free photon propagator on temporal periodic boundary conditions

## Feynman gauge

The photon difference operator $\Delta$ in Feynman gauge, defined in eq. 6.5, reads

$$
\begin{equation*}
\Delta^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=\sum_{\mu} p_{1}{ }_{\mathrm{B}}^{\mu} p_{1}{ }_{\mathrm{F}}^{\mu} \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}} \tag{6.106}
\end{equation*}
$$

in momentum space representation. It is diagonal both in the momentum $p$ and in the Euclidean index $\mu$. Hence, its inverse, the photon propagator $\Sigma$, can directly be obtained:

$$
\begin{equation*}
\Sigma^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=\frac{1}{\sum_{\mu} p_{1}{ }_{\mathrm{B}}^{\mu} p_{1}{ }_{\mathrm{F}}^{\mu}} \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}} . \tag{6.107}
\end{equation*}
$$

According to the $\mathrm{QED}_{\mathrm{L}}$ prescription only momenta $p$ with non-vanishing spatial momentum $\vec{p} \neq \overrightarrow{0}$ are considered such that the manifest divergence of the propagator at $p=0$ is avoided.

## Coulomb gauge

Making use of eq. 6.7), the momentum space representation of $\Delta$ in generalised Columb gauge reads

$$
\begin{align*}
\Delta^{p \mu_{2}}{ }_{p \mu_{1}}= & \left(\begin{array}{cccc}
\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & -p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{0} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{0} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{0} \\
-p_{\mathrm{B}}^{0} p_{\mathrm{F}}^{1} & \sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & & \\
-p_{\mathrm{B}}^{0} p_{\mathrm{F}}^{2} & & \sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} \\
-p_{\mathrm{B}}^{0} p_{\mathrm{F}}^{3} & & \sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}
\end{array}\right)_{\mu_{1}}^{\mu_{2}} \\
& +\left(\frac{1}{\xi}-1\right)\left(\begin{array}{cccc}
0 & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{1} & p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{2} \\
p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3}
\end{array}\right)_{\mu_{1}}^{\mu_{2}}, \\
\Delta_{(p \mu)_{1}=}^{(p \mu)_{2}}=0 & p_{2} \neq p_{1} . \tag{6.108}
\end{align*}
$$

To obtain the photon propagator in generalised Coulomb gauge, we invert the photon difference operator in momentum space representation by means of a computer algebra program. As the expression is lengthy, we only give the result in Coulomb gauge, where the limit $\xi \rightarrow 0$ has been performed already:

$$
\begin{align*}
\Sigma^{p \mu_{2}}{ }_{p \mu_{1}}= & \frac{1}{\left(\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)\left(\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)} \\
& \cdot\left(\begin{array}{cccc}
\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{1} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
& -p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{2} \\
& -p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}
\end{array}\right)^{\mu_{2}} \\
\Sigma^{(p \mu)_{2}{ }_{(p \mu)_{1}}=} & 0 \quad p_{2} \neq p_{1} . \tag{6.109}
\end{align*}
$$

## 6. Lattice $Q C D+Q E D$

A useful cross check for a computer implementation of the photon propagator in Fourier representation is the projection property

$$
\Sigma^{p \mu_{2}}{ }_{p \mu_{1}} p_{\mathrm{F}}^{\mu_{1}}=\left(\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)\left(\begin{array}{c}
p_{\mathrm{F}}^{0}  \tag{6.110}\\
0 \\
0 \\
0
\end{array}\right)^{\mu_{2}}
$$

i.e. the vector $p_{\mathrm{F}}$ is a zero-eigenvector of the photon propagator in Coulomb gauge for vanishing temporal momentum $p^{0}=0$.

### 6.8. The free photon propagator on temporal open boundary conditions

The calculation of the free photon propagator on temporal open boundary conditions and spatial periodic boundary conditions is more sophisticated compared to the purely periodic case, but in principle works in the same manner. The main task is to find a basis transformation which allows for the block diagonalisation of the photon difference operator and which is at the same time compatible with the open temporal boundary conditions. This can be achieved by the discrete sine transformation (DST) and the discrete sine transformation (DCT) combined with the discrete Fourier transform.

### 6.8.1. Discrete sine and cosine transformations

The discrete sine and cosine transformations are the real valued counterparts of the complex valued discrete Fourier transform. Depending on the boundary conditions, there exist different types of discrete sine and discrete cosine transformations [205]. We apply a modified version of the discrete sine transformation of type DST-I and the discrete cosine transformation of types DCT-II and DCT-III, which are suitable for open temporal boundary conditions, as we will see later. Consequently, we introduce for the temporal direction the one-dimensional discrete sine transformations $\mathfrak{S}_{0}$ and its inverse $\mathfrak{S}_{0}^{-1}$

$$
\begin{equation*}
\mathfrak{S}_{0}{ }^{p^{0}}{ }_{x^{0}}=\left(\mathfrak{S}_{0}^{-1}\right)^{x^{0}}{ }_{p^{0}}=\sqrt{\frac{2 a}{X^{0}}} \sin \left(p^{0}\left(x^{0}+a\right)\right) \tag{6.111}
\end{equation*}
$$

with $x^{0} \in\left\{0, \ldots, X^{0}-2 a\right\}$ and $p^{0} \in \frac{\pi}{a X^{0}}\left\{a, \ldots, X^{0}-a\right\}$, and the discrete cosine transformation $\mathfrak{C}_{0}$ and its inverse $\mathfrak{C}_{0}^{-1}$

$$
\mathfrak{C}_{0}{ }^{p^{0}}{ }_{x^{0}}=\left(\mathfrak{C}_{0}^{-1}\right)^{x^{0}}{ }_{p^{0}}= \begin{cases}\sqrt{\frac{a}{X^{0}}} & p^{0}=0  \tag{6.112}\\ \sqrt{\frac{2 a}{X^{0}}} \cos \left(p^{0}\left(x^{0}+\frac{a}{2}\right)\right) & p^{0} \neq 0\end{cases}
$$

with $x^{0} \in\left\{0, \ldots, X^{0}-a\right\}$ and $p^{0} \in \frac{\pi}{a X^{0}}\left\{0, \ldots, X^{0}-a\right\}$. It is important to point out, that the domain for $x^{0}$ and $p^{0}$ is different in comparison to the Fourier transforms. We use a particular normalisation that also includes the independent normalisation factor of
$\mathfrak{C}_{0}$ for $p^{0}=0$ and that differs from the standard definition of the DST-I, the DCT-II and the DCT-III [205]. However, it ensures the orthogonality of the transformations in integer coordinates $n^{0}=\frac{x^{0}}{a}$ and $m^{0}=\frac{p^{0} X^{0}}{\pi}$. This is again convenient for the implementation on the computer. The simulation code is based on the implementations of the DST and the DCT in the FFTW3 library [205]. The inverse discrete sine transformation $\mathfrak{S}_{0}^{-1}$ fulfils the open boundary condition for the temporal component of the photon field $A^{0}$ at the temporal boundaries, defined in eq. 6.26), i.e. Dirichlet boundary conditions:

$$
\begin{align*}
\left(\mathfrak{S}_{0}^{-1}\right)^{-a}{ }_{p^{0}} & =\sqrt{\frac{2 a}{X^{0}}} \sin (0)=0  \tag{6.113}\\
\left(\mathfrak{S}_{0}^{-1}\right)^{X^{0}-a}{ }_{p^{0}} & =\sqrt{\frac{2 a}{X^{0}}} \sin \left(p^{0} X^{0}\right)=0 \tag{6.114}
\end{align*}
$$

The discrete cosine transformation $\mathfrak{C}_{0}^{-1}$ fulfils the open boundary condition for the spatial component of the photon field $A^{\mu}$ for $\mu=1,2,3$ at the temporal boundaries, defined in eq. (6.27), i.e. Neumann boundary conditions:

$$
\begin{align*}
\left(\vec{\partial}_{\mathrm{F}}^{0}\right)^{-a}{ }_{x^{0}}\left(\mathfrak{C}_{0}^{-1}\right)^{x^{0}}{ }_{p^{0}} & = \begin{cases}\sqrt{\frac{a}{X^{0}}}-\sqrt{\frac{a}{X^{0}}} & p^{0}=0 \\
\sqrt{\frac{2 a}{X^{0}}}\left(\cos \left(p^{0} \frac{a}{2}\right)-\cos \left(-p^{0} \frac{a}{2}\right)\right) & p^{0} \neq 0\end{cases} \\
& =0,  \tag{6.115}\\
\left(\vec{\partial}_{\mathrm{F}}^{0}\right)^{X^{0}-a}{ }_{x^{0}}\left(\mathfrak{C}_{0}^{-1}\right)^{x^{0}}{ }_{p^{0}} & = \begin{cases}\sqrt{\frac{a}{X^{0}}}-\sqrt{\frac{a}{X^{0}}} & p^{0}=0 \\
\sqrt{\frac{2 a}{X^{0}}}\left(\cos \left(p^{0}\left(X^{0}+\frac{a}{2}\right)\right)-\cos \left(p^{0}\left(X^{0}-\frac{a}{2}\right)\right)\right) & p^{0} \neq 0\end{cases} \\
& =0 . \tag{6.116}
\end{align*}
$$

### 6.8.2. Transformation of first-order difference operators

We can express first-order lattice derivatives applied to cosine transforms in terms of sine transforms, which are multiplied by a factor, and vice versa. For this purpose, we define the generalised lattice momenta $p_{\mathrm{FSC}}^{0}$ and $p_{\mathrm{BCS}}^{0}$ :

$$
\begin{equation*}
p_{\mathrm{FSC}}^{0}=\frac{2 \mathrm{i}}{a} \sin \left(\frac{a p^{0}}{2}\right), \quad \quad p_{\mathrm{BCS}}^{0}=-\frac{2 \mathrm{i}}{a} \sin \left(\frac{a p^{0}}{2}\right) \tag{6.117}
\end{equation*}
$$

The generalised lattice momenta fulfil the following identities:

$$
\begin{equation*}
p_{\mathrm{FSC}}^{0}=\left(p_{\mathrm{BCS}}^{0}\right)^{*}=-\left(-p^{0}\right)_{\mathrm{FSC}}, \quad p_{\mathrm{BCS}}^{0}=\left(p_{\mathrm{FSC}}^{0}\right)^{*}=-\left(-p^{0}\right)_{\mathrm{BCS}} \tag{6.118}
\end{equation*}
$$

There are four combinations of lattice derivatives and sine and cosine transforms that will be relevant:

$$
\begin{array}{ll}
\vec{\partial}_{\mathrm{F}}^{0} x_{2}^{0} x_{1}^{0}\left(\mathfrak{S}^{-1}\right)^{x_{1}^{0}}{ }_{p^{0}}=\mathrm{i} p_{\mathrm{FCS}}^{0}\left(\mathfrak{C}^{-1}\right)^{x_{2}^{0}+a}{ }_{p^{0}}, & \mathfrak{S}^{p^{0}}{ }_{x_{2}^{0}} \overleftarrow{\partial}_{\mathrm{F}}^{0} x_{2}^{0}{ }_{x_{1}^{0}}=-\mathrm{i} p_{\mathrm{BSC}}^{0} \mathfrak{C}^{p^{0}}{ }_{x_{1}^{0}+a}, \\
\vec{\partial}_{\mathrm{F}}^{0} x_{1}^{0}{ }_{x_{2}^{0}}^{0}\left(\mathfrak{C}^{-1}\right)^{x_{2}^{0}}{ }_{p^{0}}=\mathrm{i} p_{\mathrm{BCS}}^{0}\left(\mathfrak{S}^{-1}\right)^{x_{1}^{0}}{ }_{p^{0}}, & \mathfrak{C}^{p^{0}}{ }_{x_{2}^{0}} \overleftarrow{\partial}_{\mathrm{F}}^{0} x_{2}^{0}{ }_{x_{1}^{0}}=-\mathrm{i} p_{\mathrm{FSC}}^{0} \mathfrak{S}^{p^{0}}{ }_{x_{1}^{0}} \tag{6.120}
\end{array}
$$

## 6. Lattice $Q C D+Q E D$

We illustrate the computation on the third example,

$$
\begin{align*}
\vec{\partial}_{\mathrm{F}}^{0 x_{2}^{0}}{ }_{x_{1}^{0}}^{0}\left(\mathfrak{C}^{-1}\right)^{x_{1}^{0}}{ }_{p^{0}} & =\frac{1}{a} \sqrt{\frac{2 a}{X^{0}}}\left(\cos \left(p^{0}\left(x_{2}^{0}+\frac{3 a}{2}\right)\right)-\cos \left(p^{0}\left(x_{2}^{0}+\frac{a}{2}\right)\right)\right) \\
& =-\frac{2}{a} \sqrt{\frac{2 a}{X^{0}}} \sin \left(p^{0}\left(x_{2}^{0}+a\right)\right) \sin \left(\frac{a p^{0}}{2}\right) \\
& =-\left(\mathfrak{S}^{-1}\right)^{x_{2}^{0}}{ }_{p^{0}} \frac{2}{a} \sin \left(\frac{a p^{0}}{2}\right)=\mathrm{i} p_{\mathrm{FSC}}^{0}\left(\mathfrak{S}^{-1}\right)^{x_{2}^{0}}{ }_{p^{0}}, \tag{6.121}
\end{align*}
$$

where we made use of the identity $\cos (\alpha)-\cos (\beta)=-2 \sin \left(\frac{\alpha+\beta}{2}\right) \sin \left(\frac{\alpha-\beta}{2}\right)$.

### 6.8.3. Basis change of the photon field

We again introduce a convenient basis change transformation for the photon field, relating the generalised momentum space representation with the position space representation:

$$
\begin{equation*}
A^{(p \mu)_{2}}=\mathfrak{B}^{(p \mu)_{2}}{ }_{(x \mu)_{1}} A^{(x \mu)_{1}}, \quad A^{(x \mu)_{2}}=\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{2}}{ }_{(p \mu)_{1}} A^{(p \mu)_{1}} \tag{6.99}
\end{equation*}
$$

We define the basis change matrices $\mathfrak{B}$ and $\mathfrak{B}^{-1}$ as

$$
\begin{align*}
& \mathfrak{B}^{p \mu_{2}}{ }_{x \mu_{1}}=\left(\begin{array}{lllll}
\mathfrak{S}_{0} p^{p^{0}} & & x^{0} \\
& \mathfrak{C}_{0} p^{0^{0}} & & & \\
& & \mathfrak{C}_{0}{ }^{p^{0}}{ }_{x^{0}} & \\
& & & \mathfrak{C}_{0}{ }^{p^{0}}{ }^{0}{ }^{0}
\end{array}\right)^{\mu_{2}} \quad{ }_{\mu_{1}} \cdot \prod_{\mu \neq 0} \mathfrak{F}_{\mu}{ }^{p^{\mu}}{ }_{x^{\mu}}, \\
& \left(\mathfrak{B}^{-1}\right)^{p \mu_{2}}{ }_{x \mu_{1}}=\left(\begin{array}{cccc}
\left(\mathfrak{S}_{0}^{-1}\right)^{p^{0}}{ }_{x^{0}} & & & \\
& \left(\mathfrak{C}_{0}^{-1}\right)^{p^{0}}{ }_{x^{0}} & & \\
& & \left(\mathfrak{C}_{0}^{-1}\right)^{p^{0}}{ }_{x^{0}} & \\
& & & \left(\mathfrak{C}_{0}^{-1}\right)^{p^{0}}{ }_{x^{0}}
\end{array}\right)^{\mu_{2}} \cdot \prod_{\mu \neq 0}\left(\mathfrak{F}_{\mu}^{-1}\right)^{p^{\mu}}{ }_{x^{\mu}} . \tag{6.122}
\end{align*}
$$

The choice of transformations depends on the Euclidean index, as different components of the photon field satisfy different boundary conditions. The metric tensor for the photon field in this generalised momentum space representation reads

$$
\begin{equation*}
g_{(p \mu)_{3}(p \mu)_{1}}=g_{(x \mu)_{4}(x \mu)_{2}}\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{4}}{ }_{(p \mu)_{3}}\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{2}}{ }_{(p \mu)_{1}}=\delta_{\vec{p}_{1}}^{-\vec{p}_{3}} \delta_{p_{1}^{0}}^{p_{1}^{0}} \delta_{\mu_{1}}^{\mu_{3}}, \tag{6.123}
\end{equation*}
$$

i.e. one has to distinguish photon fields with lowered and raised indices in generalised momentum space representation as $A_{p \mu}=A^{\left(p^{0},-\vec{p}\right) \mu}$.

### 6.8.4. Basis change of the photon difference operator

The sine and cosine transforms of second-order difference operators lead to products of the generalised lattice momenta, given in eq. (6.117). There is one relevant combination, which can be simplified to

$$
\begin{equation*}
p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}=\frac{4}{a^{2}}\left(\sin \left(\frac{a p^{\mu}}{2}\right)\right)^{2} . \tag{6.124}
\end{equation*}
$$

We again transform the photon difference operator $\Delta$ according to

$$
\Delta^{(p \mu)_{4}}{ }_{(p \mu)_{1}}=\mathfrak{B}^{(p \mu)_{4}}{ }_{(x \mu)_{3}} \Delta^{(x \mu)_{3}}{ }_{(x \mu)_{2}}\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{2}}{ }_{(p \mu)_{1}},
$$

but now make use of the basis change matrices defined in eq. 6.122).

## Feynman gauge

The photon difference operator $\Delta$ in Feynman gauge, defined in eq. 6.5), reads

$$
\begin{equation*}
\Delta^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=\left(p_{1}{ }_{\mathrm{BCS}}^{0} p_{1 \mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{1}{ }_{\mathrm{B}}^{\mu} p_{1}{ }_{\mathrm{F}}^{\mu}\right) \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}} \tag{6.125}
\end{equation*}
$$

in generalised momentum space representation. Thus, the photon propagator $\Sigma$ is given by

$$
\begin{equation*}
\Delta^{p \mu_{2}}{ }_{p \mu_{1}}=\frac{1}{p_{1}{ }_{\mathrm{BCS}}^{0} p_{1}^{0}{ }_{\mathrm{FSC}}+\sum_{\mu \neq 0} p_{1}{ }_{\mathrm{B}}^{\mu} p_{1}{ }_{\mathrm{F}}^{\mu}} \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}} . \tag{6.126}
\end{equation*}
$$

## Coulomb gauge

For $\Delta$ in generalised Columb gauge, given in eq. (6.7), we obtain

$$
\begin{align*}
& \Delta^{p \mu_{2}}{ }_{p \mu_{1}}=\left(\begin{array}{cccc}
\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & -p_{\mathrm{B}}^{1} p_{\mathrm{FSC}}^{0} & -p_{\mathrm{B}}^{2} p_{\mathrm{FSC}}^{0} & -p_{\mathrm{B}}^{3} p_{\mathrm{FSC}}^{0} \\
-p_{\mathrm{BCS}}^{0} p_{\mathrm{F}}^{1} & p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} \\
-p_{\mathrm{BCS}}^{0} p_{\mathrm{F}}^{2} & & p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}
\end{array}\right)_{\mu_{1}}^{p_{\mathrm{BCS}}^{0} p_{\mathrm{F}}^{3}} \quad 10 \\
& +\left(\frac{1}{\xi}-1\right)\left(\begin{array}{llll}
0 & & \\
p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{1} & p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{2} \\
p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3}
\end{array}\right)_{\mu_{1}}^{\mu_{2}}, \\
& \Delta^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=0 \quad p_{2} \neq p_{1} . \tag{6.127}
\end{align*}
$$

We proceed as in the case for temporal periodic boundary conditions. After taking the limit $\xi \rightarrow 0$, the photon propagator in Coulomb gauge reads

$$
\begin{align*}
& \Sigma^{p \mu_{2}}{ }_{p \mu_{1}}= \frac{1}{\left(p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)\left(\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)} \\
& \cdot\left(\begin{array}{cccc}
p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{F}}^{\mu} p_{\mathrm{B}}^{\mu} & \\
p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{1} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
-p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{2} \\
\mathrm{~F}^{2} \\
\sum_{(p \mu)_{1}}^{(p \mu)_{2}}= & -p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}
\end{array}\right)^{\mu_{2}} \\
& p_{2} \neq p_{1} . \tag{6.128}
\end{align*},
$$

## 7. Computation strategies for correlation functions

In this chapter, we introduce strategies to evaluate correlation functions which are relevant for this thesis. We briefly discuss the infeasibility to compute the full quark propagator and the need of quark sources. We describe the stochastic treatment of the all-to-all photon propagator, which is used in some Feynman diagrams. Finally, we introduce reusable building blocks to evaluate Feynman diagrams in QCD+QED.

### 7.1. Infeasibility of computing the full quark propagator

The quark propagator $S$ is defined as the inverse of the Dirac operator $D$, i.e. $S$ is obtained as a solution of the linear equation

$$
\begin{equation*}
D^{\mathbf{a}_{\mathbf{2}}}{ }_{\mathbf{b}} S_{\mathbf{a}_{1}}^{\mathbf{b}}=\delta_{\mathbf{a}_{1}}^{\mathbf{a}_{2}} . \tag{7.1}
\end{equation*}
$$

$S$ and $D$ both have to be understood as functions of the gauge field $U$. The full determination of the all-to-all propagator $S$ on a given gauge configuration $U$, which describes the propagation from any lattice site to another, is computationally unattainable [42], even if fast iterative solvers are used. For a single quark flavour, $S$ is a full matrix of dimensions $(V \cdot 12) \times(V \cdot 12)$, where $V$ denotes the number of lattice sites. The currently available CLS ensembles possess volumes of $V$ of $O\left(10^{7}-10^{9}\right)$, c.f. table 5.1. To determine the full quark propagator, one would have to solve $V$ systems of linear equations of system size $V$. In fact, it is only computationally feasible to solve the Dirac equation

$$
\begin{equation*}
D_{\mathbf{b}}^{\mathbf{a}} \Psi[\eta]^{\mathbf{b}}=\eta^{\mathbf{a}}, \tag{7.2}
\end{equation*}
$$

where $\Psi[\eta]$ denotes the propagator with respect to the source $\eta$, as $\Psi[\eta]^{\mathbf{b}}=S^{\mathbf{b}}{ }_{\mathbf{a}} \eta^{\mathbf{a}}$, for a small number of quark sources $\eta$. To solve the Dirac equation for a given source, we apply the generalized conjugate residual (GCR) algorithm to the deflated, Schwarz preconditioned Dirac equation, as discussed in section 5.2 .6 for the generation of gauge configurations. There are several types of sources used to evaluate correlation functions. The choice of the source type depends on the particular correlation function to be computed. In this thesis, we mainly apply two types of quark sources, which are used to evaluate quark-connected contributions to two-point functions: point sources, which have support on a single lattice site, and stochastic sources with support on one timeslice. We will give more details on the sources when we discuss the computation of mesonic and baryonic two-point functions in chapters 11 and 12 , respectively.

## 7. Computation strategies for correlation functions

### 7.2. Stochastic treatment of all-to-all photon propagators

The photon difference operator $\Delta$ is a sparse matrix of dimensions $(V \cdot 4) \times(V \cdot 4)$. In the considered Feynman diagrams, the photon propagator may connect two different vertices such that all entries of the photon propagator are required in the calculation. The computation of the full photon propagator matrix in position space representation is impractical for the same reasons as for the quark propagator. Therefore, we make use of a stochastic estimation of the photon propagator, which we will discuss below. The major difference between a quark and a photon propagator is that the photon propagator can be computed algebraically by a convenient basis transformation, such that the necessity to solve a linear system of equations by means of a fast iterative solver can be avoided. The case in which the photon propagator is attached to the same vertex with both ends can be treated without stochastic sources, as only the diagonal elements in position space representation are required. Due to periodic spatial boundary conditions, we can apply translational invariance and further reduce the number of entries which have to be determined. The implementation of the simulation code is based on data structures provided by the QDP + + library [206].

### 7.2.1. Standard stochastic estimation

We introduce general stochastic sources for the photon field $J$, which satisfy the relation

$$
\begin{equation*}
\left\langle J_{\mathbf{c}_{2}}\left(J^{\mathbf{c}_{1}}\right)^{*}\right\rangle=\delta_{\mathbf{c}_{\mathbf{2}}}^{\mathbf{c}_{1}} \tag{7.3}
\end{equation*}
$$

where the sources can be either real- or complex-valued. We further define a propagated source as an abbreviation by

$$
\begin{equation*}
A[J]^{\mathbf{c}_{2}}=\Sigma^{\mathbf{c}_{2} \mathbf{c}_{1}} J_{\mathbf{c}_{1}} \tag{7.4}
\end{equation*}
$$

The photon propagator can be estimated stochastically via the expectation value of a source and the corresponding propagated source:

$$
\begin{equation*}
\left\langle A[J]^{\mathbf{c}_{\mathbf{3}}}\left(J^{\mathbf{c}_{1}}\right)^{*}\right\rangle=\Sigma^{\mathbf{c}_{3} \mathbf{c}_{\mathbf{2}}}\left\langle J_{\mathbf{c}_{2}} J^{\mathbf{c}_{1} *}\right\rangle=\Sigma^{\mathbf{c}_{3} \mathbf{c}_{\mathbf{2}}} \delta_{\mathbf{c}_{\mathbf{2}}}^{\mathbf{c}_{1}}=\Sigma^{\mathbf{c}_{3} \mathbf{c}_{1}} . \tag{7.5}
\end{equation*}
$$

In order to determine the stochastic estimate of the photon propagator in position space representation, we calculate the propagated source by performing a basis change to momentum coordinates 6.99 , in which we know the algebraic form of the photon propagator:

$$
\begin{equation*}
A[J]^{x_{2} \mu_{2}}=\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{4}}{ }_{(p \mu)_{3}} \Sigma^{(p \mu)_{3}}{ }_{(p \mu)_{2}} \mathfrak{B}^{(p \mu)_{2}}{ }_{(x \mu)_{1}} J^{(x \mu)_{1}} . \tag{7.6}
\end{equation*}
$$

For a given set of sources $\left(J_{i}\right)_{i=1 \ldots n}$ the propagator is then estimated via

$$
\begin{equation*}
\Sigma^{(x \mu)_{2}(x \mu)_{1}} \approx \frac{1}{n} \sum_{i=1}^{n} A\left[J_{i}\right]^{(x \mu)_{2}}\left(J_{i}^{(x \mu)_{1}}\right)^{*} \tag{7.7}
\end{equation*}
$$

### 7.2.2. Improved stochastic estimation

A general disadvantage of the latter stochastic estimate is the fact that the symmetry property of the photon propagator $\Sigma^{\mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}}=\Sigma^{\mathbf{c}_{\mathbf{1}} \mathbf{c}_{\mathbf{2}}}$ is not preserved due to the introduction of stochastic noise. The most straight forward way to overcome this disadvantage is to project out the anti-symmetric part of the estimate, redefining $\Sigma^{\mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}}$ as only its symmetric part

$$
\begin{equation*}
\Sigma^{\mathbf{c}_{2} \mathbf{c}_{1}}=\frac{1}{2 n} \sum_{i=1}^{n}\left(A\left[J_{i}\right]^{\mathbf{c}_{2}}\left(J_{i}^{\mathbf{c}_{1}}\right)^{*}+J_{i}^{\mathbf{c}_{2}}\left(A\left[J_{i}\right]^{\mathbf{c}_{1}}\right)^{*}\right) \tag{7.8}
\end{equation*}
$$

However, with this improved estimator, the computational cost grows by a factor between one and two, as all sequential propagators over photon sources and photon fields have to be computed twice per photon source.

Let us assume we can construct the square root of the photon propagator $\sqrt{\Sigma}$, which we will refer to as a half-propagator,

$$
\begin{equation*}
\Sigma^{\mathbf{c}_{3}} \mathbf{c}_{1}=\sqrt{\Sigma}^{\mathbf{c}_{3}} \mathbf{c}_{\mathbf{2}} \sqrt{\Sigma^{\mathbf{c}_{2}} \mathbf{c}_{\mathbf{1}}} \tag{7.9}
\end{equation*}
$$

and let us further assume that it is a symmetric tensor, i.e.

$$
\begin{equation*}
\sqrt{\Sigma}{ }^{\mathbf{c}_{2}} \mathbf{c}_{1}=\sqrt{\Sigma}_{\mathbf{c}_{1}} \mathbf{c}_{2} \tag{7.10}
\end{equation*}
$$

We introduce stochastic sources satisfying the relation

$$
\begin{equation*}
\left\langle J^{\mathbf{c}_{\mathbf{2}}} J^{\mathbf{c}_{1}}\right\rangle_{J}=g^{\mathbf{c}_{2} \mathbf{c}_{\mathbf{1}}} \tag{7.11}
\end{equation*}
$$

where $g$ is the metric tensor, which is used to raise and lower indices of the photon fields, and we define, similar to eq. 7.4 , the half-propagated photon source $A[J]$ as

$$
\begin{equation*}
A[J]^{\mathbf{c}_{2}}=\sqrt{\Sigma}^{\mathbf{c}_{2}} \mathbf{c}_{1} J^{\mathbf{c}_{1}} \tag{7.12}
\end{equation*}
$$

If we determine the expectation value of two half-propagated photon sources $A[J]$ with respect to the stochastic source $J$, we can reconstruct the photon propagator:

$$
\begin{align*}
& =\Sigma^{\mathbf{c}_{4} \mathbf{c}_{2}} \text {. } \tag{7.13}
\end{align*}
$$

Similar to eq. (7.6), we compute the half-propagated photon source in position space representation via a basis change:

$$
\begin{equation*}
A[J]^{x_{2} \mu_{2}}=\left(\mathfrak{B}^{-1}\right)^{(x \mu)_{4}}{ }_{(p \mu)_{3}} \sqrt{\Sigma}^{(p \mu)_{3}}{ }_{(p \mu)_{2}} \mathfrak{B}^{(p \mu)_{2}}{ }_{(x \mu)_{1}} J^{(x \mu)_{1}} . \tag{7.14}
\end{equation*}
$$

The estimated photon propagator for a given set of sources $\left(J_{i}\right)_{i=1 \ldots n}$ is now manifestly symmetric, reading

$$
\begin{equation*}
\Sigma^{(x \mu)_{2}(x \mu)_{1}} \approx \frac{1}{n} \sum_{i=1}^{n} A\left[J_{i}\right]^{(x \mu)_{2}} A\left[J_{i}\right]^{(x \mu)_{1}} . \tag{7.15}
\end{equation*}
$$

## 7. Computation strategies for correlation functions

A major advantage of this construction is the fact that the fields $A[J]^{x \mu}$ are real-valued for real-valued sources $J^{x \mu}$. This becomes relevant for the application of the generalised one-end trick, introduced in chapter 11, where the $\gamma^{5}$-hermicity of the quark propagator $S$ and the quark-photon vertices is used. In this construction, the photon field $A^{x \mu}$ has to be invariant under complex conjugation.

### 7.2.3. The free photon half-propagator on temporal periodic boundary conditions

In the following, we will explicitly construct the photon half-propagators for Feynman and Coulomb gauge on a lattice with periodic temporal boundary conditions.

## Feynman gauge

As the photon propagator in Feynman gauge is diagonal, real-valued and positive,

$$
\Sigma^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=\frac{1}{\sum_{\mu} p_{1}{ }_{\mathrm{F}}^{\mu} p_{1}{ }_{\mathrm{B}}^{\mu}} \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}},
$$

the construction of the photon half-propagator, i.e. the square root of the photon propagator, is simple,

$$
\begin{equation*}
\sqrt{\Sigma}{ }^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=\frac{1}{\sqrt{\sum_{\mu} p_{1}{ }_{\mathrm{F}}^{\mu} p_{1}^{\mu}{ }_{\mathrm{B}}}} \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}} \tag{7.16}
\end{equation*}
$$

such that eq. 7.9 is obviously fulfilled.

## Coulomb gauge

The construction of the photon half-propagator in Coulomb gauge is more sophisticated, as the propagator is not diagonal but only block-diagonal:

$$
\begin{align*}
& \Sigma^{p \mu_{2}}{ }_{p \mu_{1}}= \frac{1}{\left(\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)\left(\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)} \\
& \cdot\left(\begin{array}{cccc}
\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu} & p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{1} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
& -p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{2} \\
& -p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}
\end{array}\right)^{\mu_{2}} \\
& \Sigma^{(p \mu)_{2}{ }_{(p \mu)_{1}}=}=0 \quad p_{2} \neq p_{1} . \tag{6.109}
\end{align*}
$$

As $\Sigma^{p}{ }_{p}$ is a hermitian matrix, we can construct a unitary basis change matrix $U(p)=$ $\left(u_{0}(p), u_{1}(p), u_{2}(p), u_{3}(p)\right)$ which diagonalises $\Sigma^{p}{ }_{p}$. Assuming $p^{1} \neq 0$ or $p^{2} \neq 0$, an or-
thonormal basis of eigenvectors is given by

$$
\begin{align*}
& u_{0}(p)=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right), \quad u_{2}(p)=\frac{1}{\sqrt{\left(p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}\right)\left(\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)}}\left(\begin{array}{c}
0 \\
-p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
-p_{\mathrm{F}}^{3} p_{\mathrm{F}}^{2} \\
p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}
\end{array}\right), \\
& u_{1}(p)=\frac{1}{\sqrt{p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}}}\left(\begin{array}{c}
0 \\
-p_{\mathrm{B}}^{2} \\
p_{\mathrm{B}}^{1} \\
0
\end{array}\right), \quad u_{3}(p)=\frac{1}{\sqrt{\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}}\left(\begin{array}{c}
0 \\
p_{\mathrm{F}}^{1} \\
p_{\mathrm{F}}^{\mathrm{F}} \\
p_{\mathrm{F}}^{\mathrm{F}}
\end{array}\right) \tag{7.17}
\end{align*}
$$

The diagonalised propagator in Coulomb gauge, which is positive semi-definite, reads

$$
\begin{equation*}
(U(p))^{-1} \Sigma^{p}{ }_{p} U(p)=\operatorname{diag}\left(\frac{1}{\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}, \frac{1}{\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}, \frac{1}{\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}, 0\right) . \tag{7.18}
\end{equation*}
$$

Consequently, we define the half-propagator $\sqrt{\Sigma}^{p} p$ as

$$
\begin{equation*}
\sqrt{\Sigma}^{p}{ }_{p}=U(p) \operatorname{diag}\left(\frac{1}{\sqrt{\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}}, \frac{1}{\sqrt{\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}}, \frac{1}{\sqrt{\sum_{\mu} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}}, 0\right)(U(p))^{-1} . \tag{7.19}
\end{equation*}
$$

In the remaining case $p^{1}=0$ and $p^{2}=0$, the photon propagator in eq. (6.109) is diagonal. Hence, we choose $U(p)=\mathbb{1}$, for which the half-propagator is also given by eq. 7.19.

### 7.2.4. The free photon half-propagator on temporal open boundary conditions

The construction for temporal open boundary conditions is analogue to temporal periodic boundary conditions.

## Feynman gauge

The photon propagator in Feynman gauge reads

$$
\begin{equation*}
\Sigma^{p \mu_{2}}{ }_{p \mu_{1}}=\frac{1}{p_{1 \mathrm{BCS}}^{0} p_{1 \mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{1 \mathrm{~B}}^{\mu} p_{1 \mathrm{~F}}^{\mu}} \delta_{p_{1}}^{p_{2}} \delta_{\mu_{1}}^{\mu_{2}} . \tag{6.126}
\end{equation*}
$$

Hence, the photon half-propagator is given by

$$
\begin{equation*}
\sqrt{\Sigma}^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=\frac{1}{\sqrt{p_{1}^{0}{ }_{\mathrm{BCS}}^{0} p_{1 \mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{1}^{\mu} p_{1}^{\mu}}} \delta_{p_{1}}^{p_{1}} \delta_{\mu_{1}}^{\mu_{2}} . \tag{7.20}
\end{equation*}
$$
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## Coulomb gauge

The photon propagator in Coulomb gauge is defined as

$$
\begin{align*}
& \Sigma^{p \mu_{2}}{ }_{p \mu_{1}}=\frac{1}{\left(p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)\left(\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}\right)} \\
& \left(\begin{array}{ccc}
p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{F}}^{\mu} p_{\mathrm{B}}^{\mu} & & \\
p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{1} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{1} \\
-p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{2} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{3} p_{\mathrm{F}}^{2} \\
-p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{3} & -p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{3} & p_{\mathrm{B}}^{1} p_{\mathrm{F}}^{1}+p_{\mathrm{B}}^{2} p_{\mathrm{F}}^{2}
\end{array}\right)^{\mu_{2}}, \\
& \Sigma^{(p \mu)_{2}}{ }_{(p \mu)_{1}}=0 \quad p_{2} \neq p_{1} .
\end{align*}
$$

We may utilise the same unitary basis change matrices $U(p)$ to diagonalise $\Sigma^{p \mu_{2}}{ }_{p \mu_{1}}$ as in the case of temporal periodic boundary conditions, i.e. for $p^{1} \neq 0$ or $p^{2} \neq 0$ we make use of the eigenvectors in eq. (7.17) and for $p^{1}=0$ and $p^{2}=0$ we define $U(p)=\mathbb{1}$. The half-propagator reads

$$
\begin{align*}
\sqrt{\Sigma}^{p}{ }_{p}=U(p) \operatorname{diag}( & \frac{1}{\sqrt{\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}}, \frac{1}{\sqrt{p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}},  \tag{7.21}\\
& \left.\frac{1}{\sqrt{p_{\mathrm{BCS}}^{0} p_{\mathrm{FSC}}^{0}+\sum_{\mu \neq 0} p_{\mathrm{B}}^{\mu} p_{\mathrm{F}}^{\mu}}}, 0\right)(U(p))^{-1} .
\end{align*}
$$

### 7.3. Sequential quark sources and sequentially propagated sources

The numerical evaluation of a Feynman diagram can be broken down to building blocks, which appear in the evaluation process of various diagrams. We distinguish two types of building blocks. Propagated sources, which are composed of a quark propagator and a quark source, and sequential sources, which themselves can by composed of a vertex attached to a propagated source. We introduce various sequential sources and sequential propagators with different vertices inserted. As we consider leading isospin breaking effects, we maximally find one mass detuning vertex $V_{\overline{\mathrm{q}} \mathrm{q} f}$, one 2 -photon vertex $V_{\overline{\mathrm{q}} \mathrm{q} \gamma \gamma}$ or two 1-photon vertices $V_{\overline{\mathrm{q}} \mathrm{q} \gamma}$ in our diagrams. In general, all objects discussed in the following depend on the QCD gauge background $U$. For better readability, we suppress this dependence. Spin and colour indices are kept implicit. The implementation of the simulation code is based on data structures provided by the QDP ++ library [206].
7.3. Sequential quark sources and sequentially propagated sources

### 7.3.1. No vertex

The most simple object, appearing in isosymmetric calculations, is the quark propagator $\Psi[\eta]$ of a source $\eta$, which is defined by

$$
\begin{equation*}
\Psi[\eta]^{\mathbf{b}}=S^{(0) \mathbf{b}}{ }_{\mathbf{a}} \eta^{\mathbf{a}}={ }^{\mathbf{b}} \longleftarrow{ }^{\mathbf{a}} \eta^{\mathbf{a}} \tag{7.22}
\end{equation*}
$$

With regard to a computer implementation, attaching a propagator to a source always means that a Dirac equation of the form
has to be solved for $\Psi[\eta]$.

### 7.3.2. One mass detuning vertex

In order to evaluate diagrams which exhibit a mass detuning vertex $V_{\overline{\mathrm{q}} \mathrm{q} f}$, we define the sequential source

$$
\begin{equation*}
\eta_{V_{\overline{\mathrm{q} q} f}}[\eta]^{\mathbf{a}_{\mathbf{2}}}=V_{\overline{\mathrm{q} q} f} \mathbf{a}_{\mathbf{b}}^{\mathbf{a}_{\mathbf{2}}} \Psi[\eta]^{\mathbf{b}}={ }^{\mathbf{a}_{2}} \longleftarrow_{\mathbf{a}_{1}} \eta^{\mathbf{a}_{1}} \tag{7.24}
\end{equation*}
$$

where the mass detuning vertex in eq. 6.73 is applied to $\Psi^{\mathbf{b}}$ according to

$$
\begin{equation*}
V_{\overline{\mathrm{q}} \mathrm{q} f}(x f)_{1}{ }_{\mathbf{b}} \Psi^{\mathbf{b}}=-\delta_{f}^{f_{1}} \Psi^{(x f)_{1}} \tag{7.25}
\end{equation*}
$$

We also define the corresponding propagated sequential source

$$
\begin{equation*}
\Psi_{V_{\overline{\mathrm{q} q} f}}[\eta]^{\mathbf{b}}=S_{\mathbf{a}}^{\mathbf{b}} \eta_{V_{\overline{\mathrm{q} q} f}}[\eta]^{\mathbf{a}}={ }^{\mathbf{b}} \ldots \mathfrak{a}^{\mathbf{a}} \eta^{\mathbf{a}}, \tag{7.26}
\end{equation*}
$$

which is calculated according to eq. 7.23 .

## One integrated 2-photon vertex

Diagrams with a 2 -photon vertex $V_{\overline{\mathrm{q}} \mathrm{q} \gamma \gamma}$ combined with a photon propagator $\Sigma$, which is attached to both photon legs of the vertex, require the determination of
where the integrated 2-photon vertex $V_{\overline{\mathrm{q} q} \gamma \gamma} \Sigma$ in eq. 6.75 is applied to $\Psi$ and according to

$$
\begin{align*}
V_{\overline{\mathrm{q}} \mathrm{q} \gamma \gamma}{ }^{x f}{ }_{\mathbf{b} \mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}} \Sigma^{\mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}} \Psi^{\mathbf{b}}=\frac{1}{2} a^{2} q_{f}^{2} \sum_{\mu} & \left(\left(\mathbb{1}-\gamma^{\mu}\right) U^{x \mu} \Psi^{x+a \hat{\mu}, f} \Sigma^{x \mu x \mu}\right. \\
& \left.+\left(\mathbb{1}+\gamma^{\mu}\right)\left(U^{x-a \hat{\mu}, \mu}\right)^{\dagger} \Psi^{x-a \hat{\mu}, f} \Sigma^{x-a \hat{\mu}, \mu, x-a \hat{\mu}, \mu}\right) . \tag{7.28}
\end{align*}
$$
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In order to evaluate the shifted fields in the latter expression, the chosen boundary conditions have to be considered as discussed in section 6.2. We also define the corresponding propagated sequential source
which is calculated according to eq. 7.23 .
The definition of the integrated 2 -photon vertex $V_{\overline{\mathrm{q} q} \gamma \gamma} \Sigma$ requires the computation of the diagonal elements of the photon propagator in position space representation $\Sigma^{x \mu x \mu}$. Making use of translation invariance for periodic boundary conditions, we find $\Sigma^{x \mu x \mu}=$ $\Sigma^{0 \mu 0 \mu}$, i.e. we only have to evaluate the photon propagator at a single lattice site. We compute the photon propagator by means of the diagonal representation:

$$
\begin{equation*}
\Sigma^{0 \mu_{4}}{ }_{0 \mu_{1}}=\left(\mathfrak{B}^{-1}\right)^{0 \mu_{2}}{ }_{(p \mu)_{3}} \Sigma^{(p \mu)_{3}}{ }_{(p \mu)_{2}} \mathfrak{B}^{(p \mu)_{2}}{ }_{0 \mu_{1}} \tag{7.30}
\end{equation*}
$$

The basis change matrices $\mathfrak{B}$ and $\mathfrak{B}^{-1}$ for periodic boundary conditions are defined in eq. 6.100). $\Sigma^{(p \mu)_{3}}(p \mu)_{2}$ is either given by eq. 6.107) for Feynman gauge or by eq. 6.109) for Coulomb gauge.

If open temporal boundary conditions are applied, the translational symmetry in the temporal direction is spoiled. Hence, we can only relate sites located on the same timeslice and find $\Sigma^{x \mu x \mu}=\Sigma^{\left(x^{0}, \overrightarrow{0}\right) \mu\left(x^{0}, \overrightarrow{0}\right) \mu}$. Consequently, the photon propagator has to be evaluated on each timeslice $x^{0}=0, \ldots, X^{0}-a$ :

$$
\begin{equation*}
\Sigma^{\left(x^{0}, \overrightarrow{0}\right) \mu_{4}}{ }_{0 \mu_{1}}=\left(\mathfrak{B}^{-1}\right)^{0 \mu_{2}}{ }_{(p \mu)_{3}} \Sigma^{(p \mu)_{3}}{ }_{(p \mu)_{2}} \mathfrak{B}^{(p \mu)_{2}}{ }_{\left(x^{0}, \overrightarrow{0}\right) \mu_{1}} . \tag{7.31}
\end{equation*}
$$

The basis change matrices $\mathfrak{B}$ and $\mathfrak{B}^{-1}$ for temporal open boundary conditions are defined in eq. 6.122). $\Sigma^{(p \mu)_{3}}(p \mu)_{2}$ is either given by eq. 6.126) for Feynman gauge or by eq. 66.128) for Coulomb gauge. The evaluation of the latter equation for each timeslice of the lattice is time consuming. To safe computation time, we precompute the results and write them to disk such that they can be reused for every execution of the simulation program.

### 7.3.3. One 1-photon vertex

Sequential sources with one 1-photon vertex $V_{\overline{\mathrm{q}}} \mathrm{q} \gamma$ are defined as

The vertex defined in eq. 6.74 is applied to $\Psi^{\mathbf{b}}$ and $A^{\mathbf{c}_{\mathbf{1}}}=\sqrt{\Sigma}^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}} J^{\mathbf{c}_{\mathbf{1}}}$ according to

$$
\begin{align*}
V_{\overline{\mathrm{q} q} \gamma}{ }^{x f}{ }_{\mathbf{b} \mathbf{c}} \Psi^{\mathbf{b}} A^{\mathbf{c}}=\frac{\mathrm{i}}{2} a q_{f} \sum_{\mu}( & -\left(\mathbb{1}-\gamma^{\mu}\right) U^{x \mu} \Psi^{x+a \hat{\mu}, f} A^{x \mu}  \tag{7.33}\\
& \left.+\left(\mathbb{1}+\gamma^{\mu}\right)\left(U^{x-a \hat{\mu}, \mu}\right)^{\dagger} \Psi^{x-a \hat{\mu}, f} A^{x-a \hat{\mu}, \mu}\right)
\end{align*}
$$

Again, the boundary conditions discussed in section 6.2 have to be considered in order to evaluate this expression. We also define the corresponding propagated sequential source
which is calculated according to eq. (7.23).

### 7.3.4. Two 1-photon vertices

In some Feynman diagrams, the two 1-photon vertices $V_{\overline{\mathrm{q} q} \gamma}$ appear on the same quark line next to each other. We define the corresponding sequential source as

$$
\begin{align*}
& \eta_{V_{\overline{\mathrm{q} q} \gamma} \sqrt{\Sigma} V_{\overline{\mathrm{q} q} \gamma} \sqrt{\Sigma}}^{(0)}\left[J_{2}, J_{2}, \eta\right]^{\mathbf{a}_{\mathbf{2}}}=V_{\overline{\mathrm{q} q} \gamma}{ }^{\mathbf{a}_{\mathbf{2}}}{ }_{\mathbf{b} \mathbf{c}_{\mathbf{2}}} \Psi_{V_{\overline{\mathrm{q} q} \gamma} \sqrt{\Sigma}}[\eta]^{\mathbf{b}} \sqrt{\Sigma}{ }^{\mathbf{c}_{\mathbf{2}}} \mathbf{c}_{\mathbf{1}} J^{\mathbf{c}_{\mathbf{1}}} \tag{7.35}
\end{align*}
$$

We may directly contract the two photon half-propagators in the latter diagram, making use of eq. 7.11

$$
\left\langle J^{\mathbf{c}_{\mathbf{2}}} J^{\mathbf{c}_{1}}\right\rangle_{J}=g^{\mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}}
$$

i.e. we insert the same stochastic photon source $J=J_{1}=J_{2}$ in eq. 7.35 and take the expectation value. Consequently, we define the sequential source

In practice, the latter expectation value is estimated on each $\mathrm{QCD}_{\text {iso }}$ gauge configuration $U$ only for a small number of stochastic sources $J$. In addition, we introduce the corresponding propagated sequential source

### 7.3.5. Combined calculation of one 2-photon vertex and two 1-photon vertices with photon propagator

Combining the calculation of sequential propagators with one 2-photon vertex $V_{\overline{\mathrm{q} q} \gamma \gamma}$ and two 1-photon vertices $V_{\overline{\mathrm{q}} \mathrm{q} \gamma}$ contracted with a photon propagator $\Sigma$ allows us to significantly reduce the number of inversions of the Dirac equation eq. 7.23 , which is the most time consuming part of the calculation. The last quark propagator can be applied after the
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expectation value over the photon sources is taken and after the two sequential sources are added up:

## 8. Data analysis for Monte Carlo simulations

In this chapter we introduce and discuss methods required for the analysis of data generated within Monte Carlo simulations. We will apply these methods intensively in the following chapters. We also briefly discuss relevant software packages. The textbooks Gattringer and Lang [42] and DeGrand and DeTar [98] as well as [207] and [104] provide helpful introductory remarks. A textbook on resampling methods, which we use for the estimation of statistical errors, is Efron [208]. Helpful guides for regression analysis are 209, 210].

### 8.1. Software for data analysis

The data analysis is performed using Python3 [211]. Hdf5 files containing the Monte Carlo simulation results are read by means of the Python3 package h5py [212]. The data is processed using the Python3 libraries NumPy [213] and $S c i P y$ [214] and displayed by matplotlib [215]. Input files are stored in the json format and read by the Python3 package json [216]. Random numbers used within the analysis are generated with the Mersenne Twister random number generator package random [217] of Python3.

### 8.2. Error estimation via resampling methods

In the following, we consider an observable $O[U]$ that depends on the gauge field $U$. Its expectation value $\langle O[U]\rangle_{\text {eff }}$ with respect to the effective action $S_{\text {eff }}$ is estimated via a Monte Carlo simulation, as discussed in section 4.6. In the latter, a finite set of gauge configurations $\left(U_{n_{\mathrm{M}}}\right)_{n_{\mathrm{M}}=1, \ldots, N_{\mathrm{M}}}$ is generated. We define the $n_{\mathrm{M}}$-th measurement $O_{n_{\mathrm{M}}}$ as the evaluation of the observable $O$ on the $n_{\mathrm{M}}$-th gauge configuration $U_{n_{\mathrm{M}}}$

$$
\begin{equation*}
O_{n_{\mathrm{M}}}=O\left[U_{n_{\mathrm{M}}}\right] . \tag{8.1}
\end{equation*}
$$

The average of the measurements is then an estimator for the expectation value $\langle O[U]\rangle_{U}[42$, reading

$$
\begin{equation*}
\bar{O}_{\mathrm{M}}=\frac{1}{N_{\mathrm{M}}} \sum_{n_{\mathrm{M}}=1}^{N_{\mathrm{M}}} O_{n_{\mathrm{M}}} . \tag{8.2}
\end{equation*}
$$

As $\bar{O}_{\mathrm{M}}$ is a stochastic estimate, it is important to quantify the related estimation error. In principle, one could determine the error from $N$ individual averages $\left(\bar{O}_{\mathrm{M}, n}\right)_{n=1, \ldots, N}$ generated from $N$ individual sets of $N_{\mathrm{M}}$ measurements [42]. This procedure is usually far
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too costly and therefore infeasible. A solution to this problem is offered by resampling methods. They allow an error estimation from the same set of measurements used to estimate the expectation value. In the following we will describe two resampling techniques, bootstrap and jackknife resampling [218]. A more detailed introduction can be found in the book of Efron [208].

### 8.2.1. Bootstrap for primary quantities

Given $N_{\mathrm{M}}$ measurement samples $\left(O_{\mathrm{M}, n_{\mathrm{M}}}\right)_{n=1, \ldots, N_{\mathrm{M}}}$ of a quantity $O$ one constructs $N_{\mathrm{B}}$ bootstrap samples $\left(O_{\mathrm{B}, n_{\mathrm{B}}}\right)_{n=1, \ldots, N_{\mathrm{B}}}$ by drawing with replacement $N_{\mathrm{M}}$ times from the $N_{\mathrm{M}}$ measurements and averaging [42, 98, 207]. This procedure can be implemented according to 207

$$
\begin{equation*}
O_{\mathrm{B}, n_{\mathrm{B}}}=\frac{1}{N_{\mathrm{M}}} \sum_{n_{\mathrm{M}}=1}^{N_{\mathrm{M}}} \theta_{n_{\mathrm{B}} n_{\mathrm{M}}} O_{\mathrm{M}, n_{\mathrm{M}}} \tag{8.3}
\end{equation*}
$$

where we have introduced integer numbers $\theta_{n_{\mathrm{B}} n_{\mathrm{M}}} \in \mathbb{N}_{0}^{+}$with the constraint

$$
\begin{equation*}
\sum_{n_{\mathrm{M}}=1}^{N_{\mathrm{M}}} \theta_{n_{\mathrm{B}} n_{\mathrm{M}}}=N_{\mathrm{M}} \tag{8.4}
\end{equation*}
$$

$\frac{\theta_{n_{\mathrm{B}} n_{\mathrm{M}}}}{N_{\mathrm{M}}}$ is the statistical weight of the $n_{\mathrm{M}}$-th measurement in the $n_{\mathrm{B}}$-th bootstrap sample. The numbers $\theta_{n_{\mathrm{B}} n_{\mathrm{M}}}$ are generated by a random generator once for an entire bootstrap analysis. The main advantage of bootstrap resampling is that the number of samples can be chosen independently of the number of measurements. It is therefore possible to combine results of gauge ensembles with differing numbers of measurements in the same analysis. In this thesis we work with $N_{\mathrm{B}}=500$ bootstrap samples. The bootstrap estimate of the expectation value reads [42, 98, 207]

$$
\begin{equation*}
\bar{O}_{\mathrm{B}}=\frac{1}{N_{\mathrm{B}}} \sum_{n_{\mathrm{B}}=1}^{N_{\mathrm{B}}} O_{\mathrm{B}, n_{\mathrm{B}}} . \tag{8.5}
\end{equation*}
$$

However, one commonly uses the average of the measurements eq. (8.2) as an estimator. The bootstrap estimate of the error is given by [42, 207]

$$
\begin{equation*}
\sigma_{O, \mathrm{~B}}=\sqrt{\frac{1}{N_{\mathrm{B}}} \sum_{n_{\mathrm{B}}=1}^{N_{\mathrm{B}}}\left(O_{\mathrm{B}, n_{\mathrm{B}}}-\bar{O}_{\mathrm{M}}\right)^{2}}, \tag{8.6}
\end{equation*}
$$

where we have used eq. 8.2 . It is also possible to estimate the covariance between various quantities $O^{i}$ like, e.g. correlation functions with operators evaluated at different times. The bootstrap estimate of the covariance matrix reads

$$
\begin{equation*}
C o v_{\mathrm{B}}^{i_{2} i_{1}}=\frac{1}{N_{\mathrm{B}}} \sum_{n_{\mathrm{B}}=1}^{N_{\mathrm{B}}}\left(O_{\mathrm{B}, n_{\mathrm{B}}}^{i_{2}}-\bar{O}_{\mathrm{M}}^{i_{2}}\right)\left(O_{\mathrm{B}, n_{\mathrm{B}}}^{i_{1}}-\bar{O}_{\mathrm{M}}^{i_{1}}\right) \tag{8.7}
\end{equation*}
$$

For the diagonal elements of $\operatorname{Cov}_{\mathrm{B}}$ we have $\operatorname{Cov}_{\mathrm{B}}^{i i}=\left(\sigma_{O_{i}, \mathrm{~B}}\right)^{2}$.

### 8.2.2. Jackknife for primary quantities

In contrast to the bootstrap resampling, the jackknife method does not depend on random numbers. Here, we will focus on the delete-1 jackknife for which the sample number is equal to the number of measurements. We have implemented jackknife resampling as a cross check for our analysis software based on bootstrap resampling. The $N_{\mathrm{J}}$ jackknife samples $\left(O_{\mathrm{J}, n_{\mathrm{J}}}\right)_{n=1, \ldots, N_{\mathrm{J}}}$ are computed according to [42, 98, 207]

$$
\begin{equation*}
O_{\mathrm{J}, n_{\mathrm{J}}}=\frac{1}{N_{\mathrm{J}}-1} \sum_{\substack{n_{\mathrm{M}}=1 \\ n_{\mathrm{M}} \neq n_{\mathrm{J}}}}^{N_{\mathrm{M}}} O_{\mathrm{M}, n_{\mathrm{M}}} \tag{8.8}
\end{equation*}
$$

By construction $N_{\mathrm{J}}=N_{\mathrm{M}}$. In contrast to bootstrap resampling, results of gauge ensembles with differing numbers of measurements cannot be combined, which is a major disadvantage. The jackknife estimate for the expectation value reads [42, 98, 207]

$$
\begin{equation*}
\bar{O}_{\mathrm{J}}=\frac{1}{N_{\mathrm{J}}} \sum_{n_{\mathrm{J}}=1}^{N_{\mathrm{J}}} O_{\mathrm{J}, n_{\mathrm{J}}} \tag{8.9}
\end{equation*}
$$

A simple calculation shows that for primary quantities this estimate is identical to the average of the measurements $\bar{O}=\bar{O}_{\mathrm{M}}$ in eq. 8.2). The jackknife estimate of the error is given by [42, 98, 207]

$$
\begin{equation*}
\sigma_{O, \mathrm{~J}}=\sqrt{\frac{N_{\mathrm{J}}-1}{N_{\mathrm{J}}} \sum_{n_{\mathrm{J}}=1}^{N_{\mathrm{J}}}\left(O_{\mathrm{J}, n_{\mathrm{J}}}-\bar{O}_{\mathrm{M}}\right)^{2}} \tag{8.10}
\end{equation*}
$$

and the estimate for the covariance matrix is

$$
\begin{equation*}
\operatorname{Cov}_{\mathrm{J}}^{i_{2} i_{1}}=\frac{N_{\mathrm{J}}-1}{N_{\mathrm{J}}} \sum_{n_{\mathrm{J}}=1}^{N_{\mathrm{J}}}\left(O_{\mathrm{J}, n_{\mathrm{J}}}^{i_{2}}-\bar{O}_{\mathrm{M}}^{i_{2}}\right)\left(O_{\mathrm{J}, n_{\mathrm{J}}}^{i_{1}}-\bar{O}_{\mathrm{M}}^{i_{1}}\right) \tag{8.11}
\end{equation*}
$$

Compared to the corresponding bootstrap estimators, an additional prefactor has to be introduced for a bias correction.

### 8.2.3. Resampling for derived quantities

Usually, we are not interested in primary quantities, i.e. correlation functions, but in derived quantities, such as hadron masses obtained from fits to a correlation function, evaluated at different times, or ratios and products of correlation functions. Let us assume that the derived quantity $O^{\prime}\left(O_{1}, \ldots, O_{n}\right)$ depends on the primary quantities $O_{1}, \ldots, O_{n}$. The different $O_{i}$ may be the same type of correlation function, where the operators have only changed their time position, or correlation functions of different types. It can be shown that the best estimate for the mean of the derived quantity is given by the plug-in result [208]

$$
\begin{equation*}
\overline{O^{\prime}\left(O_{1}, \ldots, O_{n}\right)}=O^{\prime}\left(\bar{O}_{1}, \ldots, \bar{O}_{n}\right) \tag{8.12}
\end{equation*}
$$
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as it is free of any estimation bias. The error of $O^{\prime}$ can be estimated by resampling methods. From the samples for $O_{1}, \ldots, O_{n}$, namely $\left(O_{1, R, n_{R}}\right)_{n_{R}=1, \ldots, N_{R}}, \ldots,\left(O_{1, R, n_{R}}\right)_{n_{R}=1, \ldots, N_{R}}$, where $R$ denotes the resampling method using B for bootstrap and J for jackknife, we construct samples $\left(\left(O^{\prime}\left(O_{1}, \ldots, O_{n}\right)\right)_{R, n_{R}}\right)_{n_{R}=1, \ldots, N_{R}}$ for the derived quantity $O^{\prime}$ by means of the plug-in result 208]:

$$
\begin{equation*}
\left(O^{\prime}\left(O_{1}, \ldots, O_{n}\right)\right)_{R, n_{R}}=O^{\prime}\left(O_{1, R, n_{R}}, \ldots, O_{n, R, n_{R}}\right) \tag{8.13}
\end{equation*}
$$

The error and the covariance matrix can now be determined from the derived samples in the same manner as for primary samples. However, non-linear functions $O^{\prime}$ will in general introduce a small bias in the error estimate. Additionally, it should be noted that the jackknife resampling method is only applicable for error propagation if the derived quantity is a smooth function with respect to the relevant primary quantities [208]. The statistical bootstrap is also able to cope with a functional dependence that is not smooth [208].

### 8.2.4. Pseudo-resampling of input parameters with associated errors

In order to introduce an input parameter equipped with an error into the analysis, it is convenient to create a pseudo-resampling distribution that mimics a resampling distribution and yields the value of the input parameter and its associated error. Assuming that the distribution of the quantity $O$ is approximated by a Gaussian distribution with central value $\bar{O}$ and width $\sigma_{O}$, one can construct pseudo-resampling distributions $f_{R}(O)$ from which the correct estimate for the mean $\bar{O}_{R}$ and the error $\sigma_{O, R}$ can be derived. For bootstrap resampling the corresponding probability density reads

$$
\begin{equation*}
f_{\mathrm{B}}(O)=\frac{1}{\sqrt{2 \pi} \sigma_{O}} \exp \left(-\frac{1}{2}\left(\frac{O-\bar{O}}{\sigma_{O}}\right)^{2}\right) \tag{8.14}
\end{equation*}
$$

For jackknife resampling a factor for bias correction has to be introduced:

$$
\begin{equation*}
f_{\mathrm{J}}(O)=\frac{\sqrt{N_{\mathrm{J}}-1}}{\sqrt{2 \pi} \sigma_{O}} \exp \left(-\frac{1}{N_{\mathrm{J}}-1} \frac{1}{2}\left(\frac{O-\bar{O}}{\sigma_{O}}\right)^{2}\right) \tag{8.15}
\end{equation*}
$$

The correctness of these formula can easily be checked numerically.

### 8.2.5. Partial errors

Often, the analysis requires the input of quantities determined by experiments or by other Monte Carlo simulations. These input parameters are usually equipped with errors and it is natural to ask how this particular error influences the final result of the analysis in addition to further errors inherent to the analysis. We again consider a derived quantity $O^{\prime}\left(O_{1}, \ldots, O_{n}\right)$. The quantities $O_{i}$ are represented by resampling or pseudo-resampling samples $\left(O_{i, R, n_{R}}\right)_{n=1, \ldots, N_{R}}$. The partial error $\sigma_{O^{\prime}, O_{i}}$ of the derived quantity $O^{\prime}$ with respect to the input parameter $O_{i}$ is then estimated from the resampling distribution

$$
\begin{equation*}
\left(O^{\prime}\left(O_{1}, \ldots, O_{n}\right)\right)_{R, O_{i}, n_{R}}=O\left(\bar{O}_{1}, \ldots, O_{i, R, n_{R}}, \ldots, \bar{O}_{n}\right) \tag{8.16}
\end{equation*}
$$

| ensemble | $N_{\text {cnfg }}$ | $N_{\text {cnfg } / \text { blk }}$ | $N_{\text {blk }}$ |
| :--- | :--- | :--- | :--- |
| N200 | 1712 | 4 | 428 |
| D450 | 500 | 2 | 250 |
| H102 | 2004 | 4 | 501 |

Table 8.1.: Number of gauge configurations $N_{\text {cnfg }}$, the block size $N_{\text {cnfg/bin }}$ and the resulting number of blocks $N_{\text {blk }}$.
i.e. only the quantity $O_{i}$ is represented by the resampling samples. The total error is not necessarily given by the square root of the sum of the squared partial errors due to correlations between the different input parameters. However, deviations should only appear if a complete resampling analysis was performed such that valid correlations can form. Quantities from different resampling distributions are uncorrelated and therefore the corresponding errors added in quadrature should equal the total error.

### 8.3. Autocorrelation analysis

As gauge configurations are derived from each other sequentially by a deterministic computer algorithm, we have to assume that the measurements of a quantity on these gauge configurations are not statistically independent. This type of intrinsic correlation of Monte Carlo simulations is called autocorrelation. The strength of the autocorrelations depends on the particular algorithm used for the generation of the gauge configurations and on the quantity investigated. Autocorrelations lead to an underestimation of the statistical error. A simple way to investigate the influence of autocorrelations is to vary the effective algorithmic distance between sequential gauge configurations [42, 219]. This can be achieved by binning/blocking sequential measurements on the Markov chain and investigating the behaviour of the error estimate as a function of the bin/block size. We list the block sizes for the considered gauge ensembles in table 8.1. A more sophisticated method to determine errors including effects due to autocorrelations is the $\Gamma$-method [219], which we do not apply in this thesis. A Python program for the implementation of the $\Gamma$-method for Monte Carlo simulations is also available [220].

### 8.4. Regression analysis

In order to extract physically meaningful results from Monte Carlo simulations, it is often useful to employ regression analysis. In many cases, an analytically derived model with free parameters is known predicting the outcome of Monte Carlo simulations. Regression analysis allows the prediction of these model parameters in the presence of the intrinsic statistical noise.
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### 8.4.1. The $\chi^{2}$-function

Let us assume that we have independent variables $X=\left(X_{1}, \ldots, X_{m}\right)$ and a dependent variable $Y$ that are related by an unknown functional dependence of the form

$$
\begin{equation*}
Y=f(X)+\varepsilon \tag{8.17}
\end{equation*}
$$

where $\varepsilon$ is assumed to be a Gaussian random noise. This relation is probed by a statistical experiment, such as a Monte Carlo simulation, resulting in $n$ individual measurements $\left(x_{i}, y_{i}\right)=\left(\left(x_{1, i}, \ldots, x_{m, i}\right), y_{i}\right)$ for $i=1, \ldots, n$. In general, these $n$ determinations are not statistically independent. In a typical situation, a correlation function determined by a Monte Carlo simulation is fitted to its asymptotic form for different time separations. In this example, the time separation is the independent variable $X$, and the value of the correlation function is the dependent variable $Y$. The latter is equipped with random noise caused by the Monte Carlo simulation. Considering a set of model functions $f_{a}$ parametrised by $a=\left(a_{1}, \ldots, a_{l}\right)$, the task of a regression analysis is now to determine the optimal choice $a_{\text {opt }}$ of these parameters. The fit problem is characterised by the $\chi^{2}$-function [42, 98]

$$
\begin{equation*}
\chi_{a}^{2}=\sum_{i, j=1}^{n}\left(y_{i}-f_{a}\left(x_{i}\right)\right)\left(\operatorname{Cov}^{-1}\right)_{i j}\left(y_{j}-f_{a}\left(x_{j}\right)\right) \tag{8.18}
\end{equation*}
$$

where $C o v$ is the covariance matrix, encoding the correlations between different data points $\left(x_{i}, y_{i}\right)$. The solution of the fit problem is the given by the value $a_{\mathrm{opt}}$, which minimises the function $\chi_{a}^{2}$ :

$$
\begin{equation*}
a_{\mathrm{opt}}=\underset{a \in \mathbb{R}^{l}}{\arg \min } \chi_{a}^{2} \tag{8.19}
\end{equation*}
$$

Only for specific types of regression models, it is possible to calculate the optimal parameter choice $a_{\text {opt }}$ analytically. In general, the minimisation has to be performed numerically. We make use of suitable minimisation routines provided by scipy.optimize.minimize [221]. For a comparison of regression models with different numbers of fit parameters it is common to define the reduced $\chi^{2}$-function $\chi_{\text {red }}^{2}$ [209]

$$
\begin{equation*}
\chi_{\mathrm{red}}^{2}=\chi^{2} / \mathrm{dof}=\frac{\chi^{2}}{N-M} \tag{8.20}
\end{equation*}
$$

where $N$ is the number of measurements and $M$ is the number of fit parameters. It should be noted that the number of degrees of freedom $N-M$ is not always a well defined quantity for non-linear regression models [209].

The value of $\chi_{\text {red }}^{2}$ for a regression model can be used as a measure of the fit quality, assuming that we have access to a good stochastic estimate of the covariance matrix Cov . A $\chi_{\text {red }}^{2} \approx 1$ is an indicator for a suitable regression model [209]. If $\chi_{\text {red }}^{2}>1$ the regression model does not represent the data and if $\chi_{\text {red }}^{2}<1$ the data is overfitted, i.e. the number of free model parameters in the regression model is too high. $\chi_{\text {red }}^{2}$ can also be used to discriminate two distinct fit models. The more suitable regression model is characterised by $\chi_{\text {red }}^{2}$ that is closer to one [209].

### 8.4.2. Inversion of the covariance matrix

The covariance matrix is by construction a real, symmetric, positive semi-definite matrix. Poor statistical estimates due to a limited amount of measurements can possess eigenvalues that are very close to zero or even negative due to numerical rounding errors, which makes the numerical inversion of the covariance matrix unstable [98, 222. A method to numerically invert the covariance matrix in a controlled fashion is a singular value decomposition based on numpy.linalg.svd. For a real symmetric matrix Cov the decomposition ensures the existence of real, orthogonal matrices $U$ and $V$, such that

$$
\begin{equation*}
\operatorname{Cov}=U \Sigma V^{T}, \quad \Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right), \tag{8.21}
\end{equation*}
$$

where $\sigma_{1} \geq \ldots \geq \sigma_{n} \geq 0$ are the singular values and $\sigma_{i}=\left|\lambda_{i}\right|$ for $i=1, \ldots, n$ with $\lambda_{i}$ are the eigenvalues of $C o v$. For positive definite matrices we have $V=U$ and $\sigma_{i}=\lambda_{i}$ for $i=1, \ldots, n$. If singular values that are very close to zero exist, it can be reasonable to apply a truncation [98] or smoothing procedure [223]. In the first case singular values below a certain threshold $\lambda_{\min }$ are set to zero in $\Sigma$ and $\Sigma^{-1}$, which is to be understood as a pseudo-inverse [98. In the second case, singular values below the threshold are fixed to a small value computed from the average of the modified singular values [223]. After this singular value modification the inverse covariance matrix is expressed as

$$
\begin{equation*}
\operatorname{Cov}^{-1}=V \Sigma^{-1} U^{T} . \tag{8.22}
\end{equation*}
$$

Modifying singular values one has to check that the choice of $\lambda_{\text {min }}$ does not severely influence the fit results. By choosing fit intervals that are not too wide, we avoid completely the use of these methods, but stress that a badly estimated covariance matrix may result in a fit that does not reproduce the data. Another common simplification for regression models is the truncation of the covariance matrix to its diagonal components if the latter cannot be estimated safely. This procedure corresponds to an uncorrelated fit, which only weights values with their respective errors but neglects cross correlations between different values. As the interpretation of uncorrelated fits is less obvious we avoid this practice.

### 8.4.3. Multilinear regression models

Multilinear regression models are characterised by a model function which is multilinear in the fit parameters $a$, i.e.

$$
\begin{equation*}
f_{a}(X)=\sum_{k=1}^{l} a_{k} g_{k}(X), \tag{8.23}
\end{equation*}
$$

where $X=\left(X_{1}, \ldots, X_{m}\right)$ denotes the set of random variables, and the functions $\left(g_{k}\right)_{k=1, \ldots, m}$ determine the particular fit model. We will give more details on this at the end of the section. The advantage of this type of model is that the solution to the fit problem can be determined analytically. Having $n$ individual measurements $\left(x_{i}, y_{i}\right)=\left(\left(x_{1, i}, \ldots, x_{m, i}\right), y_{i}\right)$
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for $i=1, \ldots, n$, the $\chi^{2}$ function reads:

$$
\begin{equation*}
\chi_{a}^{2}=\sum_{i, j=1}^{n}\left(y_{i}-\sum_{k=1}^{l} a_{k} g_{k}\left(x_{i}\right)\right)\left(\operatorname{Cov}^{-1}\right)_{i j}\left(y_{j}-\sum_{k=1}^{l} a_{k} g_{k}\left(x_{j}\right)\right) . \tag{8.24}
\end{equation*}
$$

In order to solve the minimisation problem, we determine the first and second derivatives of $\chi_{a}^{2}$ with respect to the model parameters $a$ using the fact that the covariance matrix and its inverse are symmetric:

$$
\begin{align*}
\frac{\partial \chi_{a}^{2}}{\partial a_{p}} & =-2 \sum_{i, j=1}^{n} g_{p}\left(x_{i}\right)\left(\operatorname{Cov}^{-1}\right)_{i j}\left(y_{j}-\sum_{l=1}^{m} a_{l} g_{l}\left(x_{j}\right)\right),  \tag{8.25}\\
\frac{\partial \chi_{a}^{2}}{\partial a_{p} \partial a_{q}} & =2 \sum_{i, j=1}^{n} g_{p}\left(x_{i}\right)\left(\operatorname{Cov}^{-1}\right)_{i j} g_{q}\left(x_{j}\right) . \tag{8.26}
\end{align*}
$$

As the covariance matrix and so its inverse are positive definite matrices we can see from the form of $\frac{\partial \chi_{a}^{2}}{\partial a_{p} \partial a_{q}}$ that any critical point is a local minimum. The optimal choice for the fit parameters $a_{\mathrm{opt}}$ is found by solving the system of linear equations $\left.\frac{\partial \chi_{a}^{2}}{\partial a_{p}}\right|_{a=a_{\mathrm{opt}}}=0$, i.e.

$$
\begin{equation*}
\sum_{l=1}^{m}\left(\sum_{i, j=1}^{n} x_{k, i}\left(\operatorname{Cov}^{-1}\right)_{i j} x_{l, j}\right) a_{\mathrm{opt}, l}=\sum_{i, j=1}^{n} x_{k, i}\left(\operatorname{Cov}^{-1}\right)_{i j} y_{j} \quad k=1, \ldots, m \tag{8.27}
\end{equation*}
$$

with numpy.linalg.solve.
We briefly give some examples on how to define the functions $\left(g_{k}\right)_{k=1, \ldots, l}$ in dependence of the shape of the model function. For a fit to a function $f_{a}(X)$ with parameters $a_{1}, \ldots, a_{l}$, which is multilinear in the arguments $X_{1}, \ldots, X_{l}$, we choose $g_{k}(X)=X_{k}$ for $k=1, \ldots, l$. To fit an affine linear function with the parameters $a_{1}$ and $a_{2}$, which depends on a single random variable $X=\left(X_{1}\right)$, we use $g_{1}(X)=1$ and $g_{2}(X)=X_{1}$. This can be generalised to a polynomial model function with degree $l-1$ based on fit parameters $a_{1}, \ldots, a_{l}$, which is obtained by setting $g_{k}(X)=\left(X_{k}\right)^{k-1}$ for $k=1, \ldots, l$.

### 8.4.4. Linearisation of non-linear fit models by variable substitution

As we have seen, the fit problem associated with multilinear fit models can be solved analytically. This is in general not the case for non-linear fit models, for which iterative solvers have to be used. More computing time has to be spent and initial guesses have to be made for the fit parameters. In some cases, it is, however, possible to perform a variable substitution such that the transformed fit problem is linear. A typical example is a single-exponential fit to a correlation function. It is of the form

$$
\begin{equation*}
C(t)=c \exp (-m t) \tag{8.28}
\end{equation*}
$$

where $a$ and $m$ are fit parameters. We can easily linearise this model by applying the logarithm, assuming that the correlation function is positive:

$$
\begin{equation*}
\log (C(t))=\log (c)-m t \tag{8.29}
\end{equation*}
$$

For a negative correlation function one simply multiplies the equation with -1 before applying the logarithm. Measurements $(t, C)$ are translated into measurements of the linearised model $(x, y)=(t, \log (C))$. The model function of the linearised model, given by $f_{a}(X)=a_{1}-a_{2} X$ with $a_{1}=\log (c)$ and $a_{2}=m$, is linear in the parameters $a$ and describes an affine linear function in $X$.

## Part III.

# Hadronic renormalisation scheme, scale setting and hadron masses 

## 9. Hadronic renormalisation scheme and scale setting

As in the case of $\mathrm{QCD}_{\text {iso }}$, discussed for CLS ensembles in chapter 5 , the bare parameters of combined lattice QCD and QED have to be fixed by the application of a renormalisation scheme and a scale setting prescription. In this chapter, we describe the settings currently applied in this work, the formulation of the scheme in the context of the perturbative expansion and potential alternatives.

### 9.1. Hadronic renormalisation scheme and scale setting

We suggest to fix the bare parameters for combined QCD and QED by a hadronic renormalisation consisting of the value of the average pion mass $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right)$, of the average kaon mass $\frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right)$ and of the kaon mass splitting $m_{K^{+}}-m_{K^{0}}$. There is no need to refer to the scheme utilised for the CLS QCD $_{\text {iso }}$ simulations, which is based on the isosymmetric pion and kaon masses $m_{\pi}=134.8(3) \mathrm{MeV}$ and $m_{K}=494.2(4) \mathrm{MeV}$ [45] as discussed in chapter 5, because the bare parameters of QCD+QED and $\mathrm{QCD}_{\text {iso }}$ are in principle unrelated. Only the imposition of an intermediate scheme introduces relations among them. Although pseudo-scalar decay constants are used for the scale setting in $\mathrm{QCD}_{\text {iso }}$, this is a inconvenient choice for QCD+QED. The determination of isospin breaking corrections to decay constants is demanding, as infrared divergences appear in intermediate stages of the computation. They only cancel taking virtual photons exchanged between quarks and charged decay products as well as emitted real final state photons into account [224-227]. Instead, the scale should be set by an additional hadron mass, e.g. the mass of a baryon. As a first simplification, we neglect the influence of isospin breaking effects to the scale, such that the latter is still determined via $\frac{2}{3}\left(f_{K}+\frac{1}{2} f_{\pi}\right)$ in the isosymmetric limit. This will be changed in a more comprehensive future effort. Only taking into account leading order QED effects, the electromagnetic coupling can be defined via the electromagnetic fine-structure constant in the Thomson limit [46]. Otherwise, the bare electromagnetic coupling may be fixed by the inclusion of e.g. the pion mass difference into the hadronic scheme or by determining the corresponding renormalised coupling from the QED Wilson flow [41, 184].

In addition to the definition of the physical point after a continuum extrapolation, we also utilise the latter renormalisation scheme as an intermediate scheme, which relates $\mathrm{QCD}_{\text {iso }}$ and $\mathrm{QCD}+\mathrm{QED}$ at finite lattice spacing and unphysical quark masses on each ensemble. This is necessary, as we cannot perform an extrapolation to the physical point due to the limit number of gauge ensembles that we consider in this thesis. We suggest to deter-
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mine the shifts of the bare dimensionless parameters $\Delta \varepsilon=\left(a \Delta m_{\mathrm{u}}, a \Delta m_{\mathrm{d}}, a \Delta m_{\mathrm{s}}, \Delta \beta, e^{2}\right)$ by demanding

$$
\begin{align*}
a m_{\pi^{+}}+a m_{\pi^{0}} & =\left(a m_{\pi^{+}}\right)^{(0)}+\left(a m_{\pi^{0}}\right)^{(0)}, \\
a m_{K^{+}}+a m_{K^{0}} & =\left(a m_{K^{+}}\right)^{(0)}+\left(a m_{K^{0}}\right)^{(0)}, \\
a m_{K^{+}}-a m_{K^{0}} & =a\left(m_{K^{+}}^{\text {phys }}-m_{K^{0}}^{\text {phys }}\right) . \tag{9.1}
\end{align*}
$$

The scale $a$ should then be determined at a later stage by the mass $m_{B}$ of an additional baryon, i.e. $a=\frac{a m_{B}}{m_{B}^{\text {Dhys }}}$. The $\Delta \beta$ coefficient can be used to correct for a renormalisation of the strong coupling due to the electromagnetic interaction, i.e. for a shift in the scale due to isospin corrections. A tuning allows for a determination of isospin breaking effects at a fixed lattice spacing. As we neglect the latter effects, we set $\Delta \beta=0$. The electromagnetic coupling does not renormalise at this order and can be fixed to $\Delta \varepsilon_{e^{2}}=e^{2}=4 \pi \alpha_{\text {em }}$. In order to rewrite eq. (9.1) in terms of a perturbative expansion, we expand the hadron masses in terms of $\Delta \varepsilon$ :

$$
\begin{equation*}
a m=(a m)^{(0)}+\sum_{l} \Delta \varepsilon_{l}(a m)_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right) . \tag{9.2}
\end{equation*}
$$

In total, we obtain a system of linear equations that determines the full set of expansion parameters $\Delta \varepsilon$ :

$$
\begin{align*}
\sum_{l} \Delta \varepsilon_{l}\left(\left(a m_{\pi^{+}}\right)_{l}^{(1)}+\left(a m_{\pi^{0}}\right)_{l}^{(1)}\right) & =0, \\
\sum_{l} \Delta \varepsilon_{l}\left(\left(a m_{K^{+}}\right)_{l}^{(1)}+\left(a m_{K^{0}}\right)_{l}^{(1)}\right) & =0, \\
\sum_{l} \Delta \varepsilon_{l}\left(\left(a m_{K^{+}}\right)_{l}^{(1)}-\left(a m_{K^{0}}\right)_{l}^{(1)}\right) & =a\left(m_{K^{+}}^{\mathrm{phys}}-m_{K^{0}}^{\mathrm{phys}}\right), \\
\Delta \varepsilon_{\Delta \beta} & =\Delta \beta=0, \\
\Delta \varepsilon_{e^{2}} & =e^{2}=4 \pi \alpha_{\mathrm{em}} . \tag{9.3}
\end{align*}
$$

In this scheme, a summation of zeroth- and first-order contributions is avoided. This is advantageous, as first-order contributions can be smaller in magnitude than the statistical errors of the respective zeroth-order contributions. We discuss the required computational steps to determine hadron masses in chapter chapter 10 and apply them to mesons and baryons in chapter 11 and chapter 12, respectively. The relevant quantities to solve the system of linear equations eq. (9.3) can be found in eqs. (11.55), (11.58), (11.67) and (11.70). The determined expansion parameters for the ensemble N200 read:

$$
\begin{align*}
a \Delta m_{\mathrm{u}} & =-0.0090866(23)_{\mathrm{st}}(18)_{\mathrm{a}}[29]_{\mathrm{tot}}, \\
a \Delta m_{\mathrm{d}} & =-0.0020158(25)_{\mathrm{st}}(18)_{\mathrm{a}}[31]_{\mathrm{tot}}, \\
a \Delta m_{\mathrm{s}} & =-0.002280(9)_{\mathrm{st}}[9]_{\mathrm{tot}}, \\
\Delta \beta & =0.0 \\
e^{2} & =0.091701237 . \tag{9.4}
\end{align*}
$$

The error with respect to the scale appears, as the dimensionful number $m_{K^{+}}^{\mathrm{phys}}-m_{K^{0}}^{\mathrm{phys}}$ from eq. (9.3) has to be translated into a dimensionless quantity. Considering leading order contributions, the expansion parameter $a \Delta m_{\mathrm{s}}$ does not depend on the kaon mass splitting.

### 9.2. Discussion and Outlook

The results for the expansion parameters for the ensembles N200, D450 and H102 are listed in table 9.1. We observe that all mass detunings are negative. This can be understood considering the fact that the latter also serve as counterterms. They absorb the electromagnetic self-energy contribution to the quark masses. For ensembles with smaller lattice spacings we find smaller, negative quark mass detunings. This is consistent with the fact that self-energy contribution to the quark mass diverges, when the lattice cutoff is removed. It is clear that the values of these expansion parameters are scheme dependent and therefore possess very limited physical meaning. E.g. a distinction of electromagnetic effects from strong isospin breaking effects is non-trivial. Nevertheless, different schemes offer different technical advantages. In [228] it is discussed that in a certain class of schemes one can separate mass isospin corrections from electromagnetic corrections. Those schemes are constructed in a way, such that scheme-ambiguities are higher order effects within this class. They are based on the evaluation and matching of renormalised quark masses determined by means of the axial Ward identity. In particular, a determination of $Z_{A}$ and $Z_{S}$ in QCD+QED is required. The latter renormalisation factors have not been determined in this work such that we cannot follow this suggestion.

Another possible matching and renormalisation scheme may rely on an unaltered $\pi^{0}$ mass. In section 3.4.6, we discussed that in chiral QCD+QED in the presence of a massive strange quark the $\pi^{0}$ forms a Goldstone boson. In chiral QCD with a massive strange quark, which is the corresponding isosymmetric theory, covered in section 3.4.4, $\pi^{0}, \pi^{+}$ and $\pi^{-}$form the enlarged set of Goldstone bosons. The $\pi^{0}$ mass vanishes in both chiral theories. This equality can be imposed even for non-vanishing renormalised quark masses such that one obtains a matching condition that is compatible with a chiral extrapolation. The remaining parameters can be determined by matching the mases of $K^{0}$ and $K^{+}$. This scheme could be of particular relevance for the renormalisation of composite operators, e.g. the local vector current, which is commonly defined with respect to the chiral limit [72, 111, 229, as discussed in section 13.5 .

Instead of setting the electromagnetic coupling by the Thomson limit, one may also think about using a hadronic scheme for the latter. A suitable quantity is the pion mass splitting, which, at leading order, only depends on the electromagnetic coupling and not on any further expansion parameter [46]. Such a scheme would at least to some degree take QED finite size corrections automatically into account, as the value of the bare electromagnetic coupling becomes volume dependent.
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| $a \Delta m_{\mathrm{u}}$ | $-0.0090866(23)_{\mathrm{st}}(18)_{\mathrm{a}}[29]_{\mathrm{tot}}$ |
| :--- | :--- |
| $a \Delta m_{\mathrm{d}}$ | $-0.0020158(25)_{\mathrm{st}}(18)_{\mathrm{a}}[31]_{\mathrm{tot}}$ |
| $a \Delta m_{\mathrm{s}}$ | $-0.002280(9)_{\mathrm{st}}[9]_{\mathrm{tot}}$ |
| $\Delta \beta$ | 0.0 |
| $e^{2}$ | 0.091701237 |


| (a) N $200\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$ |  |
| :--- | :--- |
| $a \Delta m_{\mathrm{u}}$ | $-0.0088818(24)_{\mathrm{st}}(26)_{\mathrm{a}}[35]_{\mathrm{tot}}$ |
| $a \Delta m_{\mathrm{d}}$ | $-0.0018500(21)_{\mathrm{st}}(26)_{\mathrm{a}}[33]_{\mathrm{tot}}$ |
| $a \Delta m_{\mathrm{s}}$ | $-0.002255(6)_{\mathrm{st}}[6]_{\mathrm{tot}}$ |
| $\Delta \beta$ | 0.0 |
| $e^{2}$ | 0.091701237 |

(b) $\mathrm{D} 450\left(a=0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$

| $a \Delta m_{\mathrm{u}}$ | $-0.0087214(86)_{\mathrm{st}}(27)_{\mathrm{a}}[91]_{\text {tot }}$ |
| :--- | :--- |
| $a \Delta m_{\mathrm{d}}$ | $-0.0018148(76)_{\mathrm{st}}(27)_{\mathrm{a}}[81]_{\text {tot }}$ |
| $a \Delta m_{\mathrm{s}}$ | $-0.0021630(84)_{\mathrm{st}}[84]_{\text {tot }}$ |
| $\Delta \beta$ | 0.0 |
| $e^{2}$ | 0.091701237 |

(c) $\mathrm{H} 102\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$

Table 9.1.: Expansion parameters.

## 10. Hadron spectroscopy

The spectrum of hadronic states can be determined by investigating two-point correlation functions of the form

$$
\begin{equation*}
C\left(t_{2}, t_{1}\right)=\left\langle\mathcal{O}_{2}\left(t_{2}\right) \mathcal{O}_{1}\left(t_{1}\right)\right\rangle \tag{10.1}
\end{equation*}
$$

where the operators $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are referred to as creation and annihilation operators, respectively. These interpolation operators have to be chosen such that the quantum numbers of the operators coincide with the quantum numbers of the hadronic state to be studied. In this chapter we classify interpolation operators, perform a spectral decomposition of two-point correlation functions distinguishing between fixed and (anti-)periodic temporal boundary conditions and discuss methods for mass extraction.

### 10.1. Interpolation operators

Interpolation operators are functionals of lattice field operators and serve to manipulate a quantum mechanical state such that a superposition of states with corresponding symmetry properties are added or removed. A general operator creating or removing a state centred at the position $x$ can be written as

$$
\begin{equation*}
\mathcal{O}^{x}=\frac{1}{\bar{n}!} \frac{1}{n!} O[U, A]^{x a_{\bar{n}} \ldots \mathbf{a}_{1}}{ }_{\mathbf{b}_{\mathbf{n}} \ldots \mathbf{b}_{1}} \bar{\Psi}_{\mathbf{a}_{\bar{n}}} \ldots \bar{\Psi}_{\mathbf{a}_{1}} \Psi^{\mathbf{b}_{\mathbf{n}}} \ldots \Psi^{\mathbf{b}_{1}} \tag{10.2}
\end{equation*}
$$

The tensor $O$ may depend on the gauge fields $U$ and $A$, if gauge invariant or gauge covariant interpolation operators shall be constructed. Due to the anticommutative nature of the fermion fields $\bar{\Psi}$ and $\Psi$, only the part of the tensor $O$ that is fully antisymmetric in the indices $\mathbf{a}_{\mathbf{n}} \ldots \mathbf{a}_{\mathbf{1}}$ and fully antisymmetric in the indices $\mathbf{b}_{\mathbf{n}} \ldots \mathbf{b}_{\mathbf{1}}$ contributes to the interpolation operator, while all remaining parts are projected to zero. In order to exploit the Feynman diagram technique efficiently, it is convenient to demand the tensor to have the above mentioned symmetry properties, and to introduce a corresponding normalisation factor of $\frac{1}{n!} \frac{1}{n!}$. Interpolation operators can be classified depending on how they change the baryon number of the state. One distinguishes between mesonic operators, where the baryon number stays unchanged, and single- and multi-baryonic operators, which increase or diminish the baryon number by an integer. From the fact that each operator $\Psi$ decreases the baryon number by $\frac{1}{3}$ and each operator $\bar{\Psi}$ increases the baryon number by $\frac{1}{3}$ we can deduce, that the baryon number is changed by $\Delta B=\frac{1}{3}(\bar{n}-n)$. Interpolation operators are further classified with respect to their transformational behaviour under field transformations and with respect to quantum numbers associated to the symmetries of the theory. This classification is relevant in order to assign operators to experimentally
observed particles. We will discuss this in more detail for mesonic interpolation operators in section 11.1.

### 10.2. Euclidean two-point correlation functions in the continuum

For the following discussion, we consider a complete orthonormal set of eigenstates $(|n\rangle)_{n \in \mathbb{N}_{0}}$ of a Hamilton operator $H$ with energies $E_{0}<E_{1} \leq \ldots$ and $|0\rangle$ is the unique ground state of the theory. For this setup, we find the relations

$$
\begin{equation*}
H|n\rangle=E_{n}|n\rangle, \quad \mathbb{1}=\sum_{n}|n\rangle\langle n|, \quad\left\langle n_{2} \mid n_{1}\right\rangle=\delta_{n_{2}, n_{1}} \tag{10.3}
\end{equation*}
$$

We match the Schrödinger and Heisenberg picture at $t=0$ such that the time evolution of an operator is given by

$$
\begin{equation*}
O(t)=\exp (t H) O \exp (-t H) \tag{10.4}
\end{equation*}
$$

### 10.2.1. Fixed boundary conditions

Making use of eq. (2.4), a two-point function with fixed boundary conditions $|i\rangle$ at time $t=0$ and $|f\rangle$ at time $t=T$ can be expressed as

$$
\begin{equation*}
C\left(t_{2}, t_{1}\right)=\frac{\langle f| \exp (-T H) O_{2}\left(t_{2}\right) O_{1}\left(t_{1}\right)|i\rangle}{\langle f| \exp (-T H)|i\rangle} \tag{10.5}
\end{equation*}
$$

Inserting complete sets of eigenstates of the Hamilton operator

$$
C\left(t_{2}, t_{1}\right)=\frac{\begin{array}{c}
\sum_{n_{1}, n_{2}, n_{3}}\left\langle f \mid n_{3}\right\rangle\left\langle n_{3}\right| O_{2}\left|n_{2}\right\rangle\left\langle n_{2}\right| O_{1}\left|n_{1}\right\rangle\left\langle n_{1} \mid i\right\rangle \\
\cdot \exp \left(-\left(T-t_{2}\right) E_{n_{3}}-t_{1} E_{n_{1}}\right) \exp \left(-\left(t_{2}-t_{1}\right) E_{n_{2}}\right) \tag{10.6}
\end{array}}{\sum_{n}\langle f \mid n\rangle\langle n \mid i\rangle \exp \left(-T E_{n}\right)} .
$$

The correlation function is obviously not invariant under translations in the time direction. For large time extents $T$ and large time distances $T-t_{2}$ and $t_{1}-T$, we find the asymptotic behaviour

$$
\begin{align*}
& C\left(t_{2}, t_{1}\right) \rightarrow \frac{\sum_{n}\langle f \mid 0\rangle\langle 0| O_{2}|n\rangle\langle n| O_{1}|0\rangle\langle 0 \mid i\rangle}{\cdot \exp \left(-\left(T-\left(t_{2}-t_{1}\right)\right) E_{0}-\left(t_{2}-t_{1}\right) E_{n}\right)} \\
&\langle f \mid 0\rangle\langle 0 \mid i\rangle \exp \left(-T E_{0}\right)
\end{align*}
$$

where we have assumed that the vacuum state has non-vanishing overlap with the boundary states. In this asymptotic regime, translational invariance in the time coordinate is restored. In principle, it is also possible to consider not only consider the overlap between the boundary state and the vacuum but also between the boundary state and higher excitations. This results in an improved asymptotic description of the correlation function, i.e. the time interval for which the asymptotic behaviour is a good description is longer.

### 10.2.2. Periodic boundary conditions

For periodic boundary conditions we start from eq. (2.4):

$$
\begin{equation*}
C\left(t_{2}, t_{1}\right)=\frac{\sum_{n}\langle n| \exp (-T H) O_{2}\left(t_{2}\right) O_{1}\left(t_{1}\right)|n\rangle}{\sum_{n}\langle n| \exp (-T H)|n\rangle} . \tag{10.8}
\end{equation*}
$$

The spectral decomposition in this setup becomes 42]

$$
C\left(t_{2}, t_{1}\right)=\frac{\sum_{n_{1}, n_{2}}\left\langle n_{1}\right| O_{2}\left|n_{2}\right\rangle\left\langle n_{2}\right| O_{1}\left|n_{1}\right\rangle \exp \left(-\frac{T}{2}\left(E_{n_{2}}+E_{n_{1}}\right)\right)}{\cdot \exp \left(\left(\frac{T}{2}-\left(t_{2}-t_{1}\right)\right)\left(E_{n_{2}}-E_{n_{1}}\right)\right)} \text { }
$$

The correlation function only depends on the time difference $t_{2}-t_{1}$. Thus, it is manifestly invariant under time translations, i.e. it becomes a one-argument function $C\left(t_{2}, t_{1}\right)=$ $C\left(t_{2}-t_{1}, 0\right)$. As the asymptotic behaviour is independent of the boundary states, we find the same relation for periodic boundary conditions as for fixed boundary conditions:

$$
C\left(t_{2}, t_{1}\right) \rightarrow \sum_{n}\langle 0| O_{2}|n\rangle\langle n| O_{1}|0\rangle \exp \left(-\left(t_{2}-t_{1}\right)\left(E_{n}-E_{0}\right)\right)
$$

Assuming that the operators $O_{2}$ and $O_{1}$ fulfil the condition

$$
\begin{equation*}
\left\langle n_{1}\right| O_{2}\left|n_{2}\right\rangle\left\langle n_{2}\right| O_{1}\left|n_{1}\right\rangle=\left\langle n_{2}\right| O_{2}\left|n_{1}\right\rangle\left\langle n_{1}\right| O_{1}\left|n_{2}\right\rangle, \tag{10.10}
\end{equation*}
$$

which is for example the case for $O_{2}= \pm O_{1}$, the spectral decomposition of the correlation function can be further simplified to

$$
C\left(t_{2}, t_{1}\right)=\frac{\sum_{n_{1}, n_{2}}\left\langle n_{1}\right| O_{2}\left|n_{2}\right\rangle\left\langle n_{2}\right| O_{1}\left|n_{1}\right\rangle \exp \left(-\frac{T}{2}\left(E_{n_{2}}+E_{n_{1}}\right)\right)}{\cdot \cosh \left(\left(\left(t_{2}-t_{1}\right)-\frac{T}{2}\right)\left(E_{n_{2}}-E_{n_{1}}\right)\right)},
$$

i.e. the correlation function is symmetric under a reflection at $t=\frac{T}{2}$.

### 10.3. Mass determination by fitting the correlation function

For interpolation operators that create and annihilate states of zero momentum the energy differences $E_{n}-E_{0}$ can be interpreted as the masses of excitations of the vacuum.

### 10.3.1. Asymptotic behaviour for large time extents

Assuming $0 \ll t_{1} \ll t_{2} \ll T$ the asymptotic behaviour eq. (10.7) translates further into

$$
\begin{equation*}
C\left(t_{2}, t_{1}\right) \rightarrow c \exp \left(-m\left(t_{2}-t_{1}\right)\right) \tag{10.12}
\end{equation*}
$$

In this regime, only the lowest eigenstate compatible with the operators and boundary conditions is accessible, i.e. the relevant overlaps do not vanish. As we treat isospin
breaking effects perturbatively, the respective expansion also has to be applied to the asymptotic behaviour. We expand the parameters

$$
\begin{equation*}
c=c^{(0)}+\sum_{l} \Delta \varepsilon_{l} c_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right), \quad m=m^{(0)}+\sum_{l} \Delta \varepsilon_{l} m_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right) \tag{10.13}
\end{equation*}
$$

as well as the correlation function

$$
C\left(t_{2}, t_{1}\right)=C^{(0)}\left(t_{2}, t_{1}\right)+\sum_{l} \Delta \varepsilon_{l} C_{l}^{(1)}\left(t_{2}, t_{1}\right)+O\left(\Delta \varepsilon^{2}\right)
$$

For the zeroth-order contribution we find

$$
\begin{equation*}
C^{(0)}\left(t_{2}, t_{1}\right) \rightarrow c^{(0)} \exp \left(-m^{(0)}\left(t_{2}-t_{1}\right)\right) \tag{10.14}
\end{equation*}
$$

and for the first-order contribution

$$
\begin{equation*}
C_{l}^{(1)}\left(t_{2}, t_{1}\right) \rightarrow\left(c_{l}^{(1)}-c^{(0)} m_{l}^{(1)}\left(t_{2}-t_{1}\right)\right) \exp \left(-m^{(0)}\left(t_{2}-t_{1}\right)\right) \tag{10.15}
\end{equation*}
$$

### 10.3.2. Periodic temporal boundary conditions and symmetric correlation functions

For periodic temporal boundary conditions and a symmetric correlation function, we find in the asymptotic regime $0 \ll t_{1} \ll t_{2} \ll T$, starting from eq. 10.11), that

$$
\begin{equation*}
C\left(t_{2}, t_{1}\right) \rightarrow c \cosh \left(m\left(\left(t_{2}-t_{1}\right)-\frac{T}{2}\right)\right) \tag{10.16}
\end{equation*}
$$

Similarly, as in the previous section, we perform the perturbative expansion which, yields the zeroth-order contribution

$$
\begin{equation*}
C^{(0)}\left(t_{2}, t_{1}\right) \rightarrow c^{(0)} \cosh \left(m^{(0)}\left(\left(t_{2}-t_{1}\right)-\frac{T}{2}\right)\right) \tag{10.17}
\end{equation*}
$$

and the first-order contribution

$$
\begin{align*}
C_{l}^{(1)}\left(t_{2}, t_{1}\right) \rightarrow & c_{l}^{(1)} \cosh \left(m^{(0)}\left(\left(t_{2}-t_{1}\right)-\frac{T}{2}\right)\right)  \tag{10.18}\\
& +c^{(0)} m_{l}^{(1)}\left(\left(t_{2}-t_{1}\right)-\frac{T}{2}\right) \sinh \left(m^{(0)}\left(\left(t_{2}-t_{1}\right)-\frac{T}{2}\right)\right)
\end{align*}
$$

respectively.

### 10.4. Mass determination by fitting the effective mass

Another way to extract the lowest accessible mass, which we have implemented as a cross check, is to consider the so called effective mass of the correlation function 42, 98. It is defined as

$$
\begin{equation*}
m_{\mathrm{eff}}\left(t_{2}, t_{1}\right)=\frac{1}{a} \log \left(\frac{C\left(t_{2}, t_{1}\right)}{C\left(t_{2}+a, t_{1}\right)}\right) \tag{10.19}
\end{equation*}
$$

where $a$ denotes the minimal distance between two time slices. The prefactor $\frac{1}{a}$ has to be introduced for dimensional reasons. In the limit $a \rightarrow 0$, the effective mass becomes $m_{\text {eff }}\left(t_{2}, t_{1}\right) \rightarrow-\frac{\mathrm{d}}{\mathrm{d} t_{2}} \log \left(C\left(t_{2}, t_{1}\right)\right)$. In principle it is also possible to define effective masses for time differences that are integer multiples of $a$. This is of particular relevance for staggered fermions. Making use of eq. (10.12), it is straightforward to show, that the effective mass has in the regime $0 \ll t_{1} \ll t_{2} \ll T$ the asymptotic behaviour

$$
\begin{equation*}
m_{\mathrm{eff}}\left(t_{2}, t_{1}\right) \rightarrow \frac{1}{a} \log \left(\frac{c \exp \left(-m\left(t_{2}-t_{1}\right)\right)}{c \exp \left(-m\left(t_{2}+a-t_{1}\right)\right)}\right)=\frac{1}{a} \log \left(\frac{1}{\exp (-a m)}\right)=m \tag{10.20}
\end{equation*}
$$

In order to derive the perturbative expansion of the effective mass

$$
\begin{equation*}
m_{\mathrm{eff}}\left(t_{2}, t_{1}\right)=\left(m_{\mathrm{eff}}\left(t_{2}, t_{1}\right)\right)^{(0)}+\sum_{l} \Delta \varepsilon_{l}\left(m_{\mathrm{eff}}\left(t_{2}, t_{1}\right)\right)_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right) \tag{10.21}
\end{equation*}
$$

we utilise eq. 10.19 and eq. (6.85). The zeroth-order contribution is then given by 194

$$
\begin{equation*}
\left(m_{\mathrm{eff}}\left(t_{2}, t_{1}\right)\right)^{(0)}=\log \left(\frac{\left(C\left(t_{2}, t_{1}\right)\right)^{(0)}}{\left(C\left(t_{2}+a, t_{1}\right)\right)^{(0)}}\right) \rightarrow m^{(0)} \tag{10.22}
\end{equation*}
$$

and the first-order contribution [194]

$$
\begin{equation*}
\left(m_{\mathrm{eff}}\left(t_{2}, t_{1}\right)\right)_{l}^{(1)}=\frac{\left(C\left(t_{2}, t_{1}\right)\right)_{l}^{(1)}}{\left(C\left(t_{2}, t_{1}\right)\right)^{(0)}}-\frac{\left(C\left(t_{2}+a, t_{1}\right)\right)_{l}^{(1)}}{\left(C\left(t_{2}+a, t_{1}\right)\right)^{(0)}} \rightarrow m_{l}^{(1)} \tag{10.23}
\end{equation*}
$$

## 11. Meson masses

In chapter 9, we stated that we want to utilise pseudo-scalar meson masses as a hadronic renormalisation scheme to fix the bare parameters of QCD+QED. In this chapter, we describe how to construct interpolation operators and two-point functions that can be used to determine the mesonic spectrum. We give the diagrammatic expansion of mesonic two-point functions and describe how we evaluate the quark-connected contributions. We discuss our findings for pseudo-scalar meson masses on the basis on one ensemble in more detail.

### 11.1. Mesonic interpolation operators

In order to extract masses of mesonic states from the QCD+QED spectrum, we consider two-point correlation functions with mesonic interpolation operators. According to the discussion in section 10.1 , the simplest form of a zero-momentum projected operator interpolating a mesonic state is constructed with one quark and one antiquark operator:

$$
\begin{equation*}
\mathcal{M}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}_{\mathbf{a}} M[U, A]^{x \mathbf{a}}{ }_{\mathbf{b}} \Psi^{\mathbf{b}} \tag{11.1}
\end{equation*}
$$

### 11.1.1. Point-like mesonic interpolation operators

A particular simple subset of interpolation operators is formed by point-like interpolation operators. The interpolation operator defined at a site $x$ only depends on the fields at this particular site. It is further convenient to express the spin and flavour structure of the interpolation operator in terms of matrices $\Lambda$, which acts on the flavour indices of the field operators, and $\Gamma$, which acts on the spin indices. $\Lambda$ determines the flavour quantum numbers of the annihilated meson and $\Gamma$ its spin and parity. In its most general form, the point-like zero-momentum projected interpolation operator is given by 42 ]

$$
\begin{equation*}
\mathcal{M}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}^{x} \Gamma \Lambda \Psi^{x} \tag{11.2}
\end{equation*}
$$

where we have omitted spin and flavour indices. In order to create a state that is annihilated by the operator $\mathcal{M}^{x^{0}}$ we apply the charge conjugation transformation. Using

| $J$ | $P$ | $\Gamma$ | $\mathcal{O}$ |
| :--- | :--- | :--- | :--- |
| 0 | + | $\mathbb{1}, \gamma^{0}$ | $\mathcal{S}, \mathcal{V}^{0}$ |
| 0 | - | $\gamma^{5}, \gamma^{5} \gamma^{0}$ | $\mathcal{P}, \mathcal{A}^{0}$ |
| 1 | - | $\gamma^{1}, \gamma^{2}, \gamma^{3}, \sigma^{01}, \sigma^{02}, \sigma^{03}$ | $\mathcal{V}^{1}, \mathcal{V}^{2}, \mathcal{V}^{3}, \mathcal{T}^{01}, \mathcal{T}^{02}, \mathcal{T}^{03}$ |
| 1 | + | $\gamma^{5} \gamma^{1}, \gamma^{5} \gamma^{2}, \gamma^{5} \gamma^{3}$ | $\mathcal{A}^{1}, \mathcal{A}^{2}, \mathcal{A}^{3}$ |
| 2 | + | $\sigma^{12}, \sigma^{23}, \sigma^{31}$ | $\mathcal{T}^{12}, \mathcal{T}^{23}, \mathcal{T}^{31}$ |

Table 11.1.: Classification of the $\Gamma$ matrices and the corresponding operators $\mathcal{O}$ according to the transformation properties under Euclidean transformations.

| $(p, q)$ | $I$ | $I_{3}$ | $Y$ | $U$ | $D$ | $S$ | $Q$ | $\Lambda$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0,0)$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\Lambda^{0}=\frac{1}{\sqrt{6}} \mathbb{1}$ |
| $(1,1)$ | 1 | 1 | 0 | 1 | 1 | 0 | 1 | $\Lambda^{\overline{\mathrm{u}}}=\frac{1}{2}\left(\lambda^{1}+\mathrm{i} \lambda^{2}\right)$ |
| $(1,1)$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | $\Lambda^{3}=\frac{1}{2} \lambda^{3}$ |
| $(1,1)$ | 1 | -1 | 0 | -1 | -1 | 0 | -1 | $\Lambda^{\overline{\mathrm{du}}}=\frac{1}{2}\left(\lambda^{1}-\mathrm{i} \lambda^{2}\right)$ |
| $(1,1)$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\Lambda^{8}=\frac{1}{2} \lambda^{8}$ |
| $(1,1)$ | $\frac{1}{2}$ | $\frac{1}{2}$ | 1 | 1 | 0 | 1 | 1 | $\Lambda^{\overline{\mathrm{us}}}=\frac{1}{2}\left(\lambda^{4}+\mathrm{i} \lambda^{5}\right)$ |
| $(1,1)$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | 1 | 0 | -1 | -1 | -1 | $\Lambda^{\overline{\mathrm{su}}}=\frac{1}{2}\left(\lambda^{4}-\mathrm{i} \lambda^{5}\right)$ |
| $(1,1)$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | -1 | 0 | 1 | 1 | 0 | $\Lambda^{\overline{\mathrm{ds}}}=\frac{1}{2}\left(\lambda^{6}+\mathrm{i} \lambda^{7}\right)$ |
| $(1,1)$ | $\frac{1}{2}$ | $\frac{1}{2}$ | -1 | -1 | 0 | -1 | 0 | $\Lambda^{\text {sd }}=\frac{1}{2}\left(\lambda^{6}-\mathrm{i} \lambda^{7}\right)$ |

Table 11.2.: Classification of $\Lambda$ matrices according to the approximate $S U(3)$ flavour symmetry in the representation $(p, q)$ with eigenvalues of the operators $I$, $I_{3}, Y$ with $Q=\frac{2}{3} U+\frac{1}{3} D+\frac{1}{3} S, I_{3}=\frac{1}{2}(U+D), Y=\frac{1}{3}(U+D-2 S)$. In QCD+QED only $U, D, S$ and $Q$ are good quantum numbers.
eq. 6.32 we find that $\mathcal{M}^{x^{0}}$ transforms via

$$
\begin{align*}
\mathfrak{C}\left[\mathcal{M}^{x^{0}}\right] & =-\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}}\left(\Psi^{x}\right)^{T} C \Gamma C^{-1} \Lambda\left(\bar{\Psi}^{x}\right)^{T} \\
& =\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}^{x}\left(C \Gamma C^{-1}\right)^{T} \Lambda^{T} \Psi^{x} \tag{11.3}
\end{align*}
$$

where we have utilised the anti-commutation property of fermion fields. Accordingly, the creation operator is obtained from the annihilation operator by replacing $\Lambda$ with $\Lambda^{T}$ and $\Gamma$ with $\left(C \Gamma C^{-1}\right)^{T}$ with $C=\mathrm{i} \gamma^{0} \gamma^{2}$.

### 11.1.2. Classification of interpolation operators

In order to find suitable interpolation operators for physical states, we classify the interpolation operators according to their behaviour under spacetime and charge conjugation
transformations and with respect to their quark content. We distinguish scalar $\mathcal{S}$, pseudoscalar $\mathcal{P}$, vector $\mathcal{V}$, axial-vector $\mathcal{A}$ and tensor operators $\mathcal{T}$ :

$$
\begin{align*}
\mathcal{S}^{x} & =\bar{\Psi}^{x} \Lambda \Psi^{x}  \tag{11.4}\\
\mathcal{P}^{x} & =\bar{\Psi}^{x} \gamma^{5} \Lambda \Psi^{x}  \tag{11.5}\\
\mathcal{V}^{x \mu} & =\bar{\Psi}^{x} \gamma^{\mu} \Lambda \Psi^{x}  \tag{11.6}\\
\mathcal{A}^{x \mu} & =\bar{\Psi}^{x} \gamma^{5} \gamma^{\mu} \Lambda \Psi^{x}  \tag{11.7}\\
\mathcal{T}^{x \mu_{2} \mu_{1}} & =\bar{\Psi}^{x} \sigma^{\mu_{2} \mu_{1}} \Lambda \Psi^{x} . \tag{11.8}
\end{align*}
$$

Making use of eqs. 6.35 and (6.36 we can determine the transformational behaviour of $\mathcal{M}^{x^{0}}$ under the spatial parity transformation:

$$
\begin{equation*}
\mathfrak{P}\left[\mathcal{M}^{x^{0}}\right]=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}^{x} \gamma^{0} \Gamma \gamma^{0} \Lambda \Psi^{x} \tag{11.9}
\end{equation*}
$$

For the operators defined in eqs. (11.4) to 11.8 this means

$$
\begin{align*}
\mathfrak{P}\left[\mathcal{S}^{x}\right] & =\mathcal{S}^{\mathfrak{P}(x)},  \tag{11.10}\\
\mathfrak{P}\left[\mathcal{P}^{x}\right] & =-\mathcal{P}^{\mathfrak{P}(x)},  \tag{11.11}\\
\mathfrak{P}\left[\mathcal{V}^{x \mu}\right] & =(-1)^{\mu 0} \mathcal{V}^{\mathfrak{P}(x) \mu},  \tag{11.12}\\
\mathfrak{P}\left[\mathcal{A}^{x \mu}\right] & =-(-1)^{\mu 0} \mathcal{A}^{\mathfrak{P}(x) \mu},  \tag{11.13}\\
\mathfrak{P}\left[\mathcal{T}^{x \mu_{2} \mu_{1}}\right] & =(-1)^{\mu_{2} 0}(-1)^{\mu_{1} 0} T^{\mathfrak{P}(x)}, \tag{11.14}
\end{align*}
$$

where the symbol $(-1)^{\mu_{2} \mu_{1}}$ is defined as

$$
(-1)^{\mu_{2} \mu_{1}}= \begin{cases}1 & \text { for } \mu_{2}=\mu_{1} \\ -1 & \text { for } \mu_{2} \neq \mu_{1}\end{cases}
$$

In addition, we classify the operators according to their behaviour under $S U(3)_{V}$ transformations. The transformation characteristics are determined by the flavour matrices $\Lambda^{i}$. We distinguish the nine matrices $\Lambda^{i}$ for $i=0,3,8, \overline{\mathrm{u}} \mathrm{d}, \overline{\mathrm{d}} \mathrm{u}, \overline{\mathrm{d} s}, \overline{\mathrm{~s}} \mathrm{~d}, \overline{\mathrm{u}} \mathrm{s}, \overline{\mathrm{s}} \mathrm{u}$, which are classified according to the flavour quantum numbers $U, D$ and $S$. In table 11.2 the relevant properties are described.

### 11.2. Mesonic two-point functions

In the following, we consider correlation functions of the form

$$
\begin{equation*}
C_{\mathcal{M}_{2} \mathcal{M}_{1}}\left(x_{2}^{0}, x_{1}^{0}\right)=\left\langle\mathcal{M}_{2}^{x_{2}^{0}} \mathcal{M}_{1}^{x_{1}^{0}}\right\rangle \tag{11.15}
\end{equation*}
$$

with point-like zero-momentum projected interpolation operators defined in eq. 11.2 , which have support on the time slices $x_{2}^{0}$ and $x_{1}^{0}$ respectively.

| $\Gamma_{2}, \Gamma_{1}$ | $\mathbb{1}$ | $\gamma^{0}$ | $\gamma^{5} \gamma^{1}$ | $\gamma^{5} \gamma^{2}$ | $\gamma^{5} \gamma^{3}$ | $\sigma^{12}$ | $\sigma^{23}$ | $\sigma^{31}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbb{1}$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\gamma^{0}$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\gamma^{5} \gamma^{1}$ |  |  | $\bullet$ |  |  |  |  |  |
| $\gamma^{5} \gamma^{2}$ |  |  |  | $\bullet$ |  |  |  |  |
| $\gamma^{5} \gamma^{3}$ |  |  |  |  | $\bullet$ |  |  |  |
| $\sigma^{12}$ |  |  |  |  |  | $\bullet$ |  |  |
| $\sigma^{23}$ |  |  |  |  |  |  | $\bullet$ |  |
| $\sigma^{31}$ |  |  |  |  |  |  |  | $\bullet$ |

Table 11.3.: Spin matrix combinations $\left(\Gamma_{2}, \Gamma_{1}\right)$ with potentially non-vanishing mesonic two-point functions $C_{\mathcal{M}_{2} \mathcal{M}_{1}}\left(x_{2}^{0}, x_{1}^{0}\right)=\left\langle\mathcal{M}_{2}^{x_{2}^{0}} \mathcal{M}_{1}^{x_{1}^{0}}\right\rangle$ with parity-even operators $\mathcal{M}_{i}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}^{x} \Lambda_{i} \Gamma_{i} \Psi^{x}$ for $i=1,2$ are marked with a dot $\bullet$.

| $\Gamma_{2}, \Gamma_{1}$ | $\gamma^{5}$ | $\gamma^{5} \gamma^{0}$ | $\gamma^{1}$ | $\gamma^{2}$ | $\gamma^{3}$ | $\sigma^{01}$ | $\sigma^{02}$ | $\sigma^{03}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\gamma^{5}$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\gamma^{5} \gamma^{0}$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\gamma^{1}$ |  |  | $\bullet$ |  |  | $\bullet$ |  |  |
| $\gamma^{2}$ |  |  |  | $\bullet$ |  |  | $\bullet$ |  |
| $\gamma^{3}$ |  |  |  |  | $\bullet$ |  |  | $\bullet$ |
| $\sigma^{01}$ |  |  | $\bullet$ |  |  | $\bullet$ |  |  |
| $\sigma^{02}$ |  |  |  | $\bullet$ |  |  | $\bullet$ |  |
| $\sigma^{03}$ |  |  |  |  | $\bullet$ |  |  | $\bullet$ |

Table 11.4.: Spin matrix combinations $\left(\Gamma_{2}, \Gamma_{1}\right)$ with potentially non-vanishing mesonic two-point functions $C_{\mathcal{M}_{2} \mathcal{M}_{1}}\left(x_{2}^{0}, x_{1}^{0}\right)=\left\langle\mathcal{M}_{2}^{x_{2}^{0}} \mathcal{M}_{1}^{x_{1}^{0}}\right\rangle$ with parity-odd operators $\mathcal{M}_{i}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}^{x} \Lambda_{i} \Gamma_{i} \Psi^{x}$ for $i=1,2$ are marked with a dot $\bullet$.

| $\Lambda_{2}, \Lambda_{1}$ | $\Lambda^{0}$ | $\Lambda^{3}$ | $\Lambda^{8}$ | $\Lambda^{\overline{\mathrm{u}}}$ | $\Lambda^{\overline{\mathrm{d} u}}$ | $\Lambda^{\overline{\mathrm{d} s}}$ | $\Lambda^{\overline{\mathrm{s} \mathrm{d}}}$ | $\Lambda^{\overline{\mathrm{u} s}}$ | $\Lambda^{\overline{\mathrm{su}}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\Lambda^{0}$ | $\bullet$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\Lambda^{3}$ | $\bullet$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\Lambda^{8}$ | $\bullet$ | $\bullet$ | $\bullet$ |  |  |  |  |  |  |
| $\Lambda^{\overline{\mathrm{ud}}}$ |  |  |  |  | $\bullet$ |  |  |  |  |
| $\Lambda^{\overline{\mathrm{d} u}}$ |  |  |  | $\bullet$ |  |  |  |  |  |
| $\Lambda^{\overline{\mathrm{d} s}}$ |  |  |  |  |  |  | $\bullet$ |  |  |
| $\Lambda^{\overline{\mathrm{sd}}}$ |  |  |  |  |  | $\bullet$ |  |  |  |
| $\Lambda^{\overline{\mathrm{us}}}$ |  |  |  |  |  |  |  |  | $\bullet$ |
| $\Lambda^{\overline{\mathrm{su}}}$ |  |  |  |  |  |  |  | $\bullet$ |  |

Table 11.5.: Flavour matrix combinations $\left(\Lambda_{2}, \Lambda_{1}\right)$ with potentially non-vanishing mesonic two-point functions $C_{\mathcal{M}_{2} \mathcal{M}_{1}}\left(x_{2}^{0}, x_{1}^{0}\right)=\left\langle\mathcal{M}_{2}^{x_{2}^{0}} \mathcal{M}_{1}^{x_{1}^{0}}\right\rangle$ with operators $\mathcal{M}_{i}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \bar{\Psi}^{x} \Lambda_{i} \Gamma_{i} \Psi^{x}$ for $i=1,2$ are marked with a dot $\bullet$.

### 11.2.1. Operator combinations

In order to utilise computing time efficiently, we determine which combinations of $\Gamma$ and $\Lambda$ matrices lead to non-vanishing expectation values applying symmetry arguments based on section 2.3.2. Considering the global QCD+QED symmetry transformations

$$
\begin{equation*}
\mathfrak{T}_{U(1)_{\mathrm{V}, f}}(\pi)\left[\left(A_{\mathrm{s}}, A_{\mathrm{e}}, \Psi, \bar{\Psi}\right)\right]=\left(A_{\mathrm{s}}, A_{\mathrm{e}}, \exp \left(\mathrm{i} \pi T_{U(1)_{\mathrm{V}, f}}\right) \Psi, \bar{\Psi} \exp \left(-\mathrm{i} \pi T_{U(1)_{\mathrm{V}, f}}\right)\right) \tag{11.16}
\end{equation*}
$$

for $f=\mathrm{u}, \mathrm{d}, \mathrm{s}$ with the generators defined in eq. (3.63), which generate -1 factors for flavour charged operators, one can argue that all combinations but 15 have vanishing expectation values. The combinations are listed in table 11.5 . In contrast to $\mathrm{QCD}_{\text {iso }}$, all combinations of flavour-neutral operators based on $\Lambda^{0}, \Lambda^{3}$ and $\Lambda^{8}$ potentially lead to non-vanishing expectation values. In the isosymmetric limit, an overlap between $\Lambda^{3}$ and $\Lambda^{0}$ or $\Lambda^{8}$ is excluded due to the conservation of isospin. Similarly, we construct Euclidean spacetime lattice transformations that generate factors of -1 based on the parity transformation $\mathfrak{P}=\mathfrak{P}^{0}$ and reflections $\mathfrak{R}^{\mu}$ along the spatial $\mu$-axis

$$
\begin{equation*}
\mathfrak{R}^{\mu}=\prod_{\substack{\nu=0 \\ \nu \neq \mu}}^{3} \mathfrak{P}^{\nu} \tag{11.17}
\end{equation*}
$$

$\mathfrak{P}^{\nu}$ denote the Euclidean reflections defined in eq. 6.35. We find 10 potentially nonvanishing combinations of parity-even operators, listed in table 11.3, and 16 potentially non-vanishing combinations of parity-odd operators, given in table 11.4. The combination of a parity-even and a parity-odd operator vanishes in QCD+QED as parity is a symmetry, i.e. only 26 out of the 256 combinations have to be considered in the computation.

## 11. Meson masses

### 11.2.2. Diagrammatic expansion

The generic expansion of the correlation function up to first order reads

$$
C=C^{(0)}+\sum_{l} \Delta \varepsilon_{l} C_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right)
$$

In order to determine the perturbative expansion of the correlation function, we expand the interpolation operators according to

$$
\mathcal{O}=\mathcal{O}^{(0)}+e \mathcal{O}_{e^{2}}^{\left(\frac{1}{2}\right)}+\frac{1}{2} e^{2} \mathcal{O}_{e^{2}}^{(1)}+O\left(e^{3}\right)
$$

As the point-like operators do not depend on $e A$, we have $\mathcal{M}_{1}=\left(\mathcal{M}_{1}\right)^{(0)}$ and $\mathcal{M}_{2}=$ $\left(\mathcal{M}_{2}\right)^{(0)}$. We represent the vertex $M^{(0) x^{0}}$ associated with the operator $\left(\mathcal{M}^{x^{0}}\right)^{(0)}$ by the diagram

The zeroth-order contribution is calculated via eq. 6.87) and reads in terms of Feynman diagrams

$$
\begin{equation*}
\left(C_{\mathcal{M}_{2} \mathcal{M}_{1}}\right)^{(0)}=\left\langle M_{2}^{(0)} M_{1}^{(0)}+M_{2}^{(0)} M_{\mathrm{eff}}^{(0)}\right\rangle_{\mathrm{ef}}^{(0)} \tag{11.19}
\end{equation*}
$$

The first-order contribution is calculated according to eq. 6.88). In terms of Feynman diagrams, the first-order contribution due to a shift in the quark mass $\Delta m_{f}$ reads

$$
\left(C_{\mathcal{M}_{2} \mathcal{M}_{1}}\right)_{\Delta m_{f}}^{(1)}=
$$

A detuning in the strong inverse coupling $\Delta \beta$ results in a first-order contribution

$$
\left(C_{\mathcal{M}_{2} \mathcal{M}_{1}}\right)_{\Delta \beta}^{(1)}=\left\langle\text { ( } M_{2}^{(0)} M_{1}^{(0)}\right.
$$

The first-order contribution due to a non-vanishing electromagnetic coupling $e^{2}$ reads

$$
\begin{equation*}
\left(C_{\mathcal{M}_{2} \mathcal{M}_{1}}\right)_{e^{2}}^{(1)}= \tag{11.22}
\end{equation*}
$$



In this thesis, we only consider quark-connected contributions in our calculation. We translate the corresponding Feynman diagrams into contracted tensor-structures of interpolation operators, quark and photon propagators and vertices. This is relevant to ensure the correct application of minus signs and symmetry factors. For the zeroth-order diagram we have


Diagrams with first-order contributions due to the quark mass detuning read

$$
\begin{equation*}
M_{1}^{(0)}=-\left(S^{\mathbf{b}_{\mathbf{1}}}{ }_{\mathbf{a}_{3}} M_{2}^{(0) \mathbf{a}_{\mathbf{3}}} \mathbf{b}_{\mathbf{3}} S^{\mathbf{b}_{\mathbf{3}}}{ }_{\mathbf{a}_{\mathbf{2}}} V_{\overline{\mathrm{q} q} f} \mathbf{a}_{\mathbf{2}}^{\mathbf{b}_{\mathbf{2}}} S^{\mathbf{b}_{\mathbf{2}}} \mathbf{a}_{\mathbf{1}} M_{1}^{(0) \mathbf{a}_{\mathbf{1}}} \mathbf{b}_{\mathbf{1}}\right) \text {, } \tag{11.24}
\end{equation*}
$$

Diagrams with first-order contributions due to the electromagnetic interaction read

$$
\begin{align*}
& M_{2}^{(0)}<M_{1}^{(0)}=-\Sigma^{\mathbf{c}_{2} \mathbf{c}_{1}}\left(S^{\mathbf{b}_{1}}{ }_{\mathbf{a}_{4}} V_{\overline{\mathrm{q} q}}{ }^{\mathbf{a}_{4}}{ }_{\mathbf{b}_{4} \mathbf{c}_{2}} S^{\mathbf{b}_{4}}{ }_{\mathbf{a}_{3}} M_{2}^{(0) \mathbf{a}_{\mathbf{a}}}{ }_{\mathbf{b}_{3}}\right. \tag{11.26}
\end{align*}
$$

$$
\begin{align*}
& M_{2}^{(0)}<M_{1}^{(0)}=-\frac{1}{2} \Sigma^{\mathbf{c}_{2} \mathbf{c}_{1}}\left(S^{\mathbf{b}_{1}}{ }_{\mathbf{a}_{3}} M_{2}^{(0) \mathbf{a}_{\mathbf{3}}} \mathbf{b}_{\mathbf{3}}\right.  \tag{11.27}\\
& \left.\cdot S^{\mathbf{b}_{3}}{ }_{\mathbf{a}_{2}} V_{\overline{\mathrm{q} q} \gamma \gamma}{ }^{\mathbf{a}_{\mathbf{2}}}{ }_{\mathbf{b}_{2} \mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}} S^{\mathbf{b}_{\mathbf{2}}}{ }_{\mathbf{a}_{1}} M_{1}^{(0) \mathbf{a}_{1}}{ }_{\mathbf{b}_{1}}\right), \\
& M_{2}^{(0)} \overbrace{0}^{(0)}=-\Sigma^{\mathbf{c}_{2} \mathbf{c}_{1}}\left(S^{\mathbf{b}_{1}}{ }_{\mathbf{a}_{4}} M_{2}^{(0)}{ }_{\mathbf{a}_{4}}{ }_{\mathbf{b}_{4}} S^{\mathbf{b}_{4}}{ }_{\mathbf{a}_{3}} V_{\overline{\mathrm{q} q}}{ }^{\mathbf{a}_{\mathbf{3}}}{ }_{\mathbf{b}_{3} \mathbf{c}_{2}}\right.  \tag{11.28}\\
& \cdot S^{\mathbf{b}_{\mathbf{3}}}{ }_{\mathbf{a}_{2}} V_{\overline{\mathrm{qq}}}{ }^{\mathbf{a}_{2}}{ }_{\mathbf{b}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}} S^{\left.\mathbf{b}_{\mathbf{2}}{ }_{\mathbf{a}_{1}} M_{1}^{(0)}{ }^{\left(\mathbf{a}_{1}\right.}{ }_{\mathbf{b}_{1}}\right),}
\end{align*}
$$

$$
\begin{align*}
& \left.\cdot S^{\mathbf{b}_{\mathbf{2}}} \mathbf{a}_{1} M_{1}^{(0)} \mathbf{a}_{\mathbf{a}_{1}} \mathbf{b}_{\mathbf{1}}\right), \tag{11.29}
\end{align*}
$$

$$
\begin{align*}
& \cdot S^{\left.\mathbf{b}_{3}{ }_{\mathbf{a}_{2}} M_{2}^{(0)}{ }_{\mathbf{\mathbf { a } _ { 2 }}}^{\mathbf{b}_{2}} S^{\mathbf{b}_{2}} \mathbf{a}_{1} M_{1}^{(0)} \mathbf{a}_{\mathbf{1}} \mathbf{b}_{1}\right) .} \tag{11.30}
\end{align*}
$$

The only contribution from the reweighting factor that we consider is

$$
\begin{equation*}
\Delta \beta=V_{\mathrm{g}} . \tag{11.31}
\end{equation*}
$$

### 11.3. Computation of quark-connected Feynman diagrams

We introduce two methods to evaluate quark-connected Feynman diagrams with different types of quark sources, continuing the discussion of section 7.1. A first implementation of quark-connected Feynman diagrams was based on point sources. We later changed to stochastic sources, which allow for a more efficient evaluation of quark-connected contributions to mesonic two-point functions on large lattices compared to point sources. We discuss both setups for the zeroth-order quark-connected Feynman diagram defined eq. 11.23 in more detail and later generalise to the remaining quark-connected Feynman diagrams. The implementation of the simulation code is based on data structures provided by the QDP++ library [206].

### 11.3.1. Point sources

A flavour-colour-spin linked point source $\eta_{x_{0}}$, located at the lattice site $x_{0}$, is a matrix in flavour, colour and spin space and a vector in spacetime. The location $x_{0}$ is written as an
additional index, but the value of $x_{0}$ is fixed and characterises the source. The source is given by [42]

$$
\begin{equation*}
\eta_{x_{0},(f c s)_{1}}^{(x f c s)_{2}}=\delta_{x_{0}}^{x_{2}} \delta_{f_{1}}^{f_{2}} \delta_{c_{1}}^{c_{2}} \delta_{s_{1}}^{s_{2}} . \tag{11.32}
\end{equation*}
$$

We define the corresponding propagated source $\Psi[\eta]_{x_{0}}$, which depends on the point source $\eta_{x_{0}}$, by solving the Dirac equation

$$
\begin{equation*}
D_{\mathbf{b}}^{\mathbf{a}} \Psi[\eta]_{x_{0} f c s}^{\mathbf{b}}=\eta_{x_{0}, f c s}^{\mathbf{a}} . \tag{11.33}
\end{equation*}
$$

$\Psi[\eta]_{x_{0}}$ again is a matrix in flavour, colour and spin space and a vector in spacetime. Point sources can be used, whenever a correlation function can be expressed in terms of a set of point-to-all propagators $S^{x} x_{0}=\Psi[\eta]_{x_{0}}^{x}$, which start at a small number of fixed source locations $x^{0}$. The diagram in eq. (11.23) with two point-like zero-momentum projected mesonic operators $\mathcal{M}_{2}$ and $\mathcal{M}_{1}$, which habe support on the time slices $x_{2}^{0}$ and $x_{1}^{0}$, can be evaluated by means of $\Psi[\eta]_{x_{0}}$ :

$$
\begin{align*}
& \left\langle M_{2}^{(0)}\right. \\
& =\left\langle-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2}, \vec{x}_{1}} \operatorname{tr}\left(S^{x_{1}}{ }_{x_{2}} \Lambda_{2} \Gamma_{2} S^{x_{2}}{ }_{x_{1}} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\mathrm{eff}}^{(0)} \\
& =\left\langle-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2}, \vec{x}_{1}} \operatorname{tr}\left(S^{\left(x_{1}^{0}, \vec{x}_{0}\right)}{ }_{\left(x_{2}^{0}, \vec{x}_{2}-\vec{x}_{1}+\vec{x}_{0}\right)}^{\left.\left(\Lambda_{2} \Gamma_{2} S^{\left(x_{2}^{0}, \vec{x}_{2}-\vec{x}_{1}+\vec{x}_{0}\right)}{ }_{\left(x_{1}^{0}, \vec{x}_{0}\right)} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\mathrm{eff}}^{(0)}}\right.\right. \\
& =\left\langle-\sum_{\vec{x}} \operatorname{tr}\left(S^{\left(x_{1}^{0}, \vec{x}_{0}\right)}{ }_{\left(x_{2}^{0}, \vec{x}\right)} \Lambda_{2} \Gamma_{2} S^{\left(x_{2}^{0}, \vec{x}\right)}{ }_{\left(x_{1}^{0}, \vec{x}_{0}\right)} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\mathrm{eff}}^{(0)} \\
& =\left\langle-\sum_{\vec{x}} \operatorname{tr}\left(\gamma^{5}\left(S^{\left(x_{2}^{0}, \vec{x}\right)}\left(x_{1}^{0}, \vec{x}_{0}\right)\right)^{\dagger} \gamma^{5} \Lambda_{2} \Gamma_{2} S^{\left(x_{2}^{0}, \vec{x}\right)}{ }_{\left(x_{1}^{0}, \vec{x}_{0}\right)} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\mathrm{eff}}^{(0)} \\
& =\left\langle-\sum_{\vec{x}} \operatorname{tr}\left(\gamma^{5}\left(\Psi[\eta]_{x_{0}}^{\left(x_{2}^{0}, \vec{x}\right)}\right)^{\dagger} \gamma^{5} \Lambda_{2} \Gamma_{2} \Psi[\eta]_{x_{0}}^{\left(x_{2}^{0}, \vec{x}\right)} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\mathrm{eff}}^{(0)} \tag{11.34}
\end{align*}
$$

We omitted flavour, colour and spin indices. In the calculation, we made use of translational invariance in the spatial directions, which only holds after the gauge expectation value is taken, and of the $\gamma^{5}$-hermiticity of the quark propagator. We are able to evaluate all combinations of $\Gamma$ and $\Sigma$ matrices at the same time for a single propagated point source $\Psi[\eta]_{x_{0}}$. Per point source, the single-flavour Dirac equation has to be solved $N_{\mathrm{f}} \cdot N_{\mathrm{c}} \cdot N_{\mathrm{s}}$ times. In fact, it is also possible to project the two-point function to a set of momenta with the same quark source [42]. As we are only interested in zero-momentum two-point functions, we do not draw any advantage from this feature. For a better decorrelation it is common to use different quark source positions $x_{0}$ at different gauge configurations. In addition, one uses several quark source positions on the same gauge configuration and averages over those to better exploit the gauge configuration and reduce the overall statistical uncertainty.

### 11.3.2. Stochastic sources

As already anticipated, only early versions of the simulation program were based on the point source setup. We later changed to stochastic sources [230-233], which we will discuss in this section. For an efficient evaluation of quark-connected two-point functions with various interpolation operators, which differ in their spin and flavour structure, we make use of the generalised one-end trick, also known as linked source method [234-236]. In this setup flavour-spin-linked stochastic quark sources, which have support on a single time slice, are combined with the $\gamma^{5}$-hermiticity of the quark propagator. The usage of this type of stochastic sources allows to evaluate mesonic two-point functions for all combinations of $\Lambda$ - and $\Gamma$-matrices at the same time, minimising the number of required inversions of the Dirac operator. In addition, our sources are also colour-linked, which is, however, not required, as all considered interpolation operators possess the same colour structure. A flavour-colour-spin-linked stochastic quark source with support on the time slice $x^{0}$ is defined as

$$
\begin{equation*}
\eta_{x^{0},(f c s)_{1}}^{(x f c s)_{2}}=\delta_{x^{0}}^{x_{2}^{0}} \xi^{\vec{x}_{2}} \delta_{f_{1}}^{f_{2}} \delta_{c_{1}}^{c_{2}} \delta_{s_{1}}^{s_{2}} \tag{11.35}
\end{equation*}
$$

where $\xi$ is a three-dimensional stochastic field satisfying

$$
\begin{equation*}
\left\langle\xi^{\vec{x}_{2}}\left(\xi^{\dagger}\right)_{\vec{x}_{1}}\right\rangle_{\xi}=\delta_{\vec{x}_{1}}^{\vec{x}_{2}} . \tag{11.36}
\end{equation*}
$$

Computing the expectation value of the stochastic source $\eta$ and its adjoint $\eta^{\dagger}$ we find

$$
\begin{equation*}
\left\langle\eta_{x^{0},(f c s)_{3}}^{(x f c s)_{4}}\left(\eta^{\dagger}\right)_{(x f c s)_{2}}^{x^{0},(f c s)_{1}}\right\rangle_{\eta}=\delta_{x^{0}}^{x_{4}^{0}} \delta_{x_{1}^{0}}^{x_{0}^{0}}\left\langle\xi^{\vec{x}_{2}}\left(\xi^{\dagger}\right)_{\vec{x}_{1}}\right\rangle_{\xi} \delta_{f_{1}}^{f_{4}} \delta_{c_{1}}^{c_{4}} \delta_{s_{1}}^{s_{4}}=\delta_{x^{0}}^{x_{4}^{0}} \delta_{x_{1}^{0}}^{x^{0}} \delta_{\vec{x}_{1}}^{\vec{x}_{4}} \delta_{f_{1}}^{f_{4}} \delta_{c_{1}}^{c_{4}} \delta_{s_{1}}^{s_{4}} . \tag{11.37}
\end{equation*}
$$

Only the identity with respect to the spatial indices $\vec{x}_{4}$ and $\vec{x}_{1}$ is only fulfilled in the stochastic limit. With respect to all other indices, the identity is explicit. Various choices for the stochastic field $\xi$ can be made. It was common to make use of Gaussian random fields. In [231] it is argued, that the stochastic variance introduced by the stochastic sources can be minimised, when $\mathbb{Z}_{n}$ noises are used. The presented argument also holds for $U(1)$ noise, which we use in our setup, i.e. we draw random numbers from the complex unit circle

$$
\begin{equation*}
\xi^{x_{2}} \in U(1) \forall \vec{x}_{2} \in \Lambda_{123} . \tag{11.38}
\end{equation*}
$$

The propagated source $\Psi[\eta]_{x^{0}}^{x_{2}}=S^{x_{2}} x_{1} \eta_{x^{0}}^{x_{1}}$ is computed via eq. 11.33 . We again illustrate the method with the diagram in eq. 11.23 , assuming that the operators have support on
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the time slices $x_{2}^{0}$ and $x_{1}^{0}$ :

$$
\begin{align*}
& =-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2}, \vec{x}_{1}} \operatorname{tr}\left(S^{x_{1}}{ }_{x_{2}} \Lambda_{2} \Gamma_{2} S^{x_{2}}{ }_{x_{1}} \Lambda_{1} \Gamma_{1}\right) \\
& =\left\langle-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2}, \vec{x}_{1}} \sum_{x_{4}, x_{3}} \operatorname{tr}\left(\gamma^{5}\left(S^{x_{2}}{ }_{x_{4}}\right)^{\dagger} \gamma^{5} \Lambda_{2} \Gamma_{2} S^{x_{2}}{ }_{x_{3}} \eta_{x_{1}^{0}}^{x_{3}}\left(\eta^{\dagger}\right)_{x_{4}}^{x_{1}^{0}} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\eta} \\
& =\left\langle-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2}} \sum_{x_{4}, x_{3}} \operatorname{tr}\left(\gamma^{5}\left(S^{x_{2}}{ }_{x_{4}} \eta_{x_{1}^{0}}^{x_{4}}\right)^{\dagger} \gamma^{5} \Lambda_{2} \Gamma_{2} S^{x_{2}}{ }_{x_{3}} \eta_{x_{1}^{0}}^{x_{3}} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\eta} \\
& =\left\langle-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2}} \operatorname{tr}\left(\gamma^{5}\left(\Psi[\eta]_{x_{1}^{0}}^{x_{2}}{ }^{\dagger} \gamma^{5} \Lambda_{2} \Gamma_{2} \Psi[\eta]_{x_{1}^{0}}^{x_{2}} \Lambda_{1} \Gamma_{1}\right)\right\rangle_{\eta} .\right.
\end{align*}
$$

We have commuted the adjoint source $\eta^{\dagger}$ through the product of matrices $\Lambda_{1} \Sigma_{1} \gamma^{5}$, which is possible because $\eta^{\dagger}$ is proportional to the identity matrix in flavour and spin space. The correlation function is entirely expressed in terms of the propagator $\Psi[\eta]_{x_{1}^{0}}^{x_{2}}$, which is the key property of the generalised one-end trick. The application of stochastic sources has several advantages over the usage of point sources. The stochastic source has support on a complete time slice and not only on a single lattice site. As a consequence, the propagated source becomes a superposition of several columns of the full quark propagator matrix, such that the final estimate is less dependent on local fluctuations in the gauge field [236]. In comparison, a propagated point source is just a single column of the full quark propagator matrix. In order to achieve a volume average a larger number of sources have to be distributed within a time slice, which results in larger computational costs due to the larger number of solves of the Dirac equation. In addition, it can be shown, that the usage of stochastic sources for the evaluation of a pion two-point function leads to a reduced statistical error in the large volume limit [104. A drawback of stochastic sources is, however, that the computed two-point function cannot be projected on several momenta for one stochastic source without additional solves of the Dirac equation. For each momentum a separate calculation is required [236], as the desired momentum has to be considered in the Fourier transform at both operators. In addition, stochastic sources turn out to be an inferior choice for baryonic two-point functions [237].

### 11.3.3. Computation of quark-connected Feynman diagrams with stochastic sources

In this section, we generalise the setup based on stochastic volume $U(1)$-quark $\eta$ sources to the remaining quark-connected Feynman diagrams. The photon propagator is evaluated stochastically, as discussed in section 7.2 , using stochastic real $\mathbb{Z}_{2}$-photon sources $J$. In table 11.6, we give more details on the number of evaluated gauge configurations, the number of quark and photon sources, as well as the timeslices, where the quark sources
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| ensemble | $N_{\text {cnfg }}$ | $N_{\text {qsrc }}$ | $N_{\text {psrc }}$ | $x_{\text {qsrc }}^{0}$ |
| :--- | :--- | :--- | :--- | :--- |
| N200 | 1712 | 16 | 2 | $37,39,41,43,45,47,49,51$, |
|  |  |  |  | $76,78,80,82,84,86,88,90$ |
| D450 | 500 | 16 | 1 | random |
| H102 | 2004 | 32 | 2 | $28,29,30,31,32,33,34,35$, |
|  |  |  |  | $60,61,62,63,64,65,66,67$ |

Table 11.6.: Number of gauge configurations $N_{\text {cnfg }}$, quark sources per configuration $N_{\text {qsrc }}$, photon sources per quark source $N_{\text {psrc }}$ and timeslices $x_{\mathrm{qsrc}}^{0}$ the quark sources have support on. Ensemble D450 possesses temporal periodic boundary conditions. The quark sources can therefore be spread randomly.
are located. Making use of this computational setup, we may express the quark-connected Feynman diagrams in eqs. 11.23 to 11.30 in terms of the propagator $\Psi^{(0)}[\eta]$ and the sequential propagators $\Psi_{V_{\overline{\mathrm{q} q} f}}^{(0)}[\eta], \Psi_{V_{\overline{\mathrm{q} q} \gamma \gamma} \Sigma}^{(0)}[\eta], \Psi_{V_{\overline{\mathrm{q} q} \gamma} \sqrt{\Sigma}}^{(0)}[\eta, J]$ and $\Psi_{V_{\overline{\mathrm{q} q} \gamma} \sqrt{\Sigma} V_{\overline{\mathrm{q}} \mathrm{q} \gamma} \sqrt{\Sigma}}^{(0)}[\eta, J, J]$, which are constructed from the quark and photon sources $\eta$ and $J$ according to the discussion in section 7.3 . Considering sequential quark propagators we now make use of the $\gamma^{5}$ hermiticity of both the quark propagator and the vertices. The obtained expressions can be considerably simplified by the definition of a contraction stencil:

$$
\begin{equation*}
H_{M_{2}^{(0)} M_{1}^{(0)}}^{x_{2}^{0} x_{1}^{0}}\left[\Psi_{2}, \Psi_{1}\right]=-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2} \in \Lambda_{123}} \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2}^{x_{1}}{ }_{x_{1}^{0}}^{\dagger} \gamma^{5} \Lambda_{2} \Gamma_{2} \Psi_{1}^{x_{x_{1}^{0}}} \Lambda_{1} \Gamma_{1}\right)\right. \tag{11.40}
\end{equation*}
$$

The overall minus sign reflects the closed fermion loop as in eqs. 11.23 to (11.30). All considered diagrams are now evaluated in terms of this contraction stencil:




|  | $U$ | $D$ | $S$ | $Q$ | $m^{\text {phys }}[\mathrm{MeV}]$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\eta^{\prime}$ | 0 | 0 | 0 | 0 | $957.78(6)$ |
| $\pi^{+}$ | 1 | 1 | 0 | 1 | $139.57039(18)$ |
| $\pi^{0}$ | 0 | 0 | 0 | 0 | $134.9768(5)$ |
| $\pi^{-}$ | -1 | -1 | 0 | -1 | $139.57039(18)$ |
| $\eta$ | 0 | 0 | 0 | 0 | $547.862(17)$ |
| $K^{+}$ | 1 | 0 | 1 | 1 | $493.677(16)$ |
| $K^{0}$ | 0 | -1 | 1 | 0 | $497.611(13)$ |
| $\bar{K}^{0}$ | 0 | 1 | -1 | 0 | $497.611(13)$ |
| $K^{-}$ | -1 | 0 | -1 | -1 | $493.677(16)$ |

Table 11.7.: Quantum numbers and experimentally determined masses of pseudo-scalar singlet and octet mesons 35].






The symmetry factors in eqs. 11.27 and 11.29 were absorbed in the definition of the sequential propagator $\Psi_{V_{\overline{\mathrm{q} q} \gamma \gamma} \Sigma}^{(0)}[\eta]$ and sequential source $\eta_{V_{\overline{\mathrm{q} q} \gamma \gamma} \Sigma}^{(0)}[\eta]$ from eqs. 7.27 , and 7.29 .

### 11.4. Pseudo-scalar singlet and octet mesons

As discussed in chapter 9, we use pseudo-scalar meson masses to construct a renormalisation scheme for combined QCD and QED. We therefore determine the masses of $\pi^{+}$, $\pi^{-}, \pi^{0}, K^{+}, K^{-}, K^{0}$ and $\bar{K}^{0}$ as well as the mass averages and mass differences within the corresponding isospin multiplets. In table 11.7, we display the quantum numbers and


Figure 11.1.: Parameters of the fit to the correlation function $\left(C_{P^{\text {du }} P^{\text {ud }}}\right)^{(0)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.
experimentally determined masses of the considered mesons. The interpolation operators are chosen such that the flavour quantum numbers of the operators are suitable to interpolate the desired physical state taking tables 11.2 and 11.5 into account. In order to extract the ground state masses, we perform correlated fits to the correlation function based on its asymptotic behaviour as introduced in chapter 8 . We only take a single state into account, i.e. we fit

$$
C^{(0)}\left(t_{2}, t_{1}\right) \rightarrow c^{(0)} \exp \left(-m^{(0)}\left(t_{2}-t_{1}\right)\right)
$$

to the zeroth-order contribution, based on a linearised fit model as introduced in section 8.4.4. The results for $c^{(0)}$ and $m^{(0)}$ are then used to fit

$$
C_{l}^{(1)}\left(t_{2}, t_{1}\right) \rightarrow\left(c_{l}^{(1)}-c^{(0)} m_{l}^{(1)}\left(t_{2}-t_{1}\right)\right) \exp \left(-m^{(0)}\left(t_{2}-t_{1}\right)\right)
$$

to the first-order contributions. The fit intervals are chosen, so that $\chi_{\text {cor }}^{2} /$ dof is closest to 1 and the fit parameters are stable under the variation of both fit interval boundaries. This minimises exited state and boundary effects. In the following, we discuss the results obtained on the ensemble N200 in more detail.
11.4.1. $\pi^{+}, \pi^{-}, \pi^{0}$

Mass $m_{\pi^{+}}=m_{\pi^{-}}$
The mass $m_{\pi^{+}}$is extracted from the ground state of the correlation function $C_{P^{\text {du }} P^{\text {ud }}}$. Figures 11.1 and 11.2 show the fit to the zeroth- and first-order contribution, respectively.



Figure 11.2.: Parameters of the fit to the correlation function $\left(C_{P \mathrm{du} P \mathrm{ud}}\right)_{l}^{(1)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.

As a result of the fits we obtain $a m_{\pi^{+}}$in dimensionless units:

$$
\begin{align*}
a m_{\pi^{+}}= & 0.09178(31)  \tag{11.49}\\
& +6.96(10) a \Delta m_{\mathrm{u}}+6.96(10) a \Delta m_{\mathrm{d}} \\
& -8.1(8) \Delta \beta+0.847(12) e^{2}
\end{align*}
$$

As we expand around the isosymmetric limit, the coefficients in front of $a \Delta m_{\mathrm{u}}$ and $a \Delta m_{\mathrm{d}}$ are equal. The signs of the coefficients are consistent with the fact that an increase of the bare quark mass should leads to an increase of the mass of the particle. Inserting the values for the expansion parameters in eq. 9.4, we find:

$$
\begin{align*}
a m_{\pi^{+}} & =\left(0.09178(31)_{\mathrm{st}}[31]_{\mathrm{tot}}\right)^{(0)}+\left(0.000363(17)_{\mathrm{st}}(0)_{\mathrm{a}}[17]_{\mathrm{tot}}\right)^{(1)} \\
& =0.09215(31)_{\mathrm{st}}(0)_{\mathrm{a}}[31]_{\mathrm{tot}} . \tag{11.50}
\end{align*}
$$

Converting to dimensionful units, $m_{\pi^{+}}$is given by:

$$
\begin{align*}
m_{\pi^{+}} & =\left(281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}\right)^{(0)}+\left(1.116(54)_{\mathrm{st}}(13)_{\mathrm{a}}[55]_{\mathrm{tot}}\right)^{(1)} \\
& =283.0(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}} . \tag{11.51}
\end{align*}
$$

Mass $m_{\pi^{0}}$
The mass $m_{\pi^{0}}$ is extracted from the ground state of the correlation function $C_{P^{3} P^{3}}$. Figures 11.3 and 11.4 show the fit to the zeroth- and first-order contribution, respectively. As a result of the fits we obtain $a m_{\pi^{0}}$ in dimensionless units:

$$
\begin{align*}
a m_{\pi^{0}}= & 0.09178(31)  \tag{11.52}\\
& +6.96(10) a \Delta m_{\mathrm{u}}+6.96(10) a \Delta m_{\mathrm{d}} \\
& -8.1(8) \Delta \beta+0.839(12) e^{2}
\end{align*}
$$



Figure 11.3.: Parameters of the fit to the correlation function $\left(C_{P^{3} P^{3}}\right)^{(0)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.

Again, we find consistent coefficients in front of $a \Delta m_{\mathrm{u}}$ and $a \Delta m_{\mathrm{d}}$. Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
a m_{\pi^{0}} & =\left(0.09178(31)_{\mathrm{st}}[31]_{\mathrm{tot}}\right)^{(0)}+\left(-0.000363(17)_{\mathrm{st}}(0)_{\mathrm{a}}[17]_{\mathrm{tot}}\right)^{(1)} \\
& =0.09142(31)_{\mathrm{st}}(0)_{\mathrm{a}}[31]_{\mathrm{tot}} . \tag{11.53}
\end{align*}
$$

Converting to dimensionful units, $m_{\pi^{0}}$ is given by:

$$
\begin{align*}
m_{\pi^{0}} & =\left(281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}\right)^{(0)}+\left(-1.116(54)_{\mathrm{st}}(13)_{\mathrm{a}}[55]_{\mathrm{tot}}\right)^{(1)} \\
& =280.7(1.0)_{\mathrm{st}}(3.2)_{\mathrm{a}}[3.4]_{\mathrm{tot}} . \tag{11.54}
\end{align*}
$$

## Mass difference $m_{\pi^{+}}-m_{\pi^{0}}$

The pion mass difference in dimensionless units reads:

$$
\begin{equation*}
a m_{\pi^{+}}-a m_{\pi^{0}}=0.0079(4) e^{2} \tag{11.55}
\end{equation*}
$$

At leading order it is a purely electromagnetic effect [46]. Consequently, the charged $\pi^{+}$ must be heavier than the neutral $\pi^{0}$ due to the self-energy associated with the charge. Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
a m_{\pi^{+}}-a m_{\pi^{0}} & =\left(0.000727(35)_{\mathrm{st}}[35]_{\mathrm{tot}}\right)^{(1)} \\
& =0.000727(35)_{\mathrm{st}}[35]_{\mathrm{tot}} . \tag{11.56}
\end{align*}
$$

Converting to dimensionful units, the pion mass difference is given by:

$$
\begin{align*}
m_{\pi^{+}}-m_{\pi^{0}} & =\left(2.232(107)_{\mathrm{st}}(26)_{\mathrm{a}}[109]_{\mathrm{tot}}\right)^{(1)} \\
& =2.232(107)_{\mathrm{st}}(26)_{\mathrm{a}}[109]_{\mathrm{tot}} . \tag{11.57}
\end{align*}
$$








Figure 11.4.: Parameters of the fit to the correlation function $\left(C_{P^{3} P^{3}}\right)_{l}^{(1)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.

Mass average $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right)$
The pion mass average in dimensionless units reads:

$$
\begin{align*}
\frac{1}{2}\left(a m_{\pi^{+}}+a m_{\pi^{0}}\right)= & 0.09178(31)  \tag{11.58}\\
& +6.96(10) a \Delta m_{\mathrm{u}}+6.96(10) a \Delta m_{\mathrm{d}} \\
& -8.1(8) \Delta \beta+0.843(12) e^{2}
\end{align*}
$$

Inserting the values for the expansion parameters in eq. 9.4, we find:

$$
\begin{align*}
\frac{1}{2}\left(a m_{\pi^{+}}+a m_{\pi^{0}}\right) & =\left(0.09178(31)_{\mathrm{st}}[31]_{\mathrm{tot}}\right)^{(0)} \\
& =0.09178(31)_{\mathrm{st}}[31]_{\mathrm{tot}} \tag{11.59}
\end{align*}
$$

Converting to dimensionful units, the pion mass average is given by:

$$
\begin{align*}
\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right) & =\left(281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}\right)^{(0)} \\
& =281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}} \tag{11.60}
\end{align*}
$$

11.4.2. $K^{+}, K^{-}, K^{0}, \bar{K}^{0}$

Mass $m_{K^{+}}=m_{K^{-}}$
The mass $m_{K^{+}}$is extracted from the ground state of the correlation function $C_{P^{\text {su }}} P^{\text {us }}$. Figures 11.5 and 11.6 show the fit to the zeroth- and first-order contribution, respectively.


Figure 11.5.: Parameters of the fit to the correlation function $\left(C_{P^{\mathrm{su}}} P^{\mathrm{us}}\right)^{(0)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.

As a result of the fits we obtain $a m_{K^{+}}$in dimensionless units:

$$
\begin{align*}
a m_{K^{+}}= & 0.15049(16)  \tag{11.61}\\
& +4.20(4) a \Delta m_{\mathrm{u}}+4.204(28) a \Delta m_{\mathrm{s}} \\
& -5.2(6) \Delta \beta+0.514(4) e^{2}
\end{align*}
$$

The coefficients in front of $a \Delta m_{\mathrm{u}}$ and $a \Delta m_{\mathrm{s}}$ are positive as expected. There are, however, not of equal magnitude, as the expansion is not performed around a $S U(3)$ flavour symmetric theory. Inserting the values for the expansion parameters in eq. 9.4 , we find:

$$
\begin{align*}
a m_{K^{+}} & =\left(0.15049(16)_{\mathrm{st}}[16]_{\mathrm{tot}}\right)^{(0)}+\left(-0.000641(0)_{\mathrm{st}}(7)_{\mathrm{a}}[7]_{\mathrm{tot}}\right)^{(1)} \\
& =0.149845(155)_{\mathrm{st}}(7)_{\mathrm{a}}[156]_{\mathrm{tot}} . \tag{11.62}
\end{align*}
$$

Converting to dimensionful units, $m_{K^{+}}$is given by:

$$
\begin{align*}
m_{K^{+}} & =\left(462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}\right)^{(0)}+(-1.9685)^{(1)} \\
& =460.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}} \tag{11.63}
\end{align*}
$$

## Mass $m_{K^{0}}=m_{\bar{K}^{0}}$

The mass $m_{K^{0}}$ is extracted from the ground state of the correlation function $C_{P^{\text {sd }} P^{\mathrm{ds}}}$. Figures 11.7 and 11.8 show the fit to the zeroth- and first-order contribution, respectively. As a result of the fits we obtain $a m_{K^{0}}$ in dimensionless units:

$$
\begin{align*}
a m_{K^{0}}= & 0.15049(16)  \tag{11.64}\\
& +4.20(4) a \Delta m_{\mathrm{d}}+4.204(28) a \Delta m_{\mathrm{s}} \\
& -5.2(6) \Delta \beta+0.2039(15) e^{2}
\end{align*}
$$











Figure 11.6.: Parameters of the fit to the correlation function $\left(C_{P}{ }^{\mathrm{su}} P_{P \mathrm{us}}\right)_{l}^{(1)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.


Figure 11.7.: Parameters of the fit to the correlation function $\left(C_{P^{\mathrm{sd}} P^{\mathrm{ds}}}\right)^{(0)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.










Figure 11.8.: Parameters of the fit to the correlation function $\left(C_{P s \mathrm{sd}}{ }^{\mathrm{ds}}\right)_{l}^{(1)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.

Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
a m_{K^{0}} & =\left(0.15049(16)_{\mathrm{st}}[16]_{\mathrm{tot}}\right)^{(0)}+\left(0.000641(0)_{\mathrm{st}}(7)_{\mathrm{a}}[7]_{\mathrm{tot}}\right)^{(1)} \\
& =0.151127(155)_{\mathrm{st}}(7)_{\mathrm{a}}[155]_{\mathrm{tot}} \tag{11.65}
\end{align*}
$$

Converting to dimensionful units, $m_{K^{0}}$ is given by:

$$
\begin{align*}
m_{K^{0}} & =\left(462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}\right)^{(0)}+(1.9685)^{(1)} \\
& =464.1(5)_{\mathrm{st}}(5.4)_{\mathrm{a}}[5.4]_{\mathrm{tot}} . \tag{11.66}
\end{align*}
$$

Mass difference $m_{K^{+}}-m_{K^{0}}$
The kaon mass difference in dimensionless units reads:

$$
\begin{align*}
a m_{K^{+}}-a m_{K^{0}}= & 4.20(4) a \Delta m_{\mathrm{u}}-4.20(4) a \Delta m_{\mathrm{d}}  \tag{11.67}\\
& +0.3101(28) e^{2}
\end{align*}
$$

As the kaon mass difference depends also on $a \Delta m_{\mathrm{u}}$ and $a \Delta m_{\mathrm{d}}$, the charged kaon $K^{+}$is not necessarily heavier than the neutral kaon $K^{0}$. The coefficient of $e^{2}$ is, however, positive as expected. Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
a m_{K^{+}}-a m_{K^{0}} & =\left(-0.001282(0)_{\mathrm{st}}(15)_{\mathrm{a}}[15]_{\mathrm{tot}}\right)^{(1)} \\
& =-0.001282(0)_{\mathrm{st}}(15)_{\mathrm{a}}[15]_{\mathrm{tot}} . \tag{11.68}
\end{align*}
$$

Converting to dimensionful units, the kaon mass difference is given by:

$$
\begin{align*}
m_{K^{+}}-m_{K^{0}} & =(-3.9370)^{(1)} \mathrm{MeV} \\
& =-3.9370 \mathrm{MeV} \tag{11.69}
\end{align*}
$$

## 11. Meson masses

Mass average $\frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right)$
The kaon mass average in dimensionless units reads:

$$
\begin{align*}
\frac{1}{2}\left(a m_{K^{+}}+a m_{K^{0}}\right)= & 0.15049(16)  \tag{11.70}\\
& +2.102(19) a \Delta m_{\mathrm{u}}+2.102(19) a \Delta m_{\mathrm{d}}+4.204(28) a \Delta m_{\mathrm{s}} \\
& -5.2(6) \Delta \beta+0.3590(29) e^{2}
\end{align*}
$$

Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
\frac{1}{2}\left(a m_{K^{+}}+a m_{K^{0}}\right) & =\left(0.15049(16)_{\mathrm{st}}[16]_{\mathrm{tot}}\right)^{(0)} \\
& =0.15049(16)_{\mathrm{st}}(0)_{\mathrm{a}}[16]_{\mathrm{tot}} \tag{11.71}
\end{align*}
$$

Converting to dimensionful units, the kaon mass average is given by:

$$
\begin{align*}
\frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right) & =\left(462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}\right)^{(0)} \mathrm{MeV} \\
& =462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}} \mathrm{MeV} \tag{11.72}
\end{align*}
$$

11.4.3. $\pi^{0}, \eta, \eta^{\prime}$

A reliable determination of the masses of the three flavour-neutral pseudo-scalar mesons $\pi^{0}, \eta$ and $\eta^{\prime}$ is more difficult than for the electrically and flavour charged pseudo-scalar mesons. In QCD+QED these three mesons cannot be strictly classified according to isospin symmetry or even $S U(3)$ flavour symmetry. As a consequence, there is no strict correspondence between the operators $\mathcal{P}_{0}, \mathcal{P}_{3}$ and $\mathcal{P}_{8}$ and the above states. In fact, all correlation functions included in the matrix

$$
\begin{equation*}
C_{i_{2}, i_{1}}\left(x_{2}^{0}, x_{1}^{0}\right)=\left\langle\mathcal{P}_{i_{2}}^{x_{2}^{0}} \mathcal{P}_{i_{1}}^{x_{1}^{0}}\right\rangle \tag{11.73}
\end{equation*}
$$

for $i=0,3,8$ have overlap with the states mentioned, i.e. the masses of $\pi^{0}, \eta$ and $\eta^{\prime}$ appear in the respective tower of exponentials. The reason why we were able to extract $m_{\pi^{0}}$ reliably from $\left\langle\mathcal{P}_{3} \mathcal{P}_{3}\right\rangle$ is that $\pi^{0}$ is the lightest state of the three and the overlap factor with respect to $\mathcal{P}_{3}$ is large compared to other states, i.e. $\pi^{0}$ is almost an isospin eigenstate with $I=1$ and $I_{3}=0$. Consequently, its contribution can be extracted safely at late times. The situation is different for $\eta$ and $\eta^{\prime}$, as they are not the lightest states. To reliably extract the three lowest accessible states from the matrix of correlation functions, we may perform a combined fit or use the generalised eigenvalue problem (GEVP) for the extraction of masses [238, 239]. The latter method is a generalised construction of an effective mass for matrices of correlation functions. It can also be combined with a perturbative expansion as discussed in [240], which is required in this work.

We do not present the results of this analysis in detail, as we have only dealt with quarkconnected contributions. Our GEVP analysis leads to two degenerate mass states with a mass of the $\pi^{0}$ and a heavier state, which contradicts empirical findings. This is consistent
with the discussion in [167], which states that, considering only quark-connected contributions, $\pi^{0}$ and $\eta$ have the same mass and $\eta^{\prime}$ possesses a mass of about $\sqrt{2 M_{K}^{2}-M_{\pi}^{2}}$. However, it is known from experiments that both the $\eta$ and $\eta^{\prime}$ mesons are much heavier than the $\pi^{0}$. This effect dominantly originates from zeroth-order quark-disconnected contributions [105, 167, 241, 242]. For the $\pi^{0}$ the latter contribution vanishes exactly in an isosymmetric theory.

Nevertheless, the application of the GEVP combined with a perturbative expansion on the flavour-neutral pseudo-scalar mesons was a good test case for future calculations. In particular, an analysis based on a matrix of correlations functions will be relevant for the determination of masses in the baryonic sector, which we will give an introduction to in chapter 12 .

### 11.5. Discussion and Outlook

We give an overview of the results for pseudo-scalar masses, mass averages and differences obtained on the ensembles N200, D450 and H102 in table 11.8. For all determined meson masses $m_{\pi^{+}}, m_{\pi^{0}}, m_{K^{+}}$and $m_{K^{0}}$, we find that the first-order correction is smaller than the error of the zeroth-order contribution, which is dominated by the scale uncertainty. The first-order correction is, however, larger than the statistical error of the zeroth-order contribution. Hence, in order to have a significant correction caused by isospin breaking effects, one needs to reduce the dominant scale uncertainty. In conclusion, the systematic error of neglecting isospin breaking corrections in meson masses is smaller than the error introduced by the scale setting. For the pion mass splitting, which is not used as an input parameter in the calculation, we find the correct behaviour, i.e. it increases for diminished average pion masses. For the estimation of the photon all-to-all propagator, we also varied the type of sources. We tested $\mu$-linked photon sources, where the Euclidean index $\mu$ is diluted, but we did not find any gain in statistical precision keeping the computation time fixed. This is compatible with the findings of [194].

In this thesis, we only consider quark-connected contributions. In fact, we have extended the calculation in a trial computation also considering zeroth-order isosymmetric quark-disconnected contributions and first-order quark-disconnected QED-connected contributions to the mesonic two-point correlation function, i.e. we have included the zeroth-order diagram


| $m_{\pi^{+}}[\mathrm{MeV}]$ | $\left(281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}\right)^{(0)}+\left(1.116(54)_{\mathrm{st}}(13)_{\mathrm{a}}[55]_{\mathrm{tot}}\right)^{(1)}$ |
| :--- | :--- |
|  | $=283.0(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}$ |
| $m_{\pi^{0}}[\mathrm{MeV}]$ | $\left(281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}\right)^{(0)}+\left(-1.116(54)_{\mathrm{st}}(13)_{\mathrm{a}}[55]_{\mathrm{tot}}\right)^{(1)}$ |
|  | $=280.7(1.0)_{\mathrm{st}}(3.2)_{\mathrm{a}}[3.4]_{\mathrm{tot}}$ |
| $m_{\pi^{+}}-m_{\pi^{0}}[\mathrm{MeV}]$ | $\left(2.232(107)_{\mathrm{st}}(26)_{\mathrm{a}}[109]_{\mathrm{tot}}\right)^{(1)}$ |
| $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right)[\mathrm{MeV}]$ | $\left(281.8(9)_{\mathrm{st}}(3.3)_{\mathrm{a}}[3.4]_{\mathrm{tot}}\right)^{(0)}$ |
| $m_{K^{+}}[\mathrm{MeV}]$ | $\left(462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}\right)^{(0)}+(-1.9685)^{(1)}$ |
|  | $=460.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}$ |
| $m_{K^{0}}[\mathrm{MeV}]$ | $\left(462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}\right)^{(0)}+(1.9685)^{(1)}$ |
|  | $=464.1(5)_{\mathrm{st}}(5.4)_{\mathrm{a}}[5.4]_{\mathrm{tot}}$ |
| $m_{K^{+}}-m_{K^{0}}[\mathrm{MeV}]$ | $(-3.9370)^{(1)}$ |
| $\frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right)[\mathrm{MeV}]$ | $\left(462.1(5)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.4]_{\mathrm{tot}}\right)^{(0)}$ |

(a) $\mathrm{N} 200\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$

| $m_{\pi^{+}}[\mathrm{MeV}]$ | $\left(216.7(6)_{\mathrm{st}}(2.7)_{\mathrm{a}}[2.8]_{\mathrm{tot}}\right)^{(0)}+\left(1.657(39)_{\mathrm{st}}(21)_{\mathrm{a}}[43]_{\mathrm{tot}}\right)^{(1)}$ |
| :--- | :--- |
|  | $=218.3(6)_{\mathrm{st}}(2.7)_{\mathrm{a}}[2.8]_{\mathrm{tot}}$ |
| $m_{\pi^{0}}[\mathrm{MeV}]$ | $\left(216.7(6)_{\mathrm{st}}(2.7)_{\mathrm{a}}[2.8]_{\mathrm{tot}}\right)^{(0)}+\left(-1.657(39)_{\mathrm{st}}(21)_{\mathrm{a}}[43]_{\mathrm{tot}}\right)^{(1)}$ |
|  | $=215.0(7)_{\mathrm{st}}(2.7)_{\mathrm{a}}[2.8]_{\mathrm{tot}}$ |
| $m_{\pi^{+}}-m_{\pi^{0}}[\mathrm{MeV}]$ | $\left(3.31(8)_{\mathrm{st}}(4)_{\mathrm{a}}[9]_{\mathrm{tot}}\right)^{(1)}$ |
| $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right)[\mathrm{MeV}]$ | $\left(216.7(6)_{\mathrm{st}}(2.7)_{\mathrm{a}}[2.8]_{\mathrm{tot}}\right)^{(0)}$ |
| $m_{K^{+}}[\mathrm{MeV}]$ | $\left(475.55(24)_{\mathrm{st}}(5.92)_{\mathrm{a}}[5.91]_{\mathrm{tot}}\right)^{(0)}+(-1.9685)^{(1)}$ |
|  | $=473.58(24)_{\mathrm{st}}(5.89)_{\mathrm{a}}[5.91]_{\mathrm{tot}}$ |
| $m_{K^{0}}[\mathrm{MeV}]$ | $\left(475.55(24)_{\mathrm{st}}(5.92)_{\mathrm{a}}[5.91]_{\mathrm{tot}}\right)^{(0)}+(1.9685)^{(1)}$ |
|  | $=477.52(24)_{\mathrm{st}}(5.94)_{\mathrm{a}}[5.91]_{\mathrm{tot}}$ |
| $m_{K^{+}}-m_{K^{0}}[\mathrm{MeV}]$ | $(-3.9370)^{(1)}$ |
| $\frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right)[\mathrm{MeV}]$ | $\left(475.55(24)_{\mathrm{st}}(5.92)_{\mathrm{a}}[5.91]_{\mathrm{tot}}\right)^{(0)}$ |

(b) $\mathrm{D} 450\left(a=0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$

| $m_{\pi^{+}}[\mathrm{MeV}]$ | $\left(353.8(9)_{\mathrm{st}}(4.3)_{\mathrm{a}}[4.3]_{\mathrm{tot}}\right)^{(0)}+\left(0.984(35)_{\mathrm{st}}(12)_{\mathrm{a}}[37]_{\mathrm{tot}}\right)^{(1)}$ <br>  <br>  <br> $m_{\pi^{0}}[\mathrm{MeV}]$ <br>  <br>  <br> $m_{\pi^{+}}-354.8(9)_{\mathrm{st}}(4.3)_{\mathrm{a}}[4.4]_{\mathrm{tot}}$ <br> $\frac{\left(353.8(9)_{\mathrm{st}}(4.3)_{\mathrm{a}}[4.3]_{\mathrm{tot}}\right)^{(0)}+\left(-0.984(35)_{\mathrm{st}}(12)_{\mathrm{a}}[37]_{\mathrm{tot}}\right)^{(1)}}{}=352.8(9)_{\mathrm{st}}(4.2)_{\mathrm{a}}[4.3]_{\mathrm{tot}}$ <br> $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right)[\mathrm{MeV}]$ |
| :--- | :--- |
| $m_{K^{+}}[\mathrm{MeV}]$ | $\left(353.8(9)_{\mathrm{st}}(4.3)_{\mathrm{a}}[4.3]_{\mathrm{tot}}\right)^{(0)}$ |
|  | $\left(438.3(7)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.3]_{\mathrm{tot}}\right)^{(0)}+(-1.9685)^{(1)}$ |
| $m_{K^{0}}[\mathrm{MeV}]$ | $=436.3(7)_{\mathrm{st}}(5.2)_{\mathrm{a}}[5.3]_{\mathrm{tot}}$ |
|  | $\left(438.3(7)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.3]_{\mathrm{tot}}\right)^{(0)}+(1.9685)^{(1)}$ |
| $m_{K^{+}}-m_{K^{0}}[\mathrm{MeV}]$ | $=440.3(7)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.3]_{\mathrm{tot}}$ |
| $\frac{(-3.9370)^{(1)}}{2}\left(m_{K^{+}}+m_{K^{0}}\right)[\mathrm{MeV}]$ | $\left(438.3(7)_{\mathrm{st}}(5.3)_{\mathrm{a}}[5.3]_{\mathrm{tot}}\right)^{(0)}$ |

(c) $\mathrm{H} 102\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$

Table 11.8.: Masses, mass averages and mass differences of pseudo-scalar mesons.
and the first-order electromagnetic diagrams


The quark-disconnected correlation functions were computed using $U(1)$-stochastic quark sources with support on the entire spacetime lattice. We performed simulations in this setup for the ensembles H102 and H105 for the pseudo-scalar channel and discussed the results in [243]. As a main result we found that the diagram in eq. (11.76) contributes to the pion mass splitting and leads to a decrease of the latter by about $O(10 \%)$ on these two ensembles. The diagrams in eq. 11.75) contribute to the pion and kaon masses but have no significant influence at our level of precision. The quark-disconnected diagram in eq. (11.74) only contributes to flavour neutral states. It vanishes in the isosymmetric limit, such that it does not contribute to the $\pi^{0}$ state.

At this stage, we have not applied any finite volume corrections to account for the long range of the electromagnetic interaction due to the absence of a mass gap. For periodic temporal boundary conditions a $\mathrm{QED}_{\mathrm{L}}$ finite volume correction for both elementary and composite spin- 0 particles is known [41:

$$
\begin{equation*}
m_{0}^{2}(T, L) \underset{T, L \rightarrow+\infty}{\sim} m^{2}\left(1-q^{2} \alpha\left(\frac{\kappa}{m L}\left(1+\frac{2}{m L}\right)\right)\right) \quad \kappa=2.837297(1) . \tag{11.77}
\end{equation*}
$$

This correction formula should be applied to the determined masses to correct for leading QED finite volume effects.

Not only the pseudo-scalar operator $\mathcal{S}$, but also the temporal component of the axial operator $\mathcal{A}^{0}$, feature an overlap with pseudo-scalar states. It is therefore interesting to investigate whether a combined GEVP analysis could result in a reduction of excited state effects, such that the fit interval for the extraction of the pseudo-scalar ground state can be further prolonged.

## 12. Baryon masses

As discussed in chapter 9 , baryon masses can be used to set the scale in lattice simulations. E.g., lattice spacing determinations have been performed using the $\Omega$ baryon [244, 245]. Other candidates are the $\Lambda$ and $\Sigma$ baryons, where mixing has to be considered [246] in a similar way to describe to the system formed by $\pi^{0}, \eta$ and $\eta^{\prime}$ discussed in section 11.4.3. In this chapter, we briefly describe the application of the approach used in this thesis to determine leading isospin breaking effects as introduced in chapter 6 to the calculation of baryon masses and discuss a first setup for a first feasibility test. A calculation for the prediction of the proton-neutron mass difference based on the twisted-mass fermion lattice regularisation was performed for pure QCD [191, 192], where a perturbative expansion around $\mathrm{QCD}_{\text {iso }}$ was applied. This work was later extended in the thesis [247] also taking leading electromagnetic effects into account. The determined mass splitting therein is compatible with zero, which may be a result of a suboptimal computational setup.

### 12.1. Baryonic interpolation operators

From the discussion in section 10.1, we deduce that the zero-momentum projected operator

$$
\begin{equation*}
\mathcal{B}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \frac{1}{6} B[U, A]^{x}{ }_{\mathbf{b}_{3} \mathbf{b}_{\mathbf{2}} \mathbf{b}_{\mathbf{1}}} \Psi^{\mathbf{b}_{\mathbf{3}}} \Psi^{\mathbf{b}_{\mathbf{2}}} \Psi^{\mathbf{b}_{\mathbf{1}}} \tag{12.1}
\end{equation*}
$$

diminishes the baryon number by one and the operator

$$
\begin{equation*}
\overline{\mathcal{B}}^{x^{0}}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \frac{1}{6} \bar{B}[U, A]^{x \mathbf{a}_{3} \mathbf{a}_{2} \mathbf{a}_{1}} \bar{\Psi}_{\mathbf{a}_{3}} \bar{\Psi}_{\mathbf{a}_{2}} \bar{\Psi}_{\mathbf{a}_{1}} \tag{12.2}
\end{equation*}
$$

increases the baryon number by one, i.e. this pair of operators is suitable for the construction of a two-point function used for single baryon spectroscopy.

### 12.2. Baryon two-point functions

In the following, we consider correlation functions of the form

$$
\begin{equation*}
C_{\mathcal{B} \overline{\mathcal{B}}}\left(x_{2}^{0}, x_{1}^{0}\right)=\left\langle\mathcal{B}^{x_{2}^{0}} \overline{\mathcal{B}}^{x^{0}}\right\rangle \tag{12.3}
\end{equation*}
$$

In order to determine the perturbative expansion of the correlation function, we expand the interpolation operators according to

$$
\mathcal{O}=\mathcal{O}^{(0)}+e \mathcal{O}_{e^{2}}^{\left(\frac{1}{2}\right)}+\frac{1}{2} e^{2} \mathcal{O}_{e^{2}}^{(1)}+O\left(e^{3}\right)
$$

## 12. Baryon masses

For now, we do not further specify the actual shape of the operators, but assume that they are independent of $e A$, i.e. $\mathcal{B}=(\mathcal{B})^{(0)}$ and $\overline{\mathcal{B}}=(\overline{\mathcal{B}})^{(0)}$, which is the case for point-like interpolation operators.

### 12.2.1. Diagrammatic expansion

The generic expansion of the correlation function up to first order reads

$$
C=C^{(0)}+\sum_{l} \Delta \varepsilon_{l} C_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right)
$$

The zeroth-order contribution is calculated via eq. 6.87) and reads in terms of Feynman diagrams

$$
\begin{equation*}
\left(C_{\mathcal{B} \overline{\mathcal{B}}}\right)^{(0)}=\left\langle B^{(0)} \bar{B}^{(0)}\right\rangle_{\mathrm{eff}}^{(0)} \tag{12.4}
\end{equation*}
$$

The first-order contribution is calculated according to eq. 6.88). In terms of Feynman diagrams, the first-order contribution due to a shift in the quark mass $\Delta m_{f}$ reads

$$
\begin{equation*}
\left(C_{\mathcal{B} \bar{B}}\right)_{\Delta m_{f}}^{(1)}=\left\langle B^{(0)} \bar{B}^{(0)}\right. \tag{12.5}
\end{equation*}
$$



A detuning in the strong inverse coupling $\Delta \beta$ results in a first-order contribution

$$
\begin{align*}
\left(C_{\mathcal{B} \bar{B}}\right)_{\Delta \beta}^{(1)}= & \left\langle B^{(0)} \bar{B}^{(0)} \bar{B}^{(0)}\right\rangle_{\mathrm{eff}}^{(0)}\langle(0)\rangle_{\mathrm{eff}}^{(0)} \cdot \tag{12.6}
\end{align*}
$$

The first-order contribution due to a non-vanishing electromagnetic coupling $e^{2}$ reads

$$
\begin{equation*}
\left(C_{\mathcal{B} \bar{B}}^{1}\right)_{e^{2}}^{(1)}= \tag{12.7}
\end{equation*}
$$

Making use of interpolation operators with antisymmetric tensors reduces the number of Feynman diagrams considerably. For general interpolation operators, there are in total 6 zeroth-order diagrams, 24 first-order diagrams for the detuning of quark masses, 6 firstorder diagrams for the detuning of the strong coupling and 90 first-order diagrams for electromagnetic effects.

In this thesis, we only consider quark-connected contributions in our calculation. We translate the corresponding Feynman diagrams into contracted tensor-structures of interpolation operators, quark and photon propagators and vertices. This is relevant to ensure the correct application of minus signs and symmetry factors. For the zeroth-order diagram we have


The first-order contribution to the quark mass detuning reads


$$
\begin{equation*}
\left(S^{\mathbf{b}_{1}} \mathbf{a}_{4} V_{\bar{q} q f} \mathbf{a}_{\mathbf{\mathbf { a } _ { 4 }}} S^{\mathbf{b}_{4}} \mathbf{a}_{1}\right) \bar{B}^{(0) \mathbf{a}_{3} \mathbf{a}_{2} \mathbf{a}_{\mathbf{1}}} \tag{12.9}
\end{equation*}
$$

## 12. Baryon masses

Diagrams with first-order contributions due to the electromagnetic interaction read

$$
\begin{align*}
& B^{(0)}=\frac{1}{2} \Sigma^{\mathbf{c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}} B^{(0)} \mathbf{b}_{\mathbf{1}} \mathbf{b}_{\mathbf{2}} \mathbf{b}_{\mathbf{3}} S^{\mathbf{b}_{\mathbf{3}}} \mathbf{a}_{\mathbf{3}}\left(S^{\mathbf{b}_{\mathbf{2}}} \mathbf{a}_{\mathbf{5}} V_{\overline{\mathrm{q} q} \gamma}{ }^{\mathbf{a}_{\mathbf{5}}} \mathbf{b}_{\mathbf{5}} \mathbf{c}_{\mathbf{1}} S^{\mathbf{b}_{\mathbf{5}}} \mathbf{a}_{\mathbf{2}}\right)  \tag{12.10}\\
& \cdot\left(S^{\mathbf{b}_{1}} \mathbf{a}_{4} V_{\bar{q} q \gamma}{ }^{\mathbf{a}_{4}} \mathbf{b}_{4} \mathbf{c}_{1} S^{\mathbf{b}_{4}} \mathbf{a}_{1}\right) \bar{B}^{(0) \mathbf{a}_{3} \mathbf{a}_{2} \mathbf{a}_{1}}, \\
& B^{(0)} \bar{B}^{(0)}=\frac{1}{2} \Sigma^{\mathbf{c}_{2} \mathbf{c}_{\mathbf{1}}} B^{(0)}{ }_{\mathbf{b}_{1} \mathbf{b}_{\mathbf{2}} \mathbf{b}_{3}} S^{\mathbf{b}_{\mathbf{3}}}{ }_{\mathbf{a}_{3}} S^{\mathbf{b}_{\mathbf{2}}} \mathbf{a}_{\mathbf{\mathbf { a } _ { 2 }}}  \tag{12.11}\\
& \cdot\left(S^{\mathbf{b}_{1}} \mathbf{a}_{\mathbf{5}} V_{\overline{\mathrm{q} q} \gamma}{ }^{\mathbf{a}_{\mathbf{5}}}{ }_{\mathbf{b}_{5} \mathbf{c}_{1}} S^{\mathbf{b}_{\mathbf{5}}} \mathbf{a}_{\mathbf{4}} V_{\overline{\mathrm{q} q} \gamma}{ }^{\mathbf{a}_{\mathbf{4}}} \mathbf{b}_{\mathbf{4}} \mathbf{c}_{\mathbf{1}} S^{\mathbf{b}_{\mathbf{4}}} \mathbf{a}_{\mathbf{1}}\right) \\
& \cdot \bar{B}^{(0) \mathbf{a}_{3} \mathbf{a}_{2} \mathbf{a}_{1}}, \\
& B^{(0)} \bar{B}^{(0)}=\frac{1}{4} \Sigma^{\mathbf{c}_{2} \mathbf{c}_{\mathbf{1}}} B^{(0)}{ }_{\mathbf{b}_{1} \mathbf{b}_{\mathbf{2}} \mathbf{b}_{3}} S^{\mathbf{b}_{\mathbf{3}}}{ }_{\mathbf{a}_{3}} S^{\mathbf{b}_{\mathbf{2}}} \mathbf{a}_{\mathbf{2}}  \tag{12.12}\\
& \cdot\left(S^{\mathbf{b}_{1}} \mathbf{a}_{4} V_{\bar{q} q \gamma \gamma}{ }^{\mathbf{a}_{4}} \mathbf{b}_{4} \mathbf{c}_{2} \mathbf{c}_{1} S^{\mathbf{b}_{\mathbf{4}}} \mathbf{a}_{1}\right) \bar{B}^{(0) \mathbf{a}_{3} \mathbf{a}_{2} \mathbf{a}_{1}} .
\end{align*}
$$

The only contribution from the reweighting factor that we consider is

$$
\begin{equation*}
\Delta \beta=V_{\mathrm{g}} . \tag{12.13}
\end{equation*}
$$

### 12.3. Discussion and Outlook

Although we do not present any results in this chapter, we have performed a first feasibility test for the determination of baryon masses including leading isospin breaking effects. We investigated a two-point function based on point-like, non-smeared interpolation operators for the proton $\mathcal{B}^{x}=\frac{1}{2}\left(\mathbb{1}+\gamma^{0}\right) \varepsilon_{c_{3} c_{2} c_{1}} \Psi^{x u c_{3}}\left(\left(\Psi^{x u c_{2}}\right)^{T} C \gamma^{5} \Psi^{x \mathrm{~d} c_{1}}\right)$ and $\overline{\mathcal{B}}^{x}=\varepsilon_{c_{3} c_{2} c_{1}}\left(\bar{\Psi}^{x u c_{2}} C \gamma^{5}\left(\bar{\Psi}^{x \mathrm{~d} c_{1}}\right)^{T}\right) \bar{\Psi}^{x u c_{3}} \frac{1}{2}\left(\mathbb{1}+\gamma^{0}\right)$ [42, 248, evaluated by means of point sources, which we discussed in section 11.3.1, similar to the setup in [247], which we mentioned in the introduction of this chapter. The resulting two-point function was evaluated by means of point sources. We performed simulations on the ensemble H102 ( $a=0.086 \mathrm{fm}$, $m_{\pi}=354 \mathrm{MeV}$ ), considering only a limited number of gauge configurations. We were able to observe the correct asymptotic behaviour of the zeroth- and first-order contribution to the correlation function. For periodic temporal boundary conditions a $\mathrm{QED}_{\mathrm{L}}$ finite volume correction for both elementary and composite spin- $\frac{1}{2}$ particles is known [41] and should be applied to future results:

$$
\begin{equation*}
m_{\frac{1}{2}}(T, L) \underset{T, L \rightarrow+\infty}{\sim} m\left(1-q^{2} \alpha\left(\frac{\kappa}{2 m L}\left(1+\frac{2}{m L}\right)-\frac{3 \pi}{(m L)^{3}}\right)\right) \quad \kappa=2.837297(1) \tag{12.14}
\end{equation*}
$$

It is desirable to extent this first test to a full calculation of octet and decuplet baryon masses. Instead of point-like interpolation operators, smeared operators [249] should be used, as they possess a larger overlap with the baryon ground state. This results in an
earlier onset of the asymptotic behaviour of the correlation function, which is particularly relevant for baryon two-point functions due to the signal-to-noise problem present at larger time distances [42. The fitting range can be chosen with a longer extension, such that local fluctuations in the time direction are smoothed out in the fitting procedure. A promising setup used in nucleon form factor and nucleon charge calculations [250, 251 ] is a combination of Wuppertal smearing for the quark fields [252] and APE smearing for the gauge links [253]. This smearing formulation is completely gauge covariant and can in principle be also applied to QCD+QED simulations in terms of the combined gauge links in eq. (6.8). However, the expansion of the smeared interpolation operators in terms of $e A$ is non-trivial due to its iterative nature. It is not clear whether a simple and computationally efficient iterative expression for $\mathcal{O}_{e^{2}}^{\left(\frac{1}{2}\right)}$ and $\mathcal{O}_{e^{2}}^{(1)}$ can be derived. Another possibility is to use a smearing setup that is QCD-covariant but QED-non-covariant, i.e. one uses only the QCD gauge links in the smearing procedure. As the gauge of the photon field is fixed, expectation values of QED-non-covariant combinations of operators do not necessarily vanish. A clear disadvantage of the latter strategy is that correlation functions are gauge dependent even for electromagnetically neutral interpolation operators, such that one cannot use a change in the gauge fixing condition as a cross check of the correctness of the computational implementation. Making use of fully covariant interpolation operators, a different approach is to calculate the contributions $\mathcal{O}_{e^{2}}^{\left(\frac{1}{2}\right)}$ and $\mathcal{O}_{e^{2}}^{(1)}$ via a numerical differentiation in $e$. The modified computational setup based on smeared interpolation operators is also beneficial for the determination of meson masses, where a point-like shape of the interpolation operators is not required. This is different in the context of the hadronic vacuum polarisation function, which we will discuss in chapter 14.

A considerable increase in computational efficiency can be obtained applying all-modeaverging [254] 256], where the Dirac equation is solved with a reduced number of iterations for a large number of quark sources. A potential bias caused by this reduced numerical precision can be estimated by calculating the difference of the correlation function evaluated with reduced and full precision for a small number of quark sources. This strategy is particularly fruitful for correlation functions for which a signal-to-noise problem is present. In addition, it is desirable to apply a set of interpolation operators that is constructed in more rigorous manner under aspects of spacetime and flavour symmetries. Candidates are the Clebsch-Gordan based construction in [257] and a group theoretical construction in 258.

## Part IV.

# The hadronic vacuum polarisation function and hadronic contributions to the anomalous magnetic moment of the muon 

## 13. Vector current renormalisation

In quantum field theories bare operators have to be renormalised in order to become physically meaningful quantities. The renormalisation pattern of an operator does not necessarily have to be purely multiplicative, but can also exhibit mixing with other operators. It is commonly assumed that two operators can only mix renormalisation if they show the same behaviour under symmetry transformations, i.e the renormalised theory possesses the same symmetries as the bare theory [58]. In addition, in a theory with dimensionful couplings such as masses, an operator will only mix with operators of the same or smaller mass dimension 58. In theories in which all couplings are dimensionless the mixing is further restricted to operators of equal mass dimension [58].

In textbooks, it is commonly argued that conserved currents are protected from nontrivial renormalisation by Ward-Takahashi identities, such that they do not mix under renormalisation with other operators and the renormalisation factor is one [51, 56, 98]. In fact, for the electromagnetic current operator in the presence of the photon field, it is shown in [259] that the latter mixes with the four-divergence of the photon field-strength tensor under renormalisation. In the most recent publications of the lattice QCD+QED community this mixing is neither mentioned nor discussed [194, 200, 245]. We also assume a simplified renormalisation structure not taking the mixing with the four-divergence of the photon field-strength tensor into account.

In this chapter, we describe a method to determine the mixing pattern and the relevant renormalisation factors for point-like flavour neutral vector currents, which are the most straightforward discretisation of continuum flavour neutral currents. In section 6.4.1 we have derived another discretisation of the flavour neutral vector currents, namely the conserved vector currents, which satisfy a Ward-Takahashi identity and renormalise trivially under the assumption described in the previous section. The renormalisation procedure is based on the comparison of correlation functions and matrix elements under the replacement of local and conserved vector currents [98, 260]. A related effort was performed in [194] for domain wall fermions. However, a different basis for the flavour neutral currents was chosen and operator mixing was not considered.

### 13.1. Lattice discretisations of the electromagnetic and flavour diagonal vector currents

The construction of lattice discretisations of continuum operators is ambiguous, as one only has to reobtain the correct operator in the continuum limit. There are two commonly used discretisations of the electromagnetic vector current. The most simple and straight forward discretisation is the local vector current $\mathcal{V}_{1}^{\gamma}$, which only depends on the fields at
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the same site,

$$
\begin{equation*}
\mathcal{V}_{1}^{\gamma x \mu}=\bar{\Psi}^{x} Q \gamma^{\mu} \Psi^{x} \tag{13.1}
\end{equation*}
$$

with the matrix of fractional quark charges $Q=\operatorname{diag}\left(\frac{2}{3},-\frac{1}{3},-\frac{1}{3}\right)$. Despite its simple structure, which allows for a more efficient computation of correlation functions, one major disadvantage of this particular discretisation is its nontrivial renormalisation. As we will see later, this operator mixes under renormalisation with other flavour neutral local vector currents. In order not having to determine non-trivial renormalisation factors, it is favourable to make use of the conserved forward point-split vector current $\mathcal{V}_{\mathrm{c}}^{\gamma}=\mathcal{V}_{\mathrm{F}}^{\gamma}$ from eq. (6.45) as a lattice discretisation of the continuum electromagnetic vector current. It is given by

$$
\begin{equation*}
\mathcal{V}_{\mathrm{C}}^{\gamma x \mu}=\frac{1}{2}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(W^{x \mu}\right)^{\dagger} Q\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}+\bar{\Psi}^{x} Q\left(\gamma^{\mu}-\mathbb{1}\right) W^{x \mu} \Psi^{x+a \hat{\mu}}\right) \tag{13.2}
\end{equation*}
$$

where we make use of the combined QCD+QED gauge links

$$
W^{x \mu}=U^{x \mu} \exp \left(\mathrm{i} a e Q A^{x \mu}\right)
$$

As we will see later in the context of renormalisation, it is convenient to decompose the electromagnetic current into a linear combination of flavour diagonal vector currents [261]

$$
\begin{equation*}
\mathcal{V}^{\gamma}=\mathcal{V}^{3}+\frac{1}{\sqrt{3}} \mathcal{V}^{8} \tag{13.3}
\end{equation*}
$$

where we make use of the local vector currents $\mathcal{V}_{1}^{i}$

$$
\begin{equation*}
\mathcal{V}_{1}^{x \mu i}=\bar{\Psi}^{x} \Lambda^{i} \gamma^{\mu} \Psi^{x} \tag{13.4}
\end{equation*}
$$

and the conserved vector currents $\mathcal{V}_{\mathrm{c}}^{i}$ from eq. 6.45

$$
\begin{equation*}
\mathcal{V}_{\mathrm{c}}^{x \mu i}=\frac{1}{2}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(W^{x \mu}\right)^{\dagger} \Lambda^{i}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}+\bar{\Psi}^{x} \Lambda^{i}\left(\gamma^{\mu}-\mathbb{1}\right) W^{x \mu} \Psi^{x+a \hat{\mu}}\right) \tag{13.5}
\end{equation*}
$$

The flavour diagonal matrices $\Lambda^{0}=\frac{1}{\sqrt{6}} \mathbb{1}$ and $\Lambda^{i}=\frac{1}{2} \lambda^{i}$ for $i=3,8 \mathrm{read}$

$$
\Lambda^{0}=\left(\begin{array}{ccc}
\frac{1}{\sqrt{6}} & 0 & 0  \tag{13.6}\\
0 & \frac{1}{\sqrt{6}} & 0 \\
0 & 0 & \frac{1}{\sqrt{6}}
\end{array}\right), \quad \Lambda^{3}=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
0 & -\frac{1}{2} & 0 \\
0 & 0 & 0
\end{array}\right), \quad \Lambda^{8}=\left(\begin{array}{ccc}
\frac{1}{2 \sqrt{3}} & 0 & 0 \\
0 & \frac{1}{2 \sqrt{3}} & 0 \\
0 & 0 & -\frac{1}{\sqrt{3}}
\end{array}\right)
$$

For flavour non-diagonal matrices $\Lambda$, the definition of the vector current eq. 13.5 is not unique, as the gauge links $W^{x \mu}$ and a general $\Lambda$ do not commute in a theory which is not fully flavour symmetric. In fact, the current defined above is conserved if and only if $W^{x \mu}$ and $\Lambda$ commute.

### 13.2. The bare vector-vector correlation function

In the following section, we discuss the evaluation of the bare vector-vector correlation function on the lattice, taking leading isospin breaking effects into account. We consider the correlation function of two zero-momentum projected vector currents

$$
\begin{equation*}
\mathcal{V}_{d}^{x^{0} \mu i}=\frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \mathcal{V}_{d}^{x \mu i} \tag{13.7}
\end{equation*}
$$

averaged over the spatial components reading

$$
\begin{equation*}
C_{\mathcal{V}_{d_{2}}^{i_{2}} \mathcal{V}_{1}^{i_{1}}}\left(x_{2}^{0}, x_{1}^{0}\right)=\frac{1}{3} \sum_{\mu=1}^{3}\left\langle\mathcal{V}_{d_{2}}^{x_{2}^{0} \mu i_{2}} \mathcal{V}_{1}^{x_{1}^{0} \mu i_{1}}\right\rangle \quad d_{2}=1, \mathrm{c} \quad i_{2}, i_{1}=0,3,8 \tag{13.8}
\end{equation*}
$$

One vector current operator is fixed to the local discretisation. For the second operator, both the local and the conserved discretisation are used. We allow for combinations of flavour diagonal vector currents $\mathcal{V}^{0}, \mathcal{V}^{3}$ and $\mathcal{V}^{8}$. We will see latter that two currents are only prone to mixing if the corresponding overlap does not vanish. Rotations by multiples of $\pi / 2$ along a spatial axis are symmetries of the action. Thus, we average over the spatial components of the vector currents for noise reduction.

### 13.2.1. Diagrammatic expansion of the bare vector-vector correlation function

We will now discuss how to derive the diagrammatic expansion of the correlation function eq. 13.8 according to

$$
C=C^{(0)}+\sum_{l} \Delta \varepsilon_{l} C_{l}^{(1)}+O\left(\Delta \varepsilon^{2}\right)
$$

As the vector current operators may be functions of the combined QCD+QED gauge links and consequently of $e$ depending on the particular lattice discretisation, we have to expand the latter in order to derive the diagrammatic expansion. We find

$$
\begin{equation*}
\mathcal{V}=\mathcal{V}^{(0)}+e \mathcal{V}_{e^{2}}^{\left(\frac{1}{2}\right)}+\frac{1}{2} e^{2} \mathcal{V}_{e^{2}}^{(1)}+\mathcal{V}\left(e^{3}\right) \tag{13.9}
\end{equation*}
$$

The expansion of the gauge links given in eq. 6.8 and their adjoints is

$$
\begin{align*}
W^{x \mu} & =U^{x \mu}\left(\mathbb{1}+\mathrm{i} a e Q A^{x \mu}-\frac{1}{2} a^{2} e^{2} Q^{2}\left(A^{x \mu}\right)^{2}\right)+O\left(e^{3}\right)  \tag{13.10}\\
\left(W^{x \mu}\right)^{\dagger} & =\left(U^{x \mu}\right)^{\dagger}\left(\mathbb{1}-\mathrm{i} a e Q A^{x \mu}-\frac{1}{2} a^{2} e^{2} Q^{2}\left(A^{x \mu}\right)^{2}\right)+O\left(e^{3}\right) \tag{13.11}
\end{align*}
$$

where the photon field $A$ and the charge matrices $Q$ are real. As the local vector current does not depend on these gauge links, the expansion is trivial:

$$
\begin{align*}
\left(\mathcal{V}_{1}^{x^{0} \mu i}\right)^{(0)} & =\bar{\Psi}_{\mathbf{a}} V_{1}^{(0) x^{0} \mu i \mathbf{a}}{ }_{\mathbf{b}} \Psi^{\mathbf{b}}=\mathcal{V}_{1}^{x^{0} \mu i}  \tag{13.12}\\
\left(\mathcal{V}_{1}^{x^{0} \mu i}\right)_{e^{2}}^{\left(\frac{1}{2}\right)} & =\bar{\Psi}_{\mathbf{a}} V_{1}^{\left(\frac{1}{2}\right) x^{0} \mu i} \mathbf{a}_{\mathbf{b c}} \Psi^{\mathbf{b}} A^{\mathbf{c}}=0,  \tag{13.13}\\
\left(\mathcal{V}_{1}^{x^{0} \mu i}\right)_{e^{2}}^{(1)} & =\bar{\Psi}_{\mathbf{a}} V_{\mathbf{c}}^{(1) x^{0} \mu i \mathbf{a}}{ }_{\mathbf{b c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}}} \Psi^{\mathbf{b}} A^{\mathbf{c}_{\mathbf{2}}} A^{\mathbf{c}_{\mathbf{1}}}=0 . \tag{13.14}
\end{align*}
$$
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We represent the vertex $V_{1}^{(0) x^{0} \mu i}$ associated with the operator $\left(\mathcal{V}_{1}^{x^{0} \mu i}\right)^{(0)}$ by the diagram

$$
\begin{equation*}
V_{1}^{(0) x^{0} \mu i \mathbf{a}} \mathbf{b}_{\mathbf{b}}=\underbrace{\mathbf{b}}_{V_{1}^{(0) x^{0^{c} \mu i}}} \tag{13.15}
\end{equation*}
$$

For the conserved vector current we, however, obtain the non-trivial expansion

$$
\begin{align*}
&\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)^{(0)}= \bar{\Psi}_{\mathbf{a}} V_{\mathrm{c}}^{(0) x^{0} \mu i \mathbf{a}_{\mathbf{b}} \Psi^{\mathbf{b}}} \\
&= \frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \frac{1}{2}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(U^{x \mu}\right)^{\dagger} \Lambda^{i}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}\right.  \tag{13.16}\\
&\left.\quad+\bar{\Psi}^{x} \Lambda^{i}\left(\gamma^{\mu}-\mathbb{1}\right) U^{x \mu} \Psi^{x+a \hat{\mu}}\right) \\
&\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)_{e^{2}}^{\left(\frac{1}{2}\right)}= \bar{\Psi}_{\mathbf{a}} V_{\mathrm{c}}^{\left(\frac{1}{2}\right) x^{0} \mu i \mathbf{a}_{\mathbf{b}} \Psi^{\mathbf{b}} A^{\mathbf{c}}} \\
&= \frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}} \frac{\mathrm{i}}{2} a\left(-\bar{\Psi}^{x+a \hat{\mu}}\left(U^{x \mu}\right)^{\dagger} Q \Lambda^{i}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}\right.  \tag{13.17}\\
&\left.\quad+\bar{\Psi}^{x} \Lambda^{i} Q\left(\gamma^{\mu}-\mathbb{1}\right) U^{x \mu} \Psi^{x+a \hat{\mu}}\right) A^{x \mu} \\
&\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)_{e^{2}}^{(1)}= \bar{\Psi}_{\mathbf{a}} V_{\mathrm{c}}^{(1) x^{0} \mu i \mathbf{a}} \mathbf{b c}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}} \Psi^{\mathbf{b}} A^{\mathbf{c}_{\mathbf{2}}} A^{\mathbf{c}_{\mathbf{1}}} \\
&= \frac{1}{\sqrt{\left|\Lambda_{123}\right|}} \sum_{\vec{x}}-\frac{1}{2} a^{2}\left(\bar{\Psi}^{x+a \hat{\mu}}\left(U^{x \mu}\right)^{\dagger} Q^{2} \Lambda^{i}\left(\gamma^{\mu}+\mathbb{1}\right) \Psi^{x}\right.  \tag{13.18}\\
&\left.\quad+\bar{\Psi}^{x} \Lambda^{i} Q^{2}\left(\gamma^{\mu}-\mathbb{1}\right) U^{x \mu} \Psi^{x+a \hat{\mu}}\right)\left(A^{x \mu}\right)^{2} .
\end{align*}
$$

We also introduce diagrammatic representations for the vertices $V_{\mathrm{c}}^{(0) x^{0} \mu i}, V_{\mathrm{c}}^{\left(\frac{1}{2}\right) x^{0} \mu i}$ and $V_{\mathrm{c}}^{(1) x^{0} \mu i}$, which are related to the operators $\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)^{(0)},\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)_{e^{2}}^{\left(\frac{1}{2}\right)}$ and $\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)_{e^{2}}^{(1)}$ :

$$
\begin{align*}
& V_{\mathrm{c}}^{(0) x^{0} \mu i \mathbf{a}_{\mathbf{b}}}=\underbrace{\mathbf{a}}_{V_{\mathrm{c}}^{(0) x^{0} \mu i}}{ }^{\circ},  \tag{13.19}\\
& V_{\mathbf{c}}^{\left(\frac{1}{2}\right) x^{0} \mu i} \mathbf{a}_{\mathbf{b c}}=\underbrace{\xi_{\mathbf{b}}^{\mathbf{c}},}_{V_{\mathbf{c}}^{\left(\frac{1}{2}\right) x^{o^{\prime}} \mu i}} \tag{13.20}
\end{align*}
$$

The operators $\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)_{e^{2}}^{\left(\frac{1}{2}\right)}$ and $\left(\mathcal{V}_{\mathrm{c}}^{x^{0} \mu i}\right)_{e^{2}}^{(1)}$ lead to additional Feynman diagrams in the diagrammatic expansion of a mesonic two-point function, which we have not considered so far. In detail, the first-order electromagnetic contribution $\left(C_{\mathcal{M}_{2} \mathcal{M}_{1}}\right)_{e^{2}}^{(1)}$ in eq. 11.22
receives additional contributions from the diagrams





As in section 11.2 .2 , we translate the additional quark-connected diagrams into contracted tensor-structures of the interpolation operators, quark and photon propagators and vertices. They read



$$
\begin{equation*}
\left.\cdot S_{\mathbf{a}_{1}}^{\mathbf{b}_{2}} M_{1}^{(0)} \mathbf{a}_{\mathbf{a}_{1}} \mathbf{b}_{1}\right) \tag{13.24}
\end{equation*}
$$

$$
\begin{equation*}
M_{2}^{(1)} M_{1}^{(0)}=-\frac{1}{2} \Sigma^{\mathbf{c}_{\mathbf{2}} \mathbf{c}_{1}}\left(S^{\mathbf{b}_{1}}{ }_{\mathbf{a}_{\mathbf{2}}} M_{2}^{(1) \mathbf{a}_{\mathbf{2}}} \mathbf{b}_{\mathbf{2}} \mathbf{c}_{\mathbf{1}} \mathbf{c}_{\mathbf{2}} S^{\mathbf{b}_{\mathbf{2}}}{ }_{\mathbf{a}_{1}} M_{1}^{(0) \mathbf{a}_{1}} \mathbf{b}_{\mathbf{1}}\right) \text {. } \tag{13.25}
\end{equation*}
$$

### 13.3. Computation of quark-connected Feynman diagrams

For the computation of quark-connected contributions to the vector-vector two-point function, we use the same setup as for mesonic two-point functions described in section 11.3 . In fact, the same quark and photon sources, as well as quark propagators in eq. (7.22) and sequential quark propagators in eqs. (7.26), (7.29), 7.34) and (7.37) are used, such that no additional solutions of the Dirac equation have to be computed. Only the contraction
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stencils have to be adapted, which we discuss in the following. It is, however, important to point out that we cannot place a conserved vector current at the mesonic source, i.e. for the operator $\mathcal{M}_{1}$. To include a point-split interpolation operator at the mesonic source, the computational setup has to be changed considerably.

### 13.3.1. Local vector current

For the quark-connected diagrams, required for the evaluation of the correlation function of two local vector currents, we utilise the contraction stencil derived for mesonic twopoint functions with point-like operators defined in eq. 11.40 setting, $M_{1}^{(0)}=V_{1}^{(0)\left(x^{0} \mu i\right)_{1}}$ and $M_{2}^{(0)}=V_{1}^{(0)\left(x^{0} \mu i\right)_{2}}$. The quark-connected diagrams are then evaluated according to eqs. 11.41) to 11.48 .

### 13.3.2. Conserved vector current

For the quark-connected diagrams, required for the evaluation of the correlation function of one conserved and one local vector current, we define three additional contraction stencils. The first stencil describes quark-connected diagrams originating from correlation functions of the operators $\left(\mathcal{V}_{\mathrm{c}}\right)^{(0)}$ and $\left(\mathcal{V}_{\mathrm{l}}\right)^{(0)}$ :

$$
\begin{align*}
& H_{V_{\mathrm{c}}^{(0)} V_{1}^{(0)}}^{\left(x^{0} \mu i\right)_{2}\left(x^{0} \mu i\right)_{1}}\left[\Psi_{2}, \Psi_{1}\right] \\
& =-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2} \in \Lambda_{123}}\left(\begin{array}{l}
\frac{1}{2} \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2}{ }_{x_{1}^{0}}^{x_{2}+a \hat{\mu}_{2}}\right)^{\dagger} \gamma^{5}\left(U^{x \mu_{2}}\right)^{\dagger} \Lambda^{i_{2}}\left(\gamma^{\mu_{2}}+\mathbb{1}\right) \Psi_{1}^{x_{2}} \Lambda_{x_{1}}^{i_{1}} \gamma^{\mu_{1}}\right) \\
\\
\left.\quad+\frac{1}{2} \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2}^{x_{2}}\right)_{1}^{\dagger} \gamma^{5} \Lambda^{i_{2}}\left(\gamma^{\mu_{2}}-\mathbb{1}\right) U^{x \mu_{2}} \Psi_{1}^{x_{2}+a \hat{\mu}_{2}} \Lambda^{i_{1}} \gamma^{\mu_{1}}\right)\right)
\end{array}\right. \tag{13.26}
\end{align*}
$$

The overall minus sign reflects the closed fermion loop as in eqs. 11.23 to 11.30 . This stencil is utilised to evaluate a large number of diagrams, both of zeroth and first-order:



The second stencil is used to compute diagrams with one photon line attached to the conserved vector current:

$$
\begin{align*}
& H_{V_{\mathrm{c}}^{\left(\frac{1}{2}\right)} V_{1}^{(0)}}^{\left(x^{0} \mu i\right)_{2}\left(x^{0} \mu\right)_{1}}\left[\Psi_{2}, \Psi_{1}, A\right] \\
& =-\frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2} \in \Lambda_{123}}  \tag{13.35}\\
& \cdot\left(-\frac{\mathrm{i}}{2} a \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2}{ }_{x_{1}^{0}}^{x_{2}+a \hat{\mu}_{2}}\right)^{\dagger} \gamma^{5}\left(U^{x \mu_{2}}\right)^{\dagger} Q \Lambda^{i_{2}}\left(\gamma^{\mu_{2}}+\mathbb{1}\right) \Psi_{1}^{x_{1}^{0}} \Lambda^{x_{1}} \gamma^{\mu_{1}}\right) A^{x \mu_{2}}\right. \\
& \left.+\frac{\mathrm{i}}{2} a \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2} x_{1}^{x_{2}}\right)^{\dagger} \gamma^{5} \Lambda^{i_{2}} Q\left(\gamma^{\mu_{2}}-\mathbb{1}\right) U^{x \mu_{2}} \Psi_{1}^{x_{1}^{0}}{ }_{x_{1}+a \hat{\mu}_{2}} \Lambda^{i_{1}} \gamma^{\mu_{1}}\right) A^{x \mu_{2}}\right) .
\end{align*}
$$

In particular, it is used to evaluate the two diagrams

$$
\begin{align*}
& V_{1}^{(0)}=\left\langle\left\langle H_{V_{c}^{\left(\frac{1}{2}\right)} V_{1}^{(0)}}\left[\Psi^{(0)}[\eta, J], \Psi_{V_{\bar{q} q \gamma} \sqrt{\Sigma}}^{(0)}[\eta, J], A[J]\right]\right\rangle_{\eta}\right\rangle_{\mathrm{J}},  \tag{13.36}\\
& V_{1}^{(0)}=\left\langle\left\langle H_{V_{c}^{\left(\frac{1}{2}\right)} V_{1}^{(0)}}\left[\Psi_{V_{\bar{q} q \gamma} \sqrt{\Sigma}}^{(0)}[\eta, J], \Psi^{(0)}[\eta, J], A[J]\right]\right\rangle_{\eta}\right\rangle_{\mathrm{J}} . \tag{13.37}
\end{align*}
$$

## 13. Vector current renormalisation

The third stencil describes the class of quark-connected diagrams with a photon loop attached to the conserved vector current:

$$
\begin{align*}
& H_{\left(\mathcal{V}_{c}\right)_{e}^{1(1)} \Sigma\left(\mathcal{V}_{1}\right)^{(0)}}^{\left(x^{0} \mu\right)_{2}\left(x^{0} \mu\right)_{1}}\left[\Psi_{2}, \Psi_{1}\right] \\
& =-\frac{1}{2} \frac{1}{\left|\Lambda_{123}\right|} \sum_{\vec{x}_{2} \in \Lambda_{123}} \\
& \cdot\left(-\frac{1}{2} a^{2} \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2}^{x_{1}^{0}+a \hat{\mu}_{2}}\right)^{\dagger} \gamma^{5}\left(U^{x \mu_{2}}\right)^{\dagger} Q^{2} \Lambda^{i_{2}}\left(\gamma^{\mu_{2}}+\mathbb{1}\right) \Psi_{1}^{x_{1}^{0}} \Lambda^{x_{2}} \Lambda^{i_{1}} \gamma^{\mu_{1}}\right) \Sigma^{x \mu_{2} x \mu_{2}}\right. \\
& \left.-\frac{1}{2} a^{2} \operatorname{tr}\left(\gamma^{5}\left(\Psi_{2}^{x_{2}^{0}}\right)^{\dagger} \gamma^{5} \Lambda^{i_{2}} Q^{2}\left(\gamma^{\mu_{2}}-\mathbb{1}\right) U^{x_{2} \mu} \Psi_{1}^{x_{1}^{0}}{ }_{x_{1}}+a \hat{\mu}_{2} \Lambda^{i_{1}} \gamma^{\mu_{1}}\right) \Sigma^{x \mu_{2} x \mu_{2}}\right) . \tag{13.38}
\end{align*}
$$

The factor $-\frac{1}{2}$ appears due to the closed fermion loop and the symmetry factor associated to the photon loop attached to the same vertex as in eq. 13.25 ). There is only one diagram for which this stencil is used:


### 13.4. Renormalisation of the local electromagnetic current

In order to calculate the HVP using local electromagnetic current operators, we have to determine the renormalisation pattern of $\mathcal{V}_{1}^{\gamma}$. In QCD+QED, local flavour-neutral vector currents are not protected from mixing under renormalisation. Treating isospinbreaking effects perturbatively, it is reasonable to consider an operator basis with definite transformation behaviour under isospin rotations. It is convenient to consider the operator basis introduced in eq. 13.4 . $\mathcal{V}_{1}^{0}$ and $\mathcal{V}_{1}^{8}$ are isosinglet vector currents, whereas $\mathcal{V}_{1}^{3}$ belongs to the isotriplet vector currents. For a given $\mu$, the flavour-neutral vector currents $\mathcal{V}_{1}^{i \mu}$ with $i=0,3,8$ are prone to mixing under renormalisation, such that we have to introduce a matrix of renormalisation factors with entries $Z_{\mathcal{V}_{1, \mathrm{R}} \nu_{1}} \mathcal{V}_{1}^{i_{1}}$ and $i_{2}, i_{1}=0,3,8$ to ensure the correct multiplicative renormalisation. In vector-matrix notation, the bare and renormalised vector currents are related by

$$
\begin{equation*}
\mathcal{V}_{\mathrm{R}}=Z_{\mathcal{V}_{\mathrm{R}} \mathcal{V}} \mathcal{V} \tag{13.40}
\end{equation*}
$$

The latter choice for the operator basis is convenient, because it leads to vanishing entries in the zeroth-order mixing matrix. Due to lattice symmetries, the renormalisation factors of the spatial components of the vector current are identical. This is not necessarily the case for the temporal component, as the temporal extent of the lattice differs from the spatial one. Equality should, however, be found in the large volume limit. In the following discussion, we only consider the spatial components, as only those are required for the computation of the hadronic vacuum polarisation (HVP) function via the timemomentum representation [33]. In the case of open boundary conditions, the translational
invariance in the temporal direction is broken. Considering vector currents located far away from the boundaries, we expect the renormalisation factors to have negligible time dependency. As the conserved vector current $\mathcal{V}_{\mathrm{c}}$ is assumed to renormalise trivially, the corresponing renormalisation matrix is unity:

$$
\begin{equation*}
Z \mathcal{V}_{\mathrm{c}, \mathrm{R}} \mathcal{V}_{\mathrm{c}}=\mathbb{1} \tag{13.41}
\end{equation*}
$$

Combining eqs. 13.3 and 13.40 , we can relate the renormalised electromagnetic current to the bare flavour diagonal vector currents, defined in eqs. 13.4) and 13.5 :

$$
\begin{equation*}
\mathcal{V}_{\mathrm{R}}^{\gamma}=\mathcal{V}_{\mathrm{R}}^{3}+\frac{1}{\sqrt{3}} \mathcal{V}_{\mathrm{R}}^{8}=\sum_{i=0,3,8}\left(Z_{\mathcal{V}_{\mathrm{R}}^{3} \mathcal{V}^{i}}+\frac{1}{\sqrt{3}} Z_{\mathcal{V}_{\mathrm{R}}^{8}} \mathcal{V}^{i}\right) \mathcal{V}^{i} \tag{13.42}
\end{equation*}
$$

Making use of eq. 13.41, we check consistency, if the renormalised conserved electromagnetic current is in fact identical to the bare conserved electromagnetic current:

$$
\begin{align*}
\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma}=\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{3}+\frac{1}{\sqrt{3}} \mathcal{V}_{\mathrm{c}, \mathrm{R}}^{8} & =\sum_{i=0,3,8}\left(Z_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{3} \mathcal{V}_{\mathrm{c}}^{i}}+\frac{1}{\sqrt{3}} Z_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{8}} \mathcal{V}_{\mathrm{c}}^{i}\right) \mathcal{V}_{\mathrm{c}}^{i} \\
& =\mathcal{V}_{\mathrm{c}}^{3}+\frac{1}{\sqrt{3}} \mathcal{V}_{\mathrm{c}}^{8}=\mathcal{V}_{\mathrm{c}}^{\gamma} \tag{13.43}
\end{align*}
$$

### 13.4.1. Renormalisation condition

In order to fix the renormalisation factors in eq. 13.40 , we have to introduce a renormalisation condition. This renormalisation condition is by no means unique. We demand that the matrix element $\langle 0| \mathcal{V}_{\mathrm{R}}|V\rangle$ of the renormalised operators is the same for both discretisations [98, 260],

$$
\begin{equation*}
\langle 0| \mathcal{V}_{\mathrm{c}, \mathrm{R}}|V\rangle=\langle 0| \mathcal{V}_{1, \mathrm{R}}|V\rangle \tag{13.44}
\end{equation*}
$$

where $|V\rangle$ denotes the lowest accessible excitation of the vacuum created by the operators $\mathcal{V}_{\mathrm{c}}$ and $\mathcal{V}_{1}$. This matrix element can be extracted from the correlation function $\left\langle\mathcal{V}_{\mathrm{R}}^{x_{2}^{0}} \mathcal{V}_{\mathrm{R}}^{x_{1}^{0}}\right\rangle$ for large time distances $x_{1}^{0} \ll x_{2}^{0}$, i.e. the renormalisation condition becomes

$$
\begin{equation*}
\left\langle\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{x_{2}^{0}} \mathcal{V}_{1, \mathrm{R}}^{x_{1}^{0}}\right\rangle-\left\langle\mathcal{V}_{1, \mathrm{R}}^{x_{2}^{0}} \mathcal{V}_{1, \mathrm{R}}^{x_{1}^{0}}\right\rangle \rightarrow 0 \tag{13.45}
\end{equation*}
$$

The renormalised correlation functions are related with their bare counterparts via the renormalisation factors matrices defined in eq. 13.40. Therefore, we find

$$
\begin{equation*}
Z_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}} \mathcal{V}_{\mathrm{c}}\left\langle\mathcal{V}_{\mathrm{c}}^{x_{2}^{0}} \mathcal{V}_{1}^{x_{1}^{0}}\right\rangle Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}^{T}}-Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\left\langle\mathcal{V}_{1}^{x_{2}^{0}} \mathcal{V}_{1}^{x_{1}^{0}}\right\rangle Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}^{T}} \rightarrow 0 \tag{13.46}
\end{equation*}
$$

Multiplying by the inverse of $Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}$ from the right, we obtain the asymptotic condition

$$
\begin{equation*}
\left\langle\mathcal{V}_{\mathrm{c}}^{x_{2}^{0}} \mathcal{V}_{1}^{x_{1}^{0}}\right\rangle-Z_{\mathcal{V}_{1, \mathrm{R}}} \mathcal{V}_{1}\left\langle\mathcal{V}_{1}^{x_{2}^{0}} \mathcal{V}_{1}^{x_{1}^{0}}\right\rangle \rightarrow 0 \tag{13.47}
\end{equation*}
$$
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Figure 13.1.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff, }} \mathcal{V}_{1, \mathrm{R}}^{0} \mathcal{V}_{1}^{0}\right)^{(0)}$ on N200. The selected fits are marked in grey.

After averaging eq. 13.47 over the spatial components of the vector currents, we can express the latter in terms of the correlation functions defined in eq. 13.8 , reading

$$
\begin{equation*}
C_{\mathrm{cl}}\left(t_{2}, t_{1}\right)-Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}} C_{\mathrm{ll}}\left(t_{2}, t_{1}\right) \rightarrow 0 \tag{13.48}
\end{equation*}
$$

In order to extract the renormalisation constants from the correlation functions $C_{\mathrm{ll}}$ and $C_{\mathrm{cl}}$, first we define, similar to the effective mass in section 10.4 , a matrix of effective time-dependent renormalisation factors

$$
\begin{equation*}
Z_{\mathrm{eff}, \mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\left(t_{2}, t_{1}\right)=C_{\mathrm{cl}}\left(t_{2}, t_{1}\right)\left(C_{\mathrm{ll}}\left(t_{2}, t_{1}\right)\right)^{-1} \rightarrow Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}} \tag{13.49}
\end{equation*}
$$

As we treat isospin breaking effects perturbatively, we have to expand this definition order by order, finding for the zeroth-order contribution

$$
\begin{equation*}
\left(Z_{\mathrm{eff}, \mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)^{(0)}\left(t_{2}, t_{1}\right)=\left(C_{\mathrm{cl}}\left(t_{2}, t_{1}\right)\right)^{(0)}\left(\left(C_{\mathrm{ll}}\left(t_{2}, t_{1}\right)\right)^{(0)}\right)^{-1} \rightarrow\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)^{(0)} \tag{13.50}
\end{equation*}
$$

and for the first-order contribution

$$
\begin{align*}
\left(Z_{\mathrm{eff}, \mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\left(t_{2}, t_{1}\right)\right)_{l}^{(1)}= & \left(C_{\mathrm{cl}}\left(t_{2}, t_{1}\right)\right)_{l}^{(1)} \\
& \left.-\left(C_{\mathrm{cl}}\left(t_{2}, t_{1}\right)\right)^{(0)}\left(\left(C_{\mathrm{ll}}\left(t_{2}, t_{1}\right)\right)^{(0)}\right)^{-1}\left(C_{\mathrm{ll}}\left(t_{2}, t_{1}\right)\right)_{l}^{(1)}\right)\left(\left(C_{\mathrm{ll}}\left(t_{2}, t_{1}\right)\right)^{(0)}\right)^{-1} \\
\rightarrow & \left(Z_{\left.\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}\right)_{l}^{(1)}}\right. \tag{13.51}
\end{align*}
$$

Second, we fit the effective renormalisation factor to a constant. The fit intervals are chosen so that $\chi_{\text {cor }}^{2} /$ dof is closest to 1 and the fit parameters $\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)^{(0)}$ and $\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)^{(1)}$ are stable under the variation of both fit interval boundaries. This minimises existed state and boundary effects.

In the following, we discuss the results in more detail on the basis of computations on the ensemble N200. Figures 13.1 to 13.9 and figs. 13.10 to 13.18 show the fit to the zerothand first-order contributions, respectively. The zeroth-order contribution to the matrix of renormalisation factors reads

$$
\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)^{(0)}=\left(\begin{array}{ccc}
0.6681(4) & 0.0 & 0.00311(23)  \tag{13.52}\\
0.0 & 0.6703(5) & 0.0 \\
0.00311(23) & 0.0 & 0.66598(22)
\end{array}\right)
$$



Figure 13.2.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{0} \mathcal{V}_{1}^{3}}\right)^{(0)}$ on N200. The selected fits are marked in grey.


Figure 13.3.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff, }} \mathcal{L}_{1, \mathrm{R}}^{0} \mathcal{\nu}_{1}^{8}\right)^{(0)}$ on N200. The selected fits are marked in grey.


Figure 13.4.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{3}} \nu_{1}^{0}\right)^{(0)}$ on N200. The selected fits are marked in grey.
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Figure 13.5.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{3}} \mathcal{V}_{1}^{3}\right)^{(0)}$ on N200. The selected fits are marked in grey.


Figure 13.6.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{3}} \mathcal{V}_{1}^{8}\right)^{(0)}$ on N200. The selected fits are marked in grey.


Figure 13.7.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \nu_{l, R}^{8}} \nu_{1}^{0}\right)^{(0)}$ on N200. The selected fits are marked in grey.


Figure 13.8.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \nu_{1, R}^{8} \nu_{1}^{3}}\right)^{(0)}$ on N200. The selected fits are marked in grey.


Figure 13.9.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{L}_{1, \mathrm{R}}^{8}} \nu_{1}^{8}\right)^{(0)}$ on N200. The selected fits are marked in grey.
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Figure 13.10.: Fit to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{L}_{1, R}^{0}} \mathcal{V}_{1}^{0}\right)^{(1)}$ on N200. The selected fit intervals are marked in grey.


Figure 13.11.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, R}^{0} \nu_{1}^{3}}\right)^{(1)}$ on N200. The selected fits are marked in grey.
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Figure 13.12.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, R}^{0}} \mathcal{V}_{1}^{8}\right)^{(1)}$ on N200. The selected fits are marked in grey.


Figure 13.13.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \nu_{1, R}^{3}} \nu_{1}^{0}\right)^{(1)}$ on N200. The selected fits are marked in grey.
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Figure 13.14.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{3}} \mathcal{V}_{1}^{3}\right)^{(1)}$ on N200. The selected fits are marked in grey.
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Figure 13.15.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \nu_{1, R}^{3}} \nu_{1}^{8}\right)^{(1)}$ on N200. The selected fits are marked in grey.
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Figure 13.16.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{8}} \mathcal{V}_{1}^{0}\right)^{(1)}$ on N200. The selected fits are marked in grey.
13.4. Renormalisation of the local electromagnetic current


Figure 13.17.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{8}} \mathcal{V}_{1}^{3}\right)^{(1)}$ on N200. The selected fits are marked in grey.
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Figure 13.18.: Parameters of the fits to the effective renormalisation factor $\left(Z_{\text {eff }, \mathcal{V}_{1, \mathrm{R}}^{8}} \mathcal{V}_{1}^{8}\right)^{(1)}$ on N200. The selected fits are marked in grey.

The vanishing entries are consistent with the fact that vector currents with different isospin quantum numbers do not mix in the isosymmetric theory, as already anticipated in section 13.4. Only the isosinglet vector currents $\mathcal{V}_{1}^{0}$ and $\mathcal{V}_{1}^{8}$ have non-vanishing mixing factors. This is still the case when quark-disconnected contributions are considered in addition. The various first-order contributions to the renormalisation matrix read

$$
\begin{align*}
\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)_{\Delta a m_{\mathrm{u}}}^{(1)} & =\left(\begin{array}{ccc}
-0.15(7) & -0.18(8) & -0.11(5) \\
-0.18(8) & -0.22(10) & -0.13(6) \\
-0.11(5) & -0.13(6) & -0.075(34)
\end{array}\right)  \tag{13.53}\\
\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)_{\Delta a m_{\mathrm{d}}}^{(1)} & =\left(\begin{array}{ccc}
-0.15(7) & 0.18(8) & -0.11(5) \\
0.18(8) & -0.22(10) & 0.13(6) \\
-0.11(5) & 0.13(6) & -0.075(34)
\end{array}\right)  \tag{13.54}\\
\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)_{\Delta a m_{\mathrm{s}}}^{(1)} & =\left(\begin{array}{ccc}
-0.1895(11) & 0.0 & 0.2679(15) \\
0.0 & 0.0 & 0.0 \\
0.2679(15) & 0.0 & -0.3789(21)
\end{array}\right)  \tag{13.55}\\
\left(Z_{\mathcal{V}_{1, \mathrm{R}}} \mathcal{V}_{1}\right)_{\Delta \beta}^{(1)} & =\left(\begin{array}{ccc}
1.81(21) & 0.0 & 0.12(5) \\
0.0 & 1.89(17) & 0.0 \\
0.12(5) & 0.0 & 1.74(26)
\end{array}\right)  \tag{13.56}\\
\left(Z_{\mathcal{V}_{1, \mathrm{R}}} \mathcal{V}_{1}\right)_{e^{2}}^{(1)} & =\left(\begin{array}{ccc}
-0.041(8) & -0.024(6) & -0.012(6) \\
-0.024(6) & -0.049(12) & -0.017(4) \\
-0.012(6) & -0.017(4) & -0.033(4)
\end{array}\right) \tag{13.57}
\end{align*}
$$

Vanishing components in $\left(Z_{\mathcal{V}_{1, R}} \mathcal{V}_{1}\right)_{\Delta m_{\mathrm{s}}}^{(1)}$ may receive contributions from quark-disconnected diagrams, which have not been considered. Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}= & \left(\begin{array}{ccc}
0.6681(4) & 0.0 & 0.00311(23) \\
0.0 & 0.6703(5) & 0.0 \\
0.00311(23) & 0.0 & 0.66598(22)
\end{array}\right)^{(0)} \\
& +\left(\begin{array}{ccc}
-0.0016593(16) & -0.000919(34) & -0.0005236(14) \\
-0.000919(34) & -0.0020295(6) & -0.000650(24) \\
-0.0005236(14) & -0.000650(24) & -0.0012894(27)
\end{array}\right)^{(1)} \\
= & \left(\begin{array}{ccc}
0.6664(4) & -0.000919(34) & 0.00258(23) \\
-0.000919(34) & 0.6683(5) & -0.000650(24) \\
0.00258(23) & -0.000650(24) & 0.66469(22)
\end{array}\right) \tag{13.58}
\end{align*}
$$

### 13.5. Discussion and Outlook

In this chapter, we have computed renormalisation factors for flavour-neutral local vector currents including operator mixing. We give an overview of the results for the ensembles N200, D450 and H102 in table 13.1. We find that the first-order corrections are larger than the error of the zeroth-order contribution, such that isospin breaking effects cannot
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| $Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}$ | $\left(\begin{array}{ccc}0.6681(4) & 0.0 & 0.00311(23) \\ 0.0 & 0.6703(5) & 0.0 \\ 0.00311(23) & 0.0 & 0.66598(22)\end{array}\right)^{(0)}$ |
| ---: | :--- |
|  | $+\left(\begin{array}{ccc}-0.0016593(16) & -0.000919(34) & -0.0005236(14) \\ -0.000919(34) & -0.0020295(6) & -0.000650(24) \\ -0.0005236(14) & -0.000650(24) & -0.0012894(27)\end{array}\right)$ |
|  | $=\left(\begin{array}{ccc}0.6664(4) & -0.000919(34) & 0.00258(23) \\ -0.000919(34) & 0.6683(5) & -0.000650(24) \\ 0.00258(23) & -0.000650(24) & 0.66469(22)\end{array}\right)$ |

(a) N200 $\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$

(b) $\mathrm{D} 450\left(a=0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$

| $Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}$ $\left(\begin{array}{ccc}0.61737(35) & 0.0 & 0.001623(6) \\ 0.0 & 0.61856(28) & 0.0 \\ 0.001623(6) & 0.0 & 0.61585(35)\end{array}\right)^{(0)}$ <br>  $+\left(\begin{array}{ccc}-0.001533(5) & -0.0008691(34) & -0.000527(10) \\ -0.0008691(34) & -0.001910(5) & -0.0006145(24) \\ -0.000527(10) & -0.0006145(24) & -0.001167(20)\end{array}\right)$ <br>  $=\left(\begin{array}{ccc}0.61583(35) & -0.0008691(34) & 0.001097(16) \\ -0.0008691(34) & 0.61665(27) & -0.0006145(24) \\ 0.001097(16) & -0.0006145(24) & 0.61468(33)\end{array}\right)$ |
| :--- |

(c) H102 $\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$

Table 13.1.: Renormalisation factors for flavour-neutral local vector currents.
be neglected. Comparing the diagonal entries of the matrix of renormalisation factors with respect to the lattice spacing, we find that the smaller the lattice spacing the larger the renormalisation factors. This is consistent with the fact that the renormalisation factors should approach 1 in the continuum limit [229].

The main advantage of the chosen renormalisation condition is that no additional correlation functions had to be computed. The vector-vector correlation function is both used for the determination of the renormalisation factors, as well as for the the hadronic vacuum polarisation. The major disadvantage of this condition is the fact, that it relies on a correlation function which suffers from a signal-to-noise problem at long time distances, where the renormalisation factors are extracted. This problem becomes manifest in some of the first-order contributions to the effective renormalisation factor, where it is not completely clear whether the asymptotic plateau has already been reached due to the loss of the signal.

We have tried to extent the analysis of the vector-vector correlation function not only considering quark-connected contributions, but also zeroth-order isosymmetric quarkdisconnected and first-order quark-disconnected QED-connected contributions. We have described this effort in section 11.5 and [262]. For the vector-vector correlation function, we applied an additional noise reduction technique based on hierarchical probing [263]. In contrast to the pseudo-scalar channel, we were not able to extract a signal at the considered level of stochastic precision. The vector channel is much noisier compared to the pseudoscalar channel, such that more stochastic quark sources and Hadamard vectors [263] have to be used. Compared to pure $\mathrm{QCD}_{\text {iso }}, \mathrm{QCD}+\mathrm{QED}$ calculations based on our computational setup become very expensive due to the additional solves of the Dirac equation, which are required for the computation of sequential propagators. Therefore, we omit the results for this particular calculation. To reduce the computational costs to an acceptable level, we suggest to apply frequency-splitting estimators for the quark-disconnected diagrams [264, 265]. In [262], we gave an outlook on how to apply this concept to calculations including leading isospin breaking effects.

As already mentioned in the beginning of section 13.4.1, the choice of renormalisation conditions is not unique. A condition that avoids the signal-to-noise ratio problem of the vector-vector correlator would let us determine the renormalisation factors more reliably, and thus would be preferable. In pure lattice QCD, the fact that the conserved vector current fulfils the vector Ward identity [202] can be used to define a renormalisation condition for the point-like vector current. This method is based on the evaluation of a three-point correlation function with two pseudo-scalar operators and one vector operator, as well as a two-point correlation function of two pseudo-scalar operators. As the calculation is performed in the pseudo-scalar channel, the signal-to-noise problem for large time separations is absent. This method was used in the $N_{\mathrm{f}}=2$ CLS determination of the HVP contribution to the anomalous magnetic moment of the muon [266, 267, as well as in the corresponding $N_{\mathrm{f}}=2+1$ calculations [187, [261, 268], where on-shell $O(a)$-improvement was deployed [229]. As the flavour diagonal conserved vector current in QCD+QED de-
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fined in eqs. 13.2 and 13.5 also fulfils a vector Ward identity

$$
\left\langle\sum_{\mu=0}^{3}\left(\vec{\partial}_{\mathrm{B}}^{\mu} \mathcal{V}_{\mathrm{F}}^{\mu}\right)^{x} \mathcal{O}[\Upsilon]\right\rangle=\left\langle\left.\mathrm{i} \frac{\delta \mathcal{O}[\mathfrak{T}[\varepsilon][\Upsilon]]}{\delta \varepsilon^{x}}\right|_{\varepsilon=0}\right\rangle
$$

we propose to apply the method described above for the determination of the renormalisation factors excluding $O(a)$-improvement. Full $O(a)$-improvement of QCD+QED is non-trivial due to the large number of additional improvement coefficients. Also, it is questionable whether the Symanzik improvement programme can be applied to $\mathrm{QED}_{\mathrm{L}}$ [44] as already mentioned in section 4.5.3. The perturbative expansion of correlation functions with three mesonic operators, which are required for the Ward identity method, leads to an even larger number of diagrams with a more complex structure in comparison to two-point functions, such that the evaluation becomes also expensive with respect to computing resources. Nevertheless, such a determination would result in the precise knowledge of $\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)^{(0)}$ to $O\left(a^{2}\right)$ and $\left(Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}\right)_{l}^{(1)}$ to $O(a)$, i.e. the overall determination is $O\left(a^{2}, a \Delta \varepsilon\right)$.

## 14. The hadronic vacuum polarisation function

The vacuum polarisation function, built from two electromagnetic currents, quantifies the polarisability of the vacuum by the passage of a photon, i.e. the magnitude of the creation and annihiliation of pairs of virtual particles and anti-particles depending on the photon's momentum. In particular, we are interested in the case in which these virtual particles are quarks. This hadronic contribution to the vacuum polarisation function is a crucial ingredient in various high-precision determinations of physical observables [269, [270], such as the anomalous magentic moment of the muon [31-33] and the running of the electromagnetic coupling [271, 272]. For large momenta, the hadronic vacuum polarisation (HVP) function can be calculated by perturbation theory, making use of the asymptotic freedom of QCD. For low energies, it can be determined from experimental measurements of cross-sections via a dispersion relation [270]. We aim at a first-principle computation by means of lattice QCD including leading isospin breaking effects, based on the vector-vector correlation functions introduced in chapter 13 .

### 14.1. The hadronic vacuum polarisation function

The hadronic vacuum polarisation tensor in Euclidean continuum spacetime in QCD+QED is defined as the QCD-connected expectation value

$$
\begin{equation*}
\Pi_{\mathcal{V}^{\gamma \mu_{2}} \mathcal{V}^{\gamma \mu_{1}}}(p)=\int \mathrm{d}^{4} x \exp \left(\mathrm{i} p^{\mu} x^{\mu}\right)\left\langle\mathcal{V}^{\gamma x \mu_{2}} \mathcal{V}^{\gamma 0 \mu_{1}}\right\rangle_{\mathrm{QCD}-\mathrm{con}} \tag{14.1}
\end{equation*}
$$

of two electromagnetic currents

$$
\begin{equation*}
\mathcal{V}^{\gamma x \mu}=\bar{\Psi}^{x} Q \gamma^{\mu} \Psi^{x} \tag{14.2}
\end{equation*}
$$

The restriction to the QCD-connected part of the expectation value has the following reason: The hadronic vacuum polarisation tensor is a building block for the construction of the dressed photon propagator in a perturbative expansion with respect to QED. QCDdisconnected QED-connected diagrams contribute to dressed photon propagators with multiple insertions of the HVP tensor. Due to the QCD+QED vector Ward identity, we have $p^{\mu_{2}} \Pi_{\mathcal{V}^{\gamma} \mu_{2} \mathcal{V}^{\gamma \mu_{1}}}(p)=0$, i.e. $\Pi_{\mathcal{V}^{\gamma \mu_{2}} \mathcal{V}^{\gamma \mu_{1}}}(p)$ is proportional to the projector $\delta^{\mu_{2} \mu_{1}}-$ $p^{\mu_{2}} p^{\mu_{1}} / p^{2}$. Consequently, the vacuum polarisation tensor can be written as a product of the Euclidean structure and the dimensionless vacuum polarisation function $\Pi_{\mathcal{V}^{\gamma} \mathcal{V}^{\gamma}}\left(p^{2}\right)$ :

$$
\begin{equation*}
\Pi_{\mathcal{V}^{\gamma} \mu_{2} \mathcal{V}^{\gamma} \mu_{1}}(p)=\left(p^{2} \delta^{\mu_{2} \mu_{1}}-p^{\mu_{1}} p^{\mu_{2}}\right) \Pi_{\mathcal{V}^{\gamma} \mathcal{V}^{\gamma}}\left(p^{2}\right) \tag{14.3}
\end{equation*}
$$

$\Pi_{\mathcal{V}^{\gamma} \mathcal{V}}$ is logarithmically divergent and has to be renormalised [33]. We define the subtracted vacuum polarisation function $\hat{\Pi}_{\mathcal{V}^{\gamma} \gamma}$

$$
\begin{equation*}
\hat{\Pi}_{\mathcal{V}_{\mathcal{V} \gamma}}\left(p^{2}\right)=\Pi_{\mathcal{V} \gamma \mathcal{V} \gamma}\left(p^{2}\right)-\Pi_{\mathcal{V} \gamma \mathcal{V \gamma}}(0), \tag{14.4}
\end{equation*}
$$

which satisfies the on-shell renormalisation condition $\hat{\Pi}_{\mathcal{V}^{\gamma} \mathcal{V}}(0)=0$, i.e. the polarisation contribution of the vacuum to the dressed photon propagator vanishes in the infrared limit.

### 14.2. Time-momentum representation of the hadronic vacuum polarisation function in the continuum

In principle, eq. 14.1 can be evaluated on a spacetime lattice replacing the continuum Fourier transform by its discrete counterpart. In order to calculate the subtracted vacuum polarisation function $\hat{\Pi}_{\mathcal{V} \gamma \mathcal{V} \gamma}, \Pi_{\mathcal{V} \gamma \mathcal{V} \gamma}(0)$ has to be determined in the regulated theory. $\Pi_{\mathcal{V} \gamma \mathcal{V} \gamma}(0)$ cannot directly be extracted from $\Pi_{\mathcal{V} \gamma \mu_{2} \mathcal{V}^{\gamma} \mu_{1}}(p)$ as the factor $\left(p^{2} \delta^{\mu_{2} \mu_{1}}-p^{\mu_{1}} p^{\mu_{2}}\right)$, which relates the two quantities, vanishes at $p=0 . \hat{\Pi}_{\mathcal{V}^{\gamma} \mathcal{V}}(0)$ can only be obtained by an extrapolation from small momenta. In this approach one faces two issues: The statistical accuracy deteriorates for smaller $p^{2}$. In addition, on a spacetime lattice only a finite set of momenta is accessible. A possibility to overcome the latter problem is the introduction of twisted boundary conditions [273] -275].

In this thesis, we follow a different approach. It is possible to represent the subtracted hadronic vacuum polarisation function in continuum and Euclidean infinite-volume QCD+QED in the time-momentum representation [270], reading

$$
\begin{equation*}
\hat{\Pi}_{\mathcal{L}^{\gamma} \mathcal{V} \gamma}\left(p^{2}\right) \delta^{\mu_{2} \mu_{1}}=\int_{0}^{\infty} \mathrm{d} x^{0} K\left(p^{2}, x^{0}\right) \int \mathrm{d} x^{3}\left\langle\mathcal{V}^{\gamma x \mu_{2}} \mathcal{V}^{\gamma 0 \mu_{1}}\right\rangle_{\mathrm{QCD}-\mathrm{con}} \tag{14.5}
\end{equation*}
$$

with the integration kernel

$$
\begin{equation*}
K\left(p^{2}, t\right)=-\frac{1}{p^{2}}\left(p^{2} t^{2}-4 \sin ^{2}\left(\frac{p t}{2}\right)\right) . \tag{14.6}
\end{equation*}
$$

Relying on this representation, one avoids the requirement to determine $\hat{\Pi}_{\mathcal{L}^{\gamma} \mathcal{V}}(0)$, as $\hat{\Pi}_{\mathcal{V} \gamma \mathcal{V} r}$ is computed directly. Although the computation of the subtracted hadronic vacuum polarisation function is conceptually simple in this approach, one faces the problem that the vector-vector correlation function suffers from a signal to noise problem at large time distances, i.e. the IR problem, which is also present for small momenta in the computation based on the Fourier transform, persists.
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### 14.3. The renormalised hadronic vacuum polarisation function in lattice QCD+QED

In order to define the renormalised hadronic vacuum polarisation function, we have to express $\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma}} \mathcal{V}_{\mathrm{R}}^{\gamma}$ in terms of the bare correlation functions $C_{\mathcal{V}_{d_{2}}^{i_{2}}} \mathcal{V}_{1}^{i_{1}}$, reading

$$
C_{\mathcal{V}_{d_{2}}^{i_{2}} \mathcal{V}_{1}^{i_{1}}}\left(x_{2}^{0}, x_{1}^{0}\right)=\frac{1}{3} \sum_{\mu=1}^{3}\left\langle\mathcal{V}_{d_{2}}^{x_{2}^{0} \mu i_{2}} \mathcal{V}_{1}^{x_{1}^{0} \mu i_{1}}\right\rangle \quad d_{2}=1, \mathrm{c} \quad i_{2}, i_{1}=0,3,8
$$

The correlation function $C_{\mathcal{V}_{d_{2}, \mathrm{R}}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}$ of two renormalised electromagnetic currents is obtained from eq. 13.8 applying the renormalisation factors from eq. 13.42 :

$$
\begin{equation*}
C_{\mathcal{V}_{d_{2}, \mathrm{R}}^{\gamma}} \mathcal{V}_{1, \mathrm{R}}^{\gamma}=\sum_{i_{2}, i_{1}}\left(Z_{\mathcal{V}_{d_{2}, \mathrm{R}}^{3} \mathcal{V}_{d_{2}}^{i_{2}}}+\frac{1}{\sqrt{3}} Z_{\mathcal{V}_{d_{2}, \mathrm{R}}^{8} \mathcal{V}_{d_{2}}^{i_{2}}}\right)\left(Z_{\mathcal{V}_{1, \mathrm{R}}^{3} \mathcal{V}_{1}^{i_{1}}}+\frac{1}{\sqrt{3}} Z_{\mathcal{V}_{1, \mathrm{R}}^{8}} \mathcal{V}_{1}^{i_{1}}\right) C_{\mathcal{V}_{d_{2}}^{i_{2}} \mathcal{V}_{1}^{i_{1}}} \tag{14.7}
\end{equation*}
$$

As we can only access the correlation function $C_{\mathcal{V}_{\mathrm{R}}^{\gamma}} \mathcal{V}_{\mathrm{R}}^{\gamma}\left(x_{2}^{0}, x_{1}^{0}\right)$ on a discrete set of time separations, we replace the integration in eq. 14.5 by a discrete summation. In principle, it is also possible to approximate the integration by a higher-order quadrature [266], such as the trapezoidal rule or the analytic integration of a spline interpolation, but there is no relevant advantage over performing a simple summation. In chapter 13, we have observed that the vector-vector correlation function shows a noise problem at large time distances. For the determination of the hadronic polarisation function we, however, have to integrate over the entire time range. The naive integral possesses a growing uncertainty, such that no information can be extracted. A possibility to circumvent this problem is the reconstruction of the correlation function at large time distances. As discussed in chapter 10, all Euclidean two-point correlation functions can be decomposed into linear combinations of exponential functions, whose decay rates are characterised by the masses of the corresponding states. At large time distances, only the states with the smallest masses contribute, such that the behaviour of the correlation function can be entirely described in terms of these states. In this thesis, we reconstruct the vector-vector correlation function only considering the ground state contribution, i.e. the correlation function is replaced in the integration by its zeroth-order reconstruction

$$
\begin{equation*}
\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}, \text { rec }}\left(t_{2}, t_{1}\right)\right)^{(0)}=c^{(0)} \exp \left(-m^{(0)}\left(t_{2}-t_{1}\right)\right) \tag{14.8}
\end{equation*}
$$

and its first-order reconstruction

$$
\begin{equation*}
\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}, \mathrm{rec}}\left(t_{2}, t_{1}\right)\right)_{l}^{(1)}=\left(c_{l}^{(1)}-c^{(0)} m_{l}^{(1)}\left(t_{2}-t_{1}\right)\right) \exp \left(-m^{(0)}\left(t_{2}-t_{1}\right)\right) \tag{14.9}
\end{equation*}
$$

We denote the time at which we switch from the measured correlation function to its reconstruction as $x_{\mathrm{swi}}^{0}$. In addition, as the lattice is finite in the temporal direction, we have to truncate the infinite summation, before boundary effects set in. We call the
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time separation, at which we truncate the summation, $x_{\text {cut }}^{0}$. Eventually, we compute the zeroth-order contribution of the hadronic vacuum polarisation function according to

$$
\begin{align*}
\left(\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma} \nu_{\mathrm{R}}^{\gamma}}\left(p^{2}\right)\right)^{(0)}= & \sum_{x^{0}=0}^{x_{\mathrm{swi}}^{0}} K\left(p^{2}, x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma}} \mathcal{V}_{\mathrm{R}}^{\gamma}\left(x^{0}, 0\right)\right)^{(0)}  \tag{14.10}\\
& +\sum_{x^{0}=x_{\mathrm{swi}}^{0}+1}^{x_{\mathrm{cut}}^{0}} K\left(p^{2}, x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{\nu}_{\mathrm{R}}^{\gamma}, \text { rec }}\left(x^{0}, 0\right)\right)^{(0)} .
\end{align*}
$$

For the expansion parameters $l=\Delta m_{\mathrm{u}}, \Delta m_{\mathrm{d}}, \Delta m_{\mathrm{s}}, \Delta \beta$ the first-order contribution reads

$$
\begin{align*}
&\left(\hat{\Pi}_{\mathcal{V}_{\mathbf{R}}^{\gamma} \mathcal{V}_{\mathbf{R}}^{\gamma}}\left(p^{2}\right)\right)_{l}^{(1)}= \sum_{x^{0}=0}^{x_{\mathrm{swi}}^{0}} K\left(p^{2}, x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{L}_{\mathbf{R}}^{\gamma}}\left(x^{0}, 0\right)\right)_{l}^{(1)}  \tag{14.11}\\
&+\sum_{x^{0}=x_{\mathrm{swi}}^{0}+1}^{x_{\mathrm{cut}}^{0}} K\left(p^{2}, x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma}} \mathcal{V}_{\mathrm{R}}^{\gamma}\right. \text { rec } \\
&\left.\left(x^{0}, 0\right)\right)_{l}^{(1)}
\end{align*}
$$

In contrast, we have to additionally substract the QCD-disconnected part [276] for the expansion parameters $l=e^{2}$ :

$$
\begin{align*}
\left(\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma}} \mathcal{V}_{\mathrm{R}}^{\gamma}\left(p^{2}\right)\right)_{e^{2}}^{(1)}= & \sum_{x^{0}=0}^{x_{\mathrm{swi}}^{0}} K\left(p^{2}, x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}\left(x^{0}, 0\right)\right)_{e^{2}}^{(1)}  \tag{14.12}\\
& +\sum_{x^{0}=x_{\mathrm{swi}}^{0}+1}^{x_{\mathrm{cut}}^{0}} K\left(p^{2}, x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{R}_{\mathrm{R}}^{\gamma}, \text { rec }}\left(x^{0}, 0\right)\right)_{e^{2}}^{(1)} \\
& -\left(\left(\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{L}_{\mathrm{R}}^{\gamma}}\left(p^{2}\right)\right)^{(0)}\right)^{2} .
\end{align*}
$$

As stated in chapter 13, we only consider quark-connected contributions to the vectorvector correlation function. Hence, we do not have to manually subtract the QCDdisconnected part for the moment, as it is absent in our current analysis.

### 14.3.1. $\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}}$ from $C_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{\nu}_{1, \mathrm{R}}^{\gamma}}$

The subtracted hadronic vacuum polarisation function $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{R}^{\gamma}}$ can be extracted from the correlation function $C_{\mathcal{V}_{c, R}^{\gamma}} \mathcal{V}_{1, \mathrm{R}}^{\gamma}$, where both the local and conserved vector current have been used. Hence, the renormalisation factors for the local vector current contribute only once in eq. (14.7). As discussed in the previous section, we first determine the mass and the proportionality factor of the lowest accessible state of $C_{V_{c, R}^{\gamma} V_{1, R}^{\gamma}}$ in order to reconstruct the correlation function at long time differences. The relevant fits are depicted in figs. 14.1 and 14.2 for the zeroth-order and first-order contribution, respectively. We obtain the fit
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Figure 14.1.: Parameters of the fit to the correlation function $\left(C_{\mathcal{C}_{\mathrm{c}, \mathrm{R}}^{\gamma}} \nu_{1, \mathrm{R}}^{\gamma}\right)^{(0)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.
results $c$ and $a m$ in dimensionless units:

$$
\begin{align*}
c= & -0.00032(6)  \tag{14.13}\\
& -0.0034(16) a \Delta m_{\mathrm{u}}-0.00024(12) a \Delta m_{\mathrm{d}}+0.0065(7) a \Delta m_{\mathrm{s}} \\
& +0.044(19) \Delta \beta-0.00031(17) e^{2}, \\
a m= & 0.258(9)  \tag{14.14}\\
& +2.9(4) a \Delta m_{\mathrm{u}}+0.210(32) a \Delta m_{\mathrm{d}}-0.11(15) a \Delta m_{\mathrm{s}} \\
& -14(7) \Delta \beta+0.31(4) e^{2} .
\end{align*}
$$

We insert the results into eqs. (14.8) and $(14.9)$ and determine the reconstrcution of correlation function $C_{\mathcal{C}_{c, \mathrm{R}}^{\gamma}}^{\gamma} \nu_{1, \mathrm{R}}^{\gamma}$, rec according to eqs. 14.10 to 14.12 . We determine $x_{\mathrm{swi}}^{0}$ and $x_{\text {cut }}^{0}$ observing the dependence of $\hat{\Pi}_{\mathcal{c}_{\mathrm{c}, \mathrm{R}}^{\gamma} \nu_{1, \mathrm{R}}^{\gamma}}$ evaluated at $p^{2}=1 \mathrm{GeV}^{2}$ on the latter quantities. The results are displayed in figs. 14.3 and $14.4 x_{\mathrm{swi}}^{0}$ is selected within the interval used to fit the asymptotic behaviour, avoiding the growing noise. $x_{\text {cut }}^{0}$ has to be chosen large enough, such that the excluded contributions from even larger time separations are negligible compared to the overall statistical precision. The results are depicted in figs. 14.5 and 14.6 for the zeroth- and the individual first-order contributions, respectively. We observe that an increase in the quark masses consistently leads to a decrease in the vacuum polarisation function for all quark flavours. The total first-order contribution, including the expansion parameters $\Delta \varepsilon$, is displayed in fig. 14.6.
14.3.2. $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \nu_{R}^{\gamma}}$ from $C_{\mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$

Similarly, $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{R}^{\gamma}}$ can also be extracted from the correlation function $C_{\mathcal{V}_{1 . R}^{\gamma} \mathcal{L}_{1 . R}^{\gamma}}$. In this setup, the matrix of renormalisation factors $Z \mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}$ enters twice in eq. (14.7), as both
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Figure 14.2.: Parameters of the fit to the correlation function $\left(C_{\mathcal{V}_{c, R}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}\right)_{l}^{(1)}$ and relative deviation between the correlation function and the corresponding fit on N200. The selected fit is marked in grey. The grey lines enclose the fit interval.


Figure 14.3.: Hadronic vacuum polarisation function $\left(\hat{\Pi}_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma}} \mathcal{\nu}_{1, \mathrm{R}}^{\gamma}\right)^{(0)}$ evaluated at $p^{2}=$ $1 \mathrm{GeV}^{2}$ as a function of $x_{\mathrm{swi}}^{0}$ and $x_{\text {cut }}^{0}$ on N200. The selected value is marked in grey.
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Figure 14.4.: Hadronic vacuum polarisation function $\left(\hat{\Pi}_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}} \mathcal{V}_{1, \mathrm{R}}^{\gamma}\right)_{l}^{(1)}$ evaluated at $p^{2}=$ $1 \mathrm{GeV}^{2}$ as a function of $x_{\text {swi }}^{0}$ and $x_{\text {cut }}^{0}$ on N200. The selected value is marked in grey.


Figure 14.5.: Hadronic vacuum polarisation function $\left.\left(\hat{\Pi}_{\mathcal{V}_{c, R}}^{\gamma} \mathcal{V}_{1, R}^{\gamma}\right)\right)^{(0)}$ extracted from the correlation function $\left(C_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma}} \mathcal{V}_{1, \mathrm{R}}^{\gamma}\right)^{(0)}$ on N 200 .
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Figure 14.6.: Hadronic vacuum polarisation function $\left(\hat{\Pi}_{\mathcal{V}_{c, R}^{\gamma} \mathcal{V}_{1, R}^{\gamma}}\right)_{l}^{(1)}$ extracted from the correlation function $\left(C_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}\right)_{l}^{(1)}$ on N200.


Figure 14.7.: Hadronic vacuum polarisation function $\sum_{l} \Delta \varepsilon_{l}\left(\hat{\Pi}_{\mathcal{V}_{c, R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}\right)_{l}^{(1)}$ extracted from the correlation function $\sum_{l} \Delta \varepsilon_{l}\left(C_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma}} \mathcal{V}_{1, \mathrm{R}}^{\gamma}\right)_{l}^{(1)}$ on N200.
vector currents renormalise non-trivially. We omit a detailed discussion, which does not give any new insights, and refer to the next section for the results.

### 14.4. Discussion and Outlook

In this chapter, we have determined the quark-connected contributions to the hadronic vacuum polarisation function. An overview of the results for the ensembles N200, D450 and H102 is displayed in fig. 14.8 and in table 14.1. For small energies, the results of the two considered discretisations are compatible, whereas they start to differ for larger energies. This is not a sign of an inconsistency, as no extrapolation to the continuum limit was performed, i.e. the two discretisations may differ by lattice artifacts. Nevertheless, the definition of the renormalisation condition of the local vector current, which depends on the lightest state accessible via the vector-vector correlation function, ensures that both discretisations lead to compatible results for the HVP function in the low energy regime. We are able to determine the isosymmetric contribution to the hadronic vacuum polarisation function $\left(\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{1, R}^{\gamma}}\right)^{(0)}$ with a relative statistical precision of $O(1 \%)$ at $1 \mathrm{GeV}^{2}$. The dominant contribution to the total error comes from the scale setting uncertainty. The first-order corrections $\left(\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma} \nu_{1, R}^{\gamma}}\right)^{(1)}$ are $O(1 \%)$ of the isosymmetric contribution at $1 \mathrm{GeV}^{2}$, such that they are of the same order of magnitude as the error of the isosymmetric contribution. First-order effects are equipped with an error between $O(10 \%)$ and $O(100 \%)$, depending on the considered ensemble.

In this thesis, we neglect isosymmetric quark-disconnected contributions, which contribute with a magnitude of $O(5-10) \%$ of the quark-connected isosymmetric contribution at $1 \mathrm{GeV}^{2}$ [277. Contributions from the charm quark, which can only be treated in the quenched approximation, as the gauge configurations were generated without a dynamical charm quark, are of similar magnitude [277]. Both contributions should be added for completeness in the future. Further neglected subleading contributions arise form firstorder quark-disconnected diagrams, which presumably give corrections smaller than the considered first-order quark-connected diagrams [200].
In this analysis, we have used a very simple model for the reconstruction of the vectorvector correlation function at large time distances, as we only consider a single state to describe the asymptotic behaviour of the correlation function. In principle, it is possible to improve the reconstruction by taking further states into account [261, 268]. For ensembles with light pion masses, the observed asymptotic state is in fact a superposition of multipion states with relative angular momentum. These states are associated with the $\rho^{0}$ and $\omega$ resonances. We cannot entangle these states directly, as the signal deteriorates too fast. Nevertheless, a dedicated GEVP spectroscopy analysis based on an extended set of interpolation operators suited for multi-pion states can be performed at least in the isosymmetric theory [64, 278].

Another approach to deal with the signal-to-noise problem of the vector-vector correlation function at large time distances is the bounding method [245, 279]. Instead of replacing the correlation function by a reconstruction for times larger than $x_{\mathrm{swi}}^{0}$, one de-


Figure 14.8.: Zeroth- and first-order contribution to the hadronic vacuum polarisation function $\left(\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{R}^{\gamma}}\right)^{(0)}$ and $\left(\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{R}^{\gamma}}\right)^{(1)}$ from the discretisations $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$ and $\hat{\Pi}_{l_{1, R}^{\gamma} \nu_{l, R}^{\gamma}}$.
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| $p^{2}\left[\mathrm{GeV}^{2}\right]$ | $\hat{\Pi}_{V_{1, \mathrm{R}} \mathrm{V}_{1, \mathrm{R}}}[1]$ | $\hat{\Pi}_{V_{\mathrm{c}, \mathrm{R}} \mathrm{V}_{1, \mathrm{R}}}[1]$ |
| :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \left(0.03117(21)_{\mathrm{st}}(36)_{\mathrm{a}}[41]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000054[19]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.03071(22)_{\mathrm{st}}(35)_{\mathrm{a}}[41]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000054[20]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 3.0 | $\begin{aligned} & \left(0.04918(23)_{\mathrm{st}}(39)_{\mathrm{a}}[45]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000094[21]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.04779(23)_{\mathrm{st}}(36)_{\mathrm{a}}[42]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000081[21]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 5.0 | $\begin{aligned} & \left(0.05781(23)_{\mathrm{st}}(39)_{\mathrm{a}}[45]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000114[21]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.05555(24)_{\mathrm{st}}(34)_{\mathrm{a}}[41]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000090[21]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 7.0 | $\begin{aligned} & \left(0.06352(24)_{\mathrm{st}}(39)_{\mathrm{a}}[46]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000129[22]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.06044(24)_{\mathrm{st}}(33)_{\mathrm{a}}[40]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000095[21]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 9.0 | $\begin{aligned} & \left(0.06779(24)_{\mathrm{st}}(39)_{\mathrm{a}}[46]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000141[22]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.06394(24)_{\mathrm{st}}(32)_{\mathrm{a}}[39]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000098[21]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |

(a) N200 $\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$

| $p^{2}\left[\mathrm{GeV}^{2}\right]$ | $\hat{\Pi}_{V_{1, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}}[1]$ | $\hat{\Pi}_{V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}}[1]$ |
| :--- | :--- | :--- |
| 1.0 | $\left(0.03266(15)_{\mathrm{st}}(39)_{\mathrm{a}}[42]_{\mathrm{tot}}\right)^{(0)}$ | $\left(0.03200(16)_{\mathrm{st}}(37)_{\mathrm{a}}[41]_{\mathrm{tot}}\right)^{(0)}$ |
|  | $+\left(0.000138[29]_{\mathrm{tot}}\right)^{(1)}$ | $+\left(0.000120[29]_{\mathrm{tot}}\right)^{(1)}$ |
| 3.0 | $\left(0.05052(16)_{\mathrm{st}}(41)_{\mathrm{a}}[44]_{\mathrm{tot}}\right)^{(0)}$ <br>  <br>  <br> $+\left(0.000188[30]_{\mathrm{tot}}\right)^{(1)}$ | $\left(0.04861(17)_{\mathrm{st}}(37)_{\mathrm{a}}[41]_{\mathrm{tot}}\right)^{(0)}$ |
| 5.0 | $\left(0.05900(16)_{\mathrm{st}}(41)_{\mathrm{a}}[44]_{\mathrm{tot}}\right)^{(0)}$ | $+\left(0.000154[30]_{\mathrm{tot}}\right)^{(1)}$ |
|  | $+\left(0.05597(17)_{\mathrm{st}}(35)_{\mathrm{a}}[39]_{\mathrm{tot}}\right)^{(0)}$ |  |
|  | $+\left(0.000212[30]_{\mathrm{tot}}\right)^{(1)}$ | $+\left(0.000164[31]_{\mathrm{tot}}\right)^{(1)}$ |
| 7.0 | $\left(0.06458(16)_{\mathrm{st}}(41)_{\mathrm{a}}[44]_{\mathrm{tot}}\right)^{(0)}$ | $\left(0.06053(17)_{\mathrm{st}}(33)_{\mathrm{a}}[37]_{\mathrm{tot}}\right)^{(0)}$ |
|  | $+\left(0.000229[30]_{\mathrm{tot}}\right)^{(1)}$ | $+\left(0.000169[31]_{\mathrm{tot}}\right)^{(1)}$ |
| 9.0 | $\left(0.06871(16)_{\mathrm{st}}(41)_{\mathrm{a}}[44]_{\mathrm{tot}}\right)^{(0)}$ | $\left(0.06375(17)_{\mathrm{st}}(31)_{\mathrm{a}}[36]_{\mathrm{tot}}\right)^{(0)}$ |
|  | $+\left(0.000242[30]_{\mathrm{tot}}\right)^{(1)}$ | $+\left(0.000173[31]_{\mathrm{tot}}\right)^{(1)}$ |

(b) D450 $\left(a=0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$

| $p^{2}\left[\mathrm{GeV}^{2}\right]$ | $\hat{\Pi}_{V_{1, \mathrm{R}} \mathrm{V}_{1, \mathrm{R}}}[1]$ | $\hat{\Pi}_{V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}}[1]$ |
| :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \left(0.02876(10)_{\mathrm{st}}(35)_{\mathrm{a}}[36]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000112[11]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.02797(11)_{\mathrm{st}}(33)_{\mathrm{a}}[35]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000104[11]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 3.0 | $\begin{aligned} & \left(0.04562(11)_{\mathrm{st}}(38)_{\mathrm{a}}[39]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000155[12]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.04339(12)_{\mathrm{st}}(33)_{\mathrm{a}}[35]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000129[12]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 5.0 | $\begin{aligned} & \left(0.05366(11)_{\mathrm{st}}(38)_{\mathrm{a}}[40]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000176[12]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.05017(12)_{\mathrm{st}}(31)_{\mathrm{a}}[33]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000136[12]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |
| 7.0 | $\begin{aligned} & \left(0.05891(12)_{\mathrm{st}}(37)_{\mathrm{a}}[39]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000192[12]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.05432(12)_{\mathrm{st}}(29)_{\mathrm{a}}[31]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000140[13]_{\mathrm{tot}}\right)^{(1)} \\ & \hline \end{aligned}$ |
| 9.0 | $\begin{aligned} & \left(0.06277(12)_{\mathrm{st}}(37)_{\mathrm{a}}[39]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000203[13]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ | $\begin{aligned} & \left(0.05721(12)_{\mathrm{st}}(27)_{\mathrm{a}}[29]_{\mathrm{tot}}\right)^{(0)} \\ & +\left(0.000142[13]_{\mathrm{tot}}\right)^{(1)} \end{aligned}$ |

(c) $\mathrm{H} 102\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$

Table 14.1.: Zeroth- and first-order contribution to the hadronic vacuum polarisation function $\left(\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{R}^{\gamma}}\right)^{(0)}$ and $\left(\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{R}^{\gamma}}\right)^{(1)}$ from the discretisations $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{1, R}^{\gamma}}$ and $\hat{\Pi}_{\mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$.
rives, based on the spectral decomposition of $C$, for $x_{\mathrm{swi}}^{0} \leq x^{0}$ the inequalities

$$
\begin{align*}
0 & <C\left(x_{\mathrm{swi}}^{0}\right) \exp \left(-m_{\mathrm{eff}}\left(x_{\mathrm{swi}}^{0}\right)\left(x^{0}-x_{\mathrm{swi}}^{0}\right)\right) \leq C\left(x^{0}\right),  \tag{14.15}\\
C\left(x^{0}\right) & \leq C\left(x_{\mathrm{swi}}^{0}\right) \exp \left(-m_{0}\left(x^{0}-x_{\mathrm{swi}}^{0}\right)\right) \tag{14.16}
\end{align*}
$$

which limit $C\left(x^{0}\right)$ from below and above. $m_{\text {eff }}$ denotes the effective mass associated to the correlation function $C$ and $m_{0}$ is the smallest mass of the spectral representation of $C$. It is not obvious that the bounding method can be applied for individual contributions of the perturbative expansion. Nevertheless, it is applicable to the combined zeroth- and first-order contributions, after the expansion parameters $\Delta \varepsilon$ have been fixed. Similar to the reconstruction method, additional states can be considered in the inequality to narrow the bounds.

In the literature, various treatments of finite volume effects with regard to the hadronic vacuum polarisation function are discussed [34, 280]. One possibility is to correct for QCD finite volume effects using chiral perturbation theory [281, 282], assuming that the effect can be mainly described by a two-pion state. This framework can also be extended to QCD+QED. In particular, finite volume effects associated with the electromagnetic interaction can be treated by scalar QED [199], also taking the electromagnetic charge of the pions into account. Other approaches to treat QCD finite volume effects [200, 277] rely on the Lellouch-Lüscher formalism [283-285] in combination with the timelike pion form factor and the Gounaris-Sakurai parametrisation [286].

As already anticipated in the introduction of this chapter, the hadronic vacuum polarisation function $\hat{\Pi}_{\mathcal{V}^{\gamma} \mathcal{V}^{\gamma}}$ is relevant for the computation of several high-precision observables. It is directly related to the renormalisation of the electromagnetic charge, and hence to the
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running of the fine-structure constant $\alpha_{\mathrm{em}}$. In the on-shell scheme, the running coupling is parametrised as [272, 277]

$$
\begin{equation*}
\alpha_{\mathrm{em}}\left(p^{2}\right)=\frac{\alpha_{\mathrm{em}}}{1-\Delta \alpha_{\mathrm{em}}\left(p^{2}\right)} \tag{14.17}
\end{equation*}
$$

where $\Delta \alpha_{\mathrm{em}}\left(p^{2}\right)$ is the sum of leptonic and hadronic contributions. Leptonic contributions are commonly calculated by means of perturbation theory. As lattice simulations are performed in Euclidean spacetime, only spacelike momenta can be accessed in the hadronic contribution. The latter can be expressed in terms of the hadronic vacuum polarisation function as

$$
\begin{equation*}
\left(\Delta \alpha_{\mathrm{em}}\right)_{\mathrm{had}}\left(-p^{2}\right)=4 \pi \alpha \hat{\Pi}_{\mathcal{V}^{\gamma} \mathcal{V}^{\gamma}}\left(p^{2}\right) \tag{14.18}
\end{equation*}
$$

Other quantities, related to the hadronic vacuum polarisation function, are the hadronic contributions to the anomalous magnetic moments of the leptons $e, \mu$ and $\tau$. We will discuss the case of the muon in more detail in chapter 15 .

The hadronic vacuum polarisation function is derived from the expectation value of two electromagnetic currents, which only couple to quarks. A similar calculation can be performed in order to determine hadronic contributions to the running of the weak mixing angle [271, 272, [277, 287-289]. In the on-shell scheme, its energy dependence is parametrised by

$$
\begin{equation*}
\sin ^{2} \theta_{\mathrm{W}}\left(p^{2}\right)=\sin ^{2} \theta_{\mathrm{W}}\left(1+\Delta \sin ^{2} \theta_{\mathrm{W}}\left(p^{2}\right)\right) \tag{14.19}
\end{equation*}
$$

where $\sin ^{2} \theta_{\mathrm{W}}$ denotes the value in the low energy limit. Hadronic contributions to $\Delta \sin ^{2} \theta_{\mathrm{W}}\left(p^{2}\right)$ can be related to the vacuum polarisation function $\hat{\Pi}_{\mathcal{V}^{z} \mathcal{V}^{\gamma}}\left(p^{2}\right)$, which describes the kinetic mixing between the photon on the $Z$-boson. The vector part of the current associated to the $Z$-boson can be decomposed into [288]

$$
\begin{equation*}
\mathcal{V}^{Z}=\mathcal{V}^{3}-\sin ^{2} \theta_{\mathrm{W}} \mathcal{V}^{\gamma} \tag{14.20}
\end{equation*}
$$

Having computed the correlation functions $C_{\mathcal{V}^{i_{2}} \mathcal{V}^{i_{1}}}$ for all $i_{2}, i_{1}=0,3,8$, we can easily construct the correlation function $C_{\mathcal{V}^{3} \mathcal{V}^{\gamma}}$, which is required for the evaluation of $\hat{\Pi}_{\mathcal{V}^{z} \mathcal{V}^{\gamma}}\left(p^{2}\right)$ in addition to $C_{\mathcal{V}^{\gamma}} \mathcal{V}^{\gamma}$. The hadronic contribution to the running of the weak mixing angle is then obtain by

$$
\begin{equation*}
\left(\Delta \sin ^{2} \theta_{\mathrm{W}}\right)_{\mathrm{had}}\left(-p^{2}\right)=-\frac{e^{2}}{\sin ^{2} \theta_{\mathrm{W}}} \hat{\Pi}_{\mathcal{V}^{z} \mathcal{V}^{\gamma}}\left(p^{2}\right) \tag{14.21}
\end{equation*}
$$

## 15. The HVP contribution to the muon anomalous magnetic moment

The anomalous magnetic moment of the muon $a_{\mu}$, which is currently known with a precision of 0.5 ppm [26], serves as a probe for physics beyond the Standard Model. Comparing the most accurate theoretical and experimental determinations, one finds a discrepancy of about $3-4 \sigma$ [29]. In this chapter, we compute leading isospin breaking effects of the hadronic vacuum polarisation contribution to $a_{\mu}$, which is the leading order contribution from QCD and dominates the overall uncertainty. The introductory part of this chapter is based on the recent review articles [33, 34, [280, the summary article of the Muon g-2 Theory Initiative [29] and the textbook by Jegerlehner [22].

### 15.1. The anomalous magnetic moment of the muon

The magnetic moment of the muon $\vec{M}$ is related to its spin angular momentum $\vec{S}$ by

$$
\begin{equation*}
\vec{M}=g_{\mu} \frac{e}{2 m_{\mu}} \vec{S}, \tag{15.1}
\end{equation*}
$$

where $g_{\mu}$ denotes the gyromagnetic ratio. The Dirac equation predicts a value of $g_{\mu}=2$. Quantum field theoretical effects lead to an alteration of $g_{\mu}$. One defines the anomalous magnetic moment

$$
\begin{equation*}
a_{\mu}=\frac{g_{\mu}-2}{2}, \tag{15.2}
\end{equation*}
$$

which measures the deviation from the Dirac prediction.

### 15.1.1. Experimental determination

The anomalous magnetic moment of the muon has been measured in three experiments at CERN [290-292], beginning in the 1960s. The most up-to-date experimental determination of $a_{\mu}$ was made by the E821 experiment at Brookhaven National Laboratory in 2006 [26], where a value of

$$
\begin{equation*}
a_{\mu}^{(\exp )}=11659208.0(6.3) \cdot 10^{-10} \tag{15.3}
\end{equation*}
$$

was found with an uncertainty of 0.54 ppm . In this experiment, accelerated protons are scattered at a Nickel target. In this process, charged pions are emitted, which decay into muons and antineutrinos in a decay channel. The muons, which are spin-polarised in this
15. The HVP contribution to the muon anomalous magnetic moment
decay, feature a spin parallel to the direction of flight. They are injected into a storage ring in the horizontal plane, which possesses a vertical homogeneous magnetic field $\vec{B}$. The muons circulate in the storage ring with the cyclotron angular frequency [22, 26, 293]

$$
\begin{equation*}
\vec{\omega}_{\mathrm{c}}=-\frac{q \vec{B}}{m_{\mu} \gamma} . \tag{15.4}
\end{equation*}
$$

As the spin of the muon is not aligned with the magnetic field, it starts a Larmor precession in the horizontal plane with the spin angular frequency [22, 26, 293]

$$
\begin{equation*}
\vec{\omega}_{\mathrm{s}}=-\frac{g_{\mu} q \vec{B}}{2 m_{\mu}}-(1-\gamma) \frac{q \vec{B}}{\gamma m} . \tag{15.5}
\end{equation*}
$$

The anomalous precession frequency $\vec{\omega}_{\mathrm{a}}$ describes the precession relative to the muon momentum and is given by the difference of the cyclotron and the spin frequency [22, 26, 293

$$
\begin{equation*}
\vec{\omega}_{\mathrm{a}}=\vec{\omega}_{\mathrm{s}}-\vec{\omega}_{\mathrm{c}}=-a_{\mu} \frac{q \vec{B}}{m_{\mu}} \tag{15.6}
\end{equation*}
$$

In the E821 experiment, electric quadrupoles are used to vertically focus the muon beam in the storage ring. In the muon rest frame, this electric field is seen as an additional magnetic field, which affects the spin precession frequency. For a velocity $\beta$ perpendicular to $\vec{E}$ and $\vec{B}$, the expression for the anomalous precession frequency is altered to [22, 26, 293]

$$
\begin{equation*}
\vec{\omega}_{\mathrm{a}}=-\frac{q}{m}\left(a_{\mu} \vec{B}-\left(a_{\mu}-\frac{1}{\gamma^{2}-1}\right) \frac{\vec{\beta} \times \vec{E}}{c}\right) . \tag{15.7}
\end{equation*}
$$

If one chooses $\gamma=29.3$, which is equivalent to a "magic" muon momentum of $3.094 \mathrm{GeV} / c$, the coefficient $\left(a_{\mu}-\frac{1}{\gamma^{2}-1}\right)$ vanishes. In this case, the magnetic field $\vec{B}$ of the storage ring determines the precession frequency alone [22, 26, 293]. The muon finally decays into an electron, a neutrino and an anti-neutrino. The direction of the electron trajectory and of the muon spin are correlated due to maximal parity violation of the weak decay. The electrons are finally detected by an electromagnetic calorimeter. The magnetic field $\vec{B}$ is measured using nuclear magnetic resonance. It is proportional to the Larmor frequency of stationary protons $\omega_{p}=g_{p} \frac{e B}{2 m_{p}}$ [293]. The average magnetic field seen by the muons is described by $\tilde{\omega}_{p}$. The anomalous magnetic moment of the muon can now be determined from [22, 26]

$$
\begin{equation*}
a_{\mu}=\frac{\omega_{\mathrm{a}}}{\omega_{\mathrm{L}}-\omega_{\mathrm{a}}}=\frac{\omega_{a} / \tilde{\omega}_{p}}{\omega_{a} / \tilde{\omega}_{L}-\omega_{a} / \tilde{\omega}_{p}}, \tag{15.8}
\end{equation*}
$$

where $\omega_{\mathrm{L}}$ denotes the Larmor precession frequency of the muon. In the experiment the ration $\omega_{a} / \tilde{\omega}_{L}$ is determined. $\omega_{a} / \tilde{\omega}_{L}$ is extracted from the hyperfine structure of muonium [22, 26, 293].

Currently, there are two new experiments aiming for a reduction of the overall experimental uncertainty by a factor of four: the E989 experiment at Fermilab [294], which started in 2018, and the E34 experiment at J-PARC, which plans to start in 2024 [295].


Figure 15.1.: LO-HVP and HLbL contributions to the anomalous magnetic moment of the muon $a_{\mu}$.

### 15.1.2. Theoretical prediction

| Contribution | $a_{\mu} \times 10^{11}$ | Ref. |
| :--- | :--- | :--- |
| QED (order $\left.\mathcal{O}\left(\alpha^{5}\right)\right)$ | $116584718.93 \pm 0.10$ | $[296, ~ 297]$ |
| Electroweak | $153.6 \pm 1.0$ | $[298, ~ 299]$ |
| QCD |  |  |
| $\quad$ HVP (LO) | $6931 \pm 40$ | $[300] 305]$ |
| HVP (NLO) | $-98.3 \pm 0.7$ | $[305]$ |
| $\quad$ HVP (NNLO) | $12.4 \pm 0.1$ | $[306]$ |
| $\quad$ HLbL | $94 \pm 19$ | $[29, ~ 307]$ |
| Total (theory) | $116591810 \pm 43$ | $[29]$ |
| Experiment | $116592089 \pm 63$ | $[26]$ |

Table 15.1.: Standard Model contributions to the anomalous magnetic moment of the muon $a_{\mu}$ in comparison to the experimental value. Table extracted from [280].

The Standard Model prediction of the anomalous magnetic moment of the muon [29]

$$
\begin{equation*}
a_{\mu}^{(\text {theo })}=116591810(43) \cdot 10^{-11} \tag{15.9}
\end{equation*}
$$

is known with an uncertainty of 0.39 ppm . It can be split up into the three contributions

$$
\begin{equation*}
a_{\mu}=a_{\mu}^{\mathrm{QED}}+a_{\mu}^{\mathrm{QCD}}+a_{\mu}^{\mathrm{EW}} \tag{15.10}
\end{equation*}
$$

from the electromagnetic, the strong and the electro-weak interaction. The magnitudes of the various contributions are presented in table 15.1. The largest contribution is given by QED, which is known up to $O\left(\alpha^{5}\right)$ and possesses the smallest absolute and relative error. The second largest contribution comes from QCD, which contributes most to the overall error of $a_{\mu}$. The electro-weak contribution is the smallest. The dominant QCD contribution is given by the LO-HVP contribution, which is proportional to $\alpha^{2}$ and depicted in
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Figure 15.2.: Left: Results from lattice QCD and the R-ratio for the LO-HVP contribution. The blue band represent the value from table 15.1 Right: Components of the LO-HVP contribution to $a_{\mu}$ from lattice QCD. Figures extracted from [280].
fig. 15.1 Higher-order QCD contributions entering at $\alpha^{3}$ are the hadronic light-by-light (HLbL), depicted in fig. 15.1, and the NLO-HVP contributions, which are represented by Feynman diagrams with multiple insertions of the HVP function.

Comparing the theoretical prediction and the experimental value in fig. 15.2, one finds a discrepancy of about $3-4 \sigma$ [29], such that $a_{\mu}$ is a candidate to search for physics beyond the SM. To achieve a similar precision of the SM prediction as planned for the upcoming experiments at Fermilab [27] and JPARC [28], the LO-HVP contribution $a_{\mu, \mathrm{HVP}}$ has to be determined with a precision of $0.2 \%$ [34]. Figure 15.2 depicts the results for the determinations of $a_{\mu, \mathrm{HVP}}$. The most accurate predictions originate from a data-driven approach based on the optical theorem and the dispersion integral [29]

$$
\begin{equation*}
a_{\mu, \mathrm{HVP}}=\frac{\alpha^{2}}{3 \pi^{2}} \int_{m_{\pi}^{2}}^{\infty} \mathrm{d} s \frac{K(s)}{s} R(s) . \tag{15.11}
\end{equation*}
$$

The kernel function is given by [29]

$$
\begin{equation*}
K(s)=\frac{x^{2}}{2}\left(2-x^{2}\right)+\frac{\left(1+x^{2}\right)(1+x)^{2}}{x^{2}}\left(\log (1+x)-x+\frac{x^{2}}{2}\right)+\frac{1+x}{1-x} x^{2} \log (x) \tag{15.12}
\end{equation*}
$$

with $x=\frac{1-\beta_{\mu}}{1+\beta_{\mu}}$ and $\beta_{\mu}=\sqrt{1-\frac{4 m_{\mu}^{2}}{s}}$. The R-ratio [29]

$$
\begin{equation*}
R(s)=\frac{\sigma\left(e^{+} e^{-} \rightarrow \text { hadrons }(+\gamma)\right)}{\frac{4 \pi \alpha^{2}}{3 s}} \tag{15.13}
\end{equation*}
$$

is determined from the cross section $\sigma\left(e^{+} e^{-} \rightarrow\right.$ hadrons $\left.(+\gamma)\right)$, which is measured experimentally. However, it is preferable to determine $a_{\mu, \mathrm{HVP}}$ from an ab-initio calculation based
on lattice QCD. Only the BMW results from 2020 [200] possess a precision similar to the approach based on the R-ratio, as depicted in fig. 15.2, Commonly, the LO-HVP contribution to $a_{\mu}$ is split into several parts: The connected light, strange and charm quark contributions, the disconnected contributions and the isospin breaking contribution. The relative sizes of the various contributions are depicted in fig. 15.2. In this thesis, we are mainly interested in the isospin breaking contribution, which is of $O(1 \%)$, but we also compute the sum of the strange and the light quark contributions, which are defined in the isosymmetric limit. We do not consider charm and quark-disconnected contributions.

### 15.2. The time-momentum representation of the hadronic vacuum polarisation contribution

Making use of the time-momentum representation, the LO-HVP contribution $a_{\mu, \mathrm{HVP}}$ can be represented by [266]

$$
\begin{equation*}
a_{\mu, \mathrm{HVP}}=\left(\frac{\alpha}{\pi}\right)^{2} \int_{0}^{\infty} \mathrm{d} x^{0} \tilde{K}\left(x^{0}, m_{\mu}\right) \int \mathrm{d} x^{3}\left\langle V^{\gamma x \mu_{2}} V^{\gamma 0 \mu_{1}}\right\rangle_{\mathrm{QCD}-\mathrm{con}} \tag{15.14}
\end{equation*}
$$

with the integration kernel [266]

$$
\begin{align*}
\tilde{K}\left(t, m_{\mu}\right) & =-8 \pi^{2} \int_{0}^{\infty} \frac{\mathrm{d} \omega}{\omega} K\left(\omega^{2}, m_{\mu}\right)\left(\omega^{2} t^{2}-4 \sin ^{2}\left(\frac{\omega t}{2}\right)\right),  \tag{15.15}\\
K\left(\omega^{2}, m_{\mu}\right) & =\frac{1}{m_{\mu}^{2}} \hat{s} Z(\hat{s})^{3} \frac{1-\hat{s} Z(\hat{s})}{1+\hat{s} Z(\hat{s})^{2}},  \tag{15.16}\\
Z(\hat{s}) & =-\frac{\hat{s}-\sqrt{\hat{s}^{2}+4 \hat{s}}}{2 \hat{s}}, \quad \hat{s}=\frac{s}{m_{\mu}^{2}} . \tag{15.17}
\end{align*}
$$

We only consider the QCD-connected part of the vector-vector correlation function to retrieve the LO-HVP contribution to $a_{\mu}$. The full vector-vector correlation function in QCD+QED also includes a contribution to NLO-HVP. $m_{\mu}^{\text {phys }}=105.66 \mathrm{MeV}$ denotes the mass of the muon, which enters as the only scale into the kernel function. In practice, the kernel $\tilde{K}$ is evaluated numerically by an approximation described in [266].

### 15.3. The hadronic vacuum polarisation contribution from lattice QCD+QED

The kernel function $\tilde{K}$ depends explicitly on the muon mass $m_{\mu}$. In order to compute $a_{\mu, \mathrm{HVP}}$ on a particular ensemble, using only dimensionless quantities, $m_{\mu}$ has to be expressed in terms of $a m_{\mu}$, i.e. we have to multiply the physical value of the muon mass with the lattice spacing of the particular ensemble. In principle, the scale has to be expanded in terms of $\Delta \varepsilon$, such that the first-order contribution $\left(a_{\mu, \mathrm{HVP}}\right)_{l}^{(1)}$ also depends on the partial derivative of $\tilde{K}$ with repsect to $m_{\mu}$ and on $(a)_{l}^{(1)}$. However, as stated in chapter 9, we
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neglect isospin breaking effects in the scale setting in this thesis. To evaluate the integral which determines $a_{\mu, \mathrm{HVP}}$ we proceed similar to the HVP function. We replace the time integration by a discrete summation, switch from the renormalised vector-vector correlation function $C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}}$ to its reconstruction $C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}}^{\gamma}$,rec at time $x_{\mathrm{swi}}^{0}$ and truncate the infinite summation at $x_{\text {cut }}^{0}$. We obtain the expression

$$
\left.\begin{array}{rl}
\left(a_{\mu, \mathrm{HVP}}\right)^{(0)}= & \left(\frac{\alpha}{\pi}\right)^{2} \sum_{x^{0}=0}^{x_{\mathrm{swi}}^{0}} \tilde{K}\left(x^{0}, m_{\mu}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}}\left(x^{0}, 0\right)\right)^{(0)}  \tag{15.18}\\
& +\left(\frac{\alpha}{\pi}\right)^{2} \sum_{x^{0}=x_{\mathrm{swi}}^{0}+1}^{x_{\mathrm{cut}}^{0}} \tilde{K}\left(x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma}} \mathcal{\nu}_{\mathrm{R}}^{\gamma},\right. \text { rec }
\end{array}\left(x^{0}, 0\right)\right)^{(0)}
$$

for the zeroth-order contribution. The first-order contributions for $l=\Delta m_{\mathrm{u}}, \Delta m_{\mathrm{d}}, \Delta m_{\mathrm{s}}, \Delta \beta$ read

$$
\begin{align*}
\left(a_{\mu, \mathrm{HVP}}\right)_{l}^{(1)}= & \left(\frac{\alpha}{\pi}\right)^{2} \sum_{x^{0}=0}^{x_{\mathrm{swi}}^{0}} \tilde{K}\left(x^{0}, m_{\mu}\right)\left(C_{\mathcal{V}_{\mathbf{R}}^{\gamma} \mathcal{V}_{\mathbf{R}}^{\gamma}}\left(x^{0}, 0\right)\right)_{l}^{(1)}  \tag{15.19}\\
& +\left(\frac{\alpha}{\pi}\right)^{2} \sum_{x^{0}=x_{\mathrm{swi}}^{0}+1}^{x_{\mathrm{cut}}^{0}} \tilde{K}\left(x^{0}\right)\left(C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{L}_{\mathrm{R}}^{\gamma}, \text { rec }}\left(x^{0}, 0\right)\right)_{l}^{(1)} .
\end{align*}
$$

For the expansion parameters $l=e^{2}$, we have to subtract the QCD-disconnected part similar to the HVP function. As we only deal with quark-connected contributions, we can avoid this step. For further details we refer to [276]. In a second strategy, we rescale the muon mass $m_{\mu}$, which enters the kernel function [261, 308]. We choose the pion decay constant $f_{\pi}$, neglecting isospin breaking effects on this quantity. $f_{\pi}$ increases with the pion mass, such that the $m_{\pi}$-dependence of $a_{\mu}$ becomes weaker and the chiral extrapolation to a physical pion mass flatter, which makes the extrapolation better to control. On each gauge ensemble the muon mass is altered according to [261]

$$
\begin{equation*}
a m_{\mu}=\frac{m_{\mu}^{\text {phys }}}{f_{\pi}^{\text {phys }}} a f_{\pi}=1.144 \cdot a f_{\pi}, \tag{15.20}
\end{equation*}
$$

where $a f_{\pi}$ is determined on the particular ensemble. The rescaling removes the explicit dependency of $a_{\mu, \mathrm{HVP}}$ on the scale $a$. However, it reenters the results when a continuum extrapolation is performed.

### 15.3.1. $a_{\mu, \mathrm{HVP}}$ from $C_{\mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{L}_{1, \mathrm{R}}^{\gamma}}$

The leading hadronic contribution to the muon anomalous magnetic moment $a_{\mu, H V P, \nu_{c, R}^{\gamma} \nu_{1, \mathrm{R}}^{\gamma}}$ is extracted from the integral over $C_{\mathcal{V}_{c, R}^{\gamma} \mathcal{V}_{l, R}^{\gamma}} \cdot \tilde{K}$. Figures 15.3 and 15.4 show the integrand and the integral for the zeroth-order and first-order contribution, respectively. We observe a significant noise problem in the first-order integrands for the expansion parameters $\Delta m_{\mathrm{u}}$,
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Figure 15.3.: Integrand $\left(C_{V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}}\right)^{(0)} \cdot \tilde{K}$ and reconstruction on N200. $\left(a_{\mu, \mathrm{HVP}, V_{\mathrm{c}, \mathrm{R}} V_{1, \mathrm{R}}^{\gamma}}\right)^{(0)}$ in dependence of $x_{\text {swi }}^{0}$ and $x_{\text {cut }}^{0}$. The selected value is marked in grey.
$\Delta m_{\mathrm{d}}, \Delta \beta$ and $e^{2}$, which underlines the necessity to reconstruct the correlation function at large time distances. We determine $x_{\text {swi }}^{0}$ and $x_{\text {cut }}^{0}$ in the same way as described in chapter 14 . On N200, we obtain

$$
\begin{align*}
a_{\mu, \mathrm{HVP}, V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}}^{\gamma}= & 488(9)_{\mathrm{st}}(10)_{\mathrm{a}}[14]_{\mathrm{tot}}  \tag{15.21}\\
& +49000(29700)_{\mathrm{st}}(1000)_{\mathrm{a}}[29800]_{\mathrm{tot}} \Delta \beta \\
& -1312(169)_{\mathrm{st}}(27)_{\mathrm{a}}[171]_{\mathrm{tot}} a \Delta m_{\mathrm{d}} \\
& -6190(60)_{\mathrm{st}}(130)_{\mathrm{a}}[140]_{\mathrm{tot}} a \Delta m_{\mathrm{s}} \\
& -18300(2400)_{\mathrm{st}}(400)_{\mathrm{a}}[2400]_{\mathrm{tot}} a \Delta m_{\mathrm{u}} \\
& \left.-1990(240)_{\mathrm{st}}(40)_{\mathrm{a}}[240]_{\mathrm{tot}} e^{2}\right) \cdot 10^{10}
\end{align*}
$$

Inserting the values for the expansion parameters in eq. (9.4), we find:

$$
\begin{align*}
a_{\mu, \mathrm{HVP}, V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}} & =\left(\left(488(9)_{\mathrm{st}}(10)_{\mathrm{a}}[14]_{\mathrm{tot}}\right)^{(0)}+\left(-0.1[7]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\
& =\left(488(9)_{\mathrm{st}}(10)_{\mathrm{a}}[13]_{\mathrm{tot}}\right) \cdot 10^{10} \tag{15.22}
\end{align*}
$$

For the second approach with the rescaled muon mass, we find on N200

$$
\begin{align*}
a_{\mu, \mathrm{HVP}, V_{\mathrm{c}, \mathrm{R}} V_{1, \mathrm{R}}}^{\gamma}=( & 526(10)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[11]_{\mathrm{tot}}  \tag{15.23}\\
& +52600(31900)_{\mathrm{st}}(400)_{\mathrm{f}_{\pi}}[31900]_{\mathrm{tot}} \Delta \beta \\
& -1410(181)_{\mathrm{st}}(10)_{\mathrm{f}_{\pi}}[182]_{\mathrm{tot}} a \Delta m_{\mathrm{d}} \\
& -6660(60)_{\mathrm{st}}(50)_{\mathrm{f}_{\pi}}[80]_{\mathrm{tot}} a \Delta m_{\mathrm{s}} \\
& -19640(2530)_{\mathrm{st}}(140)_{\mathrm{f}_{\pi}}[2530]_{\mathrm{tot}} a \Delta m_{\mathrm{u}} \\
& \left.-2143(256)_{\mathrm{st}}(16)_{\mathrm{f}_{\pi}}[256]_{\mathrm{tot}} e^{2}\right) \cdot 10^{10} .
\end{align*}
$$
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Figure 15.4.: Integrand $\left(C_{V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}}\right)_{l}^{(1)} \cdot \tilde{K}$ and reconstruction on N200. $\left(a_{\mu, \mathrm{HVP}, V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}}\right)_{l}^{(1)}$ in dependence of $x_{\mathrm{swi}}^{0}$ and $x_{\mathrm{cut}}^{0}$. The selected value is marked in grey.

The scale dependency is now replaced by the dependency on the pion decay constant $f_{\pi}$. Inserting the values for the expansion parameters in eq. (9.4), we find

$$
\begin{align*}
a_{\mu, \mathrm{HVP}, V_{\mathrm{c}, \mathrm{R}}^{\gamma} V_{1, \mathrm{R}}^{\gamma}} & =\left(\left(526(10)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[11]_{\mathrm{tot}}\right)^{(0)}+\left(-0.1[8]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\
& =\left(525(10)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[10]_{\mathrm{tot}}\right) \cdot 10^{10} \tag{15.24}
\end{align*}
$$

15.3.2. $a_{\mu, \mathrm{HVP}}$ from $C_{\mathcal{V}_{1, R}^{\gamma} \nu_{1, R}^{\gamma}}$

Similarly, $a_{\mu, H V P}$ can also be extracted from the correlation function $C_{\mathcal{V}_{1, R}} \mathcal{V}_{1, R}^{\gamma}$. As in the case of $\hat{\Pi}_{\mathcal{V}_{1, \mathrm{R}}}^{\gamma} \mathcal{\nu}_{1, \mathrm{R}}^{\gamma}$ we omit a detailed discussion and refer to the next section for the results.

### 15.4. Discussion and Outlook

We have computed the leading order hadronic vacuum polarisation contribution to the anomalous magentic moment of the muon including leading order isospin breaking effects. An overview of the results for the ensembles N200, D450 and H102 is given in table 15.2 for the unrescaled muon mass and in table 15.3 for the rescaled muon mass. We find that the results for both dicretisations of the vector-vector correlation function $a_{\mu, H V P, \mathcal{V}_{c, R}^{\gamma}} \mathcal{V}_{1, \mathrm{R}}^{\gamma}$ and $a_{\mu, \mathrm{HVP}, \mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}^{\gamma}$ coincide within errors. Comparing the unrescaled with the rescaled results, we observe that the rescaling procedure reduces the overall error. This is in accordance with the findings in [261]. The leading isospin breaking correction is $0.6 \%$, at most, of the isosymmetric contribution. The error of the zeroth-order contribution is of the same order of magnitude as the first-order contribution, albeit larger.

Other collaborations find isospin breaking corrections of similar relative size [200, 245, 309, 310. A strict comparison of the total QCD+QED results can only be made after an extrapolation to the continuum and to physical quark masses has been performed. A comparison of the isospin breaking correction further requires that the renormalisation schemes, which are used to separate $\mathrm{QCD}+\mathrm{QED}$ and $\mathrm{QCD}_{\text {iso }}$, are compatible.

Further improvements of the analysis are directly related to the discussion concerning the HVP function in section 14.4 , as both $a_{\mu, H V P}$ and $\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{, \mathrm{R}}^{\gamma}}$ are computed from $C_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{\mathrm{R}}^{\gamma}}$. In particular, the inclusion of zeroth-order quark-disconnected diagrams as well as charm quark contributions, which account each for $2 \%$ of the total value [280], should be added to the analysis. Minor contributions are expected from first-order quark-disconnected diagrams 200. Improvements with respect to the large time distance reconstruction of $C_{\mathcal{V}_{R}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$ also affect $a_{\mu, H V P}$ [261]. Similar to $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma}} \mathcal{V}_{\mathrm{R}}^{\gamma}$, the bounding method [245, 279] can also be applied for $a_{\mu, H V P}$.
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$$
\begin{array}{|l|l|}
\hline a_{\mu, \mathrm{HVP}, \mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}} & \begin{array}{l}
\left(\left(488(9)_{\mathrm{st}}(10)_{\mathrm{a}}[14]_{\mathrm{tot}}\right)^{(0)}+\left(-0.1[7]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\
=\left(488(9)_{\mathrm{st}}(10)_{\mathrm{a}}[13]_{\mathrm{tot}}\right) \cdot 10^{10} \\
a_{\mu, \mathrm{HVP}, \mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}^{\gamma}
\end{array} \\
& \begin{array}{l}
\left(\left(491(8)_{\mathrm{st}}(11)_{\mathrm{a}}[13]_{\mathrm{tot}}\right)^{(0)}+\left(-0.3[7]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\
=\left(491(8)_{\mathrm{st}}(11)_{\mathrm{a}}[13]_{\mathrm{tot}}\right) \cdot 10^{10}
\end{array} \\
\hline
\end{array}
$$

(a) $\mathrm{N} 200\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$

| $a_{\mu, \mathrm{HVP}, \mathcal{\nu}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$ | $\left(\left(541(8)_{\mathrm{st}}(12)_{\mathrm{a}}[15]_{\mathrm{tot}}\right)^{(0)}+\left(2[1]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10}$ <br> $=\left(543(9)_{\mathrm{st}}(12)_{\mathrm{a}}[15]_{\mathrm{tot}}\right) \cdot 10^{10}$ <br> $a_{\mu, \mathrm{HVP}, \mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$$\left(\left(546(8)_{\mathrm{st}}(12)_{\mathrm{a}}[15]_{\mathrm{tot}}\right)^{(0)}+\left(2[1]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10}$ <br> $=\left(548(8)_{\mathrm{st}}(13)_{\mathrm{a}}[15]_{\mathrm{tot}}\right) \cdot 10^{10}$ |
| :--- | :--- |

(b) D450 $\left(a=0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$

| $a_{\mu, \mathrm{HVP}, \mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$ | $\left(\left(440(4)_{\mathrm{st}}(10)_{\mathrm{a}}[10]_{\mathrm{tot}}\right)^{(0)}+\left(2.3[4]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10}$ <br> $=\left(442(4)_{\mathrm{st}}(10)_{\mathrm{a}}[11]_{\mathrm{tot}}\right) \cdot 10^{10}$ |
| :--- | :--- |
| $a_{\mu, \mathrm{HVP}, \mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$ | $\left(\left(445(4)_{\mathrm{st}}(10)_{\mathrm{a}}[10]_{\mathrm{tot}}\right)^{(0)}+\left(2.2[4]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10}$ <br> $=\left(448(4)_{\mathrm{st}}(10)_{\mathrm{a}}[11]_{\mathrm{tot}}\right) \cdot 10^{10}$ |

(c) $\mathrm{H} 102\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$

Table 15.2.: LO-HVP contribution to $a_{\mu}$.

| $a_{\mu, \mathrm{HVP}, \mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}$ |
| :--- | :--- | | $\left(\begin{array}{l}\left.\left(526(10)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[11]_{\mathrm{tot}}\right)^{(0)}+\left(-0.1[8]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\ =\left(525(10)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[10]_{\mathrm{tot}}\right) \cdot 10^{10} \\ a_{\mu, \mathrm{HVP}, \mathcal{V}_{1, \mathrm{R}}}^{\gamma} \mathcal{\nu}_{1, \mathrm{R}}^{\gamma} \\ \end{array} \begin{array}{l}\left(\left(529(9)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[10]_{\mathrm{tot}}\right)^{(0)}+\left(-0.3[7]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\ =\left(529(9)_{\mathrm{st}}(4)_{\mathrm{f}_{\pi}}[10]_{\mathrm{tot}}\right) \cdot 10^{10}\end{array}\right.$ |
| :--- |

(a) $\mathrm{N} 200\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$

$$
\begin{array}{|l|l|}
\hline a_{\mu, \mathrm{HVP}, \mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}} & \begin{array}{l}
\left(\left(525(8)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[9]_{\mathrm{tot}}\right)^{(0)}+\left(2[1]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\
=\left(527(9)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[10]_{\mathrm{tot}}\right) \cdot 10^{10} \\
a_{\mu, \mathrm{HVP}, \mathcal{\nu}_{1, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}^{\gamma}}^{\gamma}
\end{array} \\
& \left(\left(530(7)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[9]_{\mathrm{tot}}\right)^{(0)}+\left(2[1]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10} \\
=\left(532(8)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[9]_{\mathrm{tot}}\right) \cdot 10^{10} \\
\hline
\end{array}
$$

(b) $\mathrm{D} 450\left(a=0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$

| $a_{\mu, \mathrm{HVP}, \mathcal{V}_{\mathrm{c}, \mathrm{R}}^{\gamma} \mathcal{V}_{1, \mathrm{R}}}^{\gamma}$ | $\left(\left(491(4)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[7]_{\mathrm{tot}}\right)^{(0)}+\left(2.5[4]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10}$ <br> $=\left(493(4)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[7]_{\mathrm{tot}}\right) \cdot 10^{10}$ |
| :--- | :--- |
| $a_{\mu, \mathrm{HVP}, \mathcal{V}_{1, \mathrm{R}}^{\gamma} \mathcal{\nu}_{1, \mathrm{R}}^{\gamma}}$ | $\left(\left(497(4)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[6]_{\mathrm{tot}}\right)^{(0)}+\left(2.4[4]_{\mathrm{tot}}\right)^{(1)}\right) \cdot 10^{10}$ <br>  <br> $=\left(499(4)_{\mathrm{st}}(5)_{\mathrm{f}_{\pi}}[7]_{\mathrm{tot}}\right) \cdot 10^{10}$ |

(c) H102 $\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$

Table 15.3.: LO-HVP contribution to $a_{\mu}$ with rescaled muon mass.

## 16. Conclusion and Outlook

In this thesis, we investigated the consequences of isospin symmetry breaking on hadronic matrix elements. An observable of special interest is the anomalous magnetic moment of the muon $a_{\mu}$, which is currently known with a precision of 0.5 ppm [26] and serves as a probe for physics beyond the Standard Model (SM). Comparing the experimental determination with the SM prediction, one finds a deviation of about 3-4 $\sigma$ [29]. Upcoming experiments at Fermilab [27] and JPARC [28] aim for a reduction of the overall uncertainty by a factor of four. To achieve a similar precision of the SM prediction, the hadronic vacuum polarisation (HVP) contribution $a_{\mu, \text { HVP }}$ has to be determined with a precision of $0.2 \%$ [34]. This desired precision can only be obtained from lattice QCD simulations, if non-degenerate light quark masses and electromagnetic effects are included.

We described a strategy, which enables us to perform QCD+QED computations based on $\mathrm{QCD}_{\text {iso }}$ Monte Carlo simulations using CLS $N_{\mathrm{f}}=2+1$ gauge ensembles 45, 168-172]. The latter were generated with an $O(a)$-improved Wilson fermion action and a tree-level improved Lüscher-Weisz gauge action. We related QCD+QED to $\mathrm{QCD}_{\text {iso }}$ by Monte Carlo reweighting [160, 161] and introduced a perturbative expansion of QCD+QED correlation functions around $\mathrm{QCD}_{\text {iso }}$ [46, $143,191,192$, which we adapted to the applied lattice fermion discretisation. The expansion is formulated in terms of the parameters $\Delta \varepsilon=$ $\left(\Delta m_{\mathrm{u}}, \Delta m_{\mathrm{d}}, \Delta m_{\mathrm{s}}, \Delta \beta, e^{2}\right) . \Delta m_{f}$ denotes the detuning of the bare quark mass, $\Delta \beta$ the detuning of the bare inverse strong coupling and $e^{2}$ the bare electromagnetic coupling. We regulated the manifest infrared divergence of non-compact lattice QED via the $\mathrm{QED}_{\mathrm{L}}$ prescription [41, 44, 140], which removes the spatial zero-modes on each timeslice from the theory. We derived Ward identities for continuum QCD+QED as well as for the considered lattice regularisation. We further derived analytic expressions for the lattice photon propagator for open and periodic temporal boundary conditions in Feynman and Coulomb gauge, based on discrete Fourier, sine and cosine transforms. The QCD+QED simulations were performed in Coulomb gauge and the photon boundary conditions were chosen in accordance with the boundary conditions of the gauge ensembles. Feynman gauge served as a cross-check of the implementation applied to gauge invariant correlation functions. As we only investigated leading isospin breaking effects, we truncated the perturbative expansion at first order. We focussed on quark-connected contributions, taking only isospin breaking effects in the valence quark sector into account. We performed computations on the gauge ensembles $\mathrm{H} 102\left(a=0.086 \mathrm{fm}, m_{\pi}=354 \mathrm{MeV}\right)$, D450 $(a=$ $\left.0.076 \mathrm{fm}, m_{\pi}=216 \mathrm{MeV}\right)$ and $\mathrm{N} 200\left(a=0.064 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}\right)$.

We determined the masses $m_{\pi^{+}}, m_{\pi^{0}}, m_{K^{+}}$and $m_{K^{0}}$ as well as the corresponding mass differences $m_{\pi^{+}}-m_{\pi^{0}}$ and $m_{K^{+}}-m_{K^{0}}$ and averages $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right)$ and $\frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right)$ within the isospin multiplets. We suggested a hadronic renormalisation scheme based on $\frac{1}{2}\left(m_{\pi^{+}}+m_{\pi^{0}}\right), \frac{1}{2}\left(m_{K^{+}}+m_{K^{0}}\right)$ and $m_{K^{+}}-m_{K^{0}}$, which served to fix the bare quark
mass detunings $\Delta m_{\mathrm{u}}, \Delta m_{\mathrm{d}}$ and $\Delta m_{\mathrm{s}}$. We matched $\mathrm{QCD}+\mathrm{QED}$ and $\mathrm{QCD}_{\text {iso }}$ on each gauge ensemble demanding equal pion and kaon mass averages. The kaon mass difference was set to its physical value. Considering a leading order calculation, we discussed the non-renormalisation of the electromagnetic coupling [46, 143] in QCD+QED due to the vector Ward identity. Consequently, we fixed the bare electromagnetic coupling via the fine-structure constant, i.e. $e^{2}=4 \pi \alpha$. Isospin breaking effects in the scale setting were neglected. We found that the first-order contributions to the masses $m_{\pi^{+}}, m_{\pi^{0}}, m_{K^{+}}$and $m_{K^{0}}$ are smaller than the error associated with the zeroth-order contribution. The latter is dominated by the scale setting uncertainty. We determined the pion mass splitting on the three gauge ensembles with a precision of $O(5 \%)$. The latter is not an input parameter with respect to the chosen renormalisation scheme.

We discussed the renormalisation procedure of the local and conserved vector current $\mathcal{V}_{1}$ and $\mathcal{V}_{\mathrm{c}}$ in QCD+QED. We demanded that the matrix element of the renormalised vector current $\langle 0| \mathcal{V}_{\mathrm{R}}|V\rangle$, where $|V\rangle$ denotes the lowest accessible state created by $\mathcal{V}_{\mathrm{R}}$ from the vacuum $|0\rangle$, is the same for both discretisations [260]. In the computation of the matrix of renormalisation factors $Z_{\mathcal{V}_{1, \mathrm{R}} \mathcal{V}_{1}}$ we took operator mixing into account. The leading isospin breaking correction was significant compared to the statistical uncertainty associated with the isosymmetric contribution. We computed the leading isospin breaking correction for the renormalised HVP function $\hat{\Pi}_{\mathcal{V}_{\mathrm{R}}^{\gamma} \mathcal{V}_{R}^{\gamma}}$. It is proportional to the HVP contribution to the running of the fine-structure constant $\alpha$. In the considered energy range between $1 \mathrm{GeV}^{2}$ and $9 \mathrm{GeV}^{2}$, the leading isospin breaking correction was in the range of $0.7 \%$ and $0.3 \%$ of the isosymmetric contribution. The error of the isosymmetric contribution, which is dominated by the scale setting uncertainty, was of the same order of magnitude as the leading isospin breaking correction. We further computed the LO-HVP contribution to the anomalous magnetic moment of the muon $a_{\mu, \mathrm{HVP}}$ in QCD+QED. The leading isospin breaking correction was $0.6 \%$ and less of the isosymmetric contribution. Again, the error of the isosymmetric contribution, which was dominated by scale setting uncertainty, was of the same order of magnitude as the leading isospin breaking correction. Other collaborations find corrections of similar relative size [200, 245, 309, 310]. However, it has to be pointed out that a strict comparison of the total QCD+QED result can only be made after an extrapolation to the continuum and to physical quark masses has been performed. In addition, the comparison of isospin breaking corrections is only possible if the same renormalisation scheme, which is used to separate $\mathrm{QCD}+\mathrm{QED}$ and $\mathrm{QCD}_{\text {iso }}$, is used.

In this thesis, we have developed a concept for the computation of isospin breaking corrections on the basis of CLS gauge ensembles. We demonstrated that a determination of the latter for phenomenologically relevant observables is, in principle, feasible. However, further computational efforts are required to enable a precise prediction of the HVP contribution to the muon anomalous magnetic moment and to the running of the fine-structure constant at the physical point. A strategy on how this target can be achieved by means of existing methods has been outlined in the above paragraphs.

We were not able to perform a continuum and chiral extrapolation to the physical point, due to the limited number of analysed gauge ensembles. Particularly relevant ensembles
to be considered are J303 ( $a=0.050 \mathrm{fm}, m_{\pi}=257 \mathrm{MeV}$ ), which allows to investigate the effect of even smaller lattice spacings, and E250 $\left(a=0.076 \mathrm{fm}, m_{\pi}=130 \mathrm{MeV}\right)$, which is an ensemble possessing physical pion and kaon masses. To study finite volume effects of QCD and especially QED, it is reasonable to investigate the two ensembles H105 and N101 ( $a=0.086 \mathrm{fm}, m_{\pi}=282 \mathrm{MeV}$ ), which only differ in the simulated volume.

Compared to the $\mathrm{QCD}_{\text {iso }}$ computations of the Mainz group [187, 229, 261, 268, 277], we find considerably lower values of $a_{\mu, \mathrm{HVP}}$ on the analysed ensembles. This effect is caused by the different renormalisation condition used to renormalise the local vector current and the absence of $O(a)$-improvement of the operators. To be able to combine the results, it is important to harmonise the setup of QCD+QED computations of $a_{\mu, \mathrm{HVP}}$ and $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma} \mathcal{L}_{R}^{\gamma}}$, used in this thesis, with the setup of the corresponding QCD $_{\text {iso }}$ computations of the Mainz group [187, 229, 261, 268, 277]. In particular, this means that the renormalisation factors $Z_{\mathcal{V}_{1, R} \mathcal{V}_{1}}$ have to be determined by a renormalisation condition based on the vector Ward identity in $\mathrm{QCD}+\mathrm{QED}$ as performed in $\mathrm{QCD}_{\text {iso }}$ [229]. In addition, all operators should be $O(a)$-improved with respect to $\mathrm{QCD}_{\text {iso }}$. Consequently, the computed observables would converge with $O\left(a^{2}, a \Delta \varepsilon\right)$ to the continuum limit. Due to the perturbative character of the isospin breaking correction, the violation of the $O\left(a^{2}\right)$ convergence can be assumed to be mild and the construction of operators improved with respect to QCD+QED, which is rather tedious, can presumably be avoided.

As the leading isospin breaking corrections of dimensionful quantities, which we computed in this thesis, are of the same order of magnitude as the error of the isosymmetric contribution, which is dominated by the scale uncertainty, a major focus of future efforts has to be put on the reduction of the latter. An improvement of the theoretical prediction can only be achieved if the precision of the scale setting is increased and if isospin breaking effects are included in the scale setting. The computation of hadronic decay constants for leptonic decays including isospin breaking effects is highly non-trivial due to the photon exchange between the quarks of the decaying particle and the charged lepton as well as infrared finale state photons [224-227]. In addition, uncertainties associated with the CKM matrix enter the experimental determinations of mesonic decay constants. By contrast, the measurements of the low-lying baryon masses are unaffected by such additional uncertainties. Therefore, it is advisable to perform the scale setting for QCD+QED based on the mass of a baryon belonging to the baryon octet or decuplet.

In the future, two main types of simulation programs to study leading isospin breaking effects in hadronic observables should be developed. The first program computes quark-connected contributions to mesonic and baryonic two-point functions with interpolation operators based on smeared quark fields. The latter type of operators has a larger overlap with the interpolated ground state and allows for a more reliable extraction of the corresponding mass. This program computes all relevant quantities for the hadronic renormalisation scheme and is used to determine the values of the expansion parameters $\Delta \varepsilon$. The second program is an extension of the currently existing code and is based on point-like interpolation operators. It should compute quark-connected contributions to both mesonic two- and three-point functions. The calculation of leading isospin breaking effects in mesonic three-point functions is expensive due to the large number of diagrams
and sequential propagators with up to four solves of the Dirac equation. Therefore, an emphasis has to be put on potential code optimisations. The HVP functions $\hat{\Pi}_{\mathcal{V}_{R}^{\gamma}} \mathcal{L}_{R}^{\gamma}$ and $\hat{\Pi}_{\mathcal{V}_{R}^{Z} \mathcal{V}_{R}^{\gamma}}$, as well as the HVP contribution to the running of the fine-structure constant $\alpha$, to the weak mixing angle $\theta_{\mathrm{W}}$ and to the anomalous magnetic moment of the muon $a_{\mu}$ can be computed from the mesonic two-point functions. In addition, PCAC quark masses can be extracted from the two-point functions, which may serve to define the chiral point in QCD+QED and to determine the additive mass renormalisation of Wilson quarks in the presence of the electromagnetic interaction. The three-point function, in combination with the two-point function, allows for the calculation of the renormalisation factors of the local vector current based on the Ward identity method. Combining the computation of two- and three-point functions is advantageous, as building blocks computed for the two-point functions can be reused for three-point functions. For future runs, a considerable increase in computational efficiency can be obtained by the application of all-modeaverging [254-256], which can be easily integrated into the analysis framework. Other collaborations, performing combined QCD+QED computations based on the perturbative expansion around the isosymmetric limit, rely on low-mode averaging [198, 200, 311]. A major problem one has to face when calculating the HVP is the signal-to-noise problem for large time distances. First promising results for a noise reduction in the vector channel were obtained in investigations of multi-level integration techniques for fermions $312-317$.

The set of Feynman diagrams in this work and also in the two simulation programs suggested above is restricted to quark-connected diagrams for both zeroth- and first-order contributions. To reduce systematic effects, further diagrams have to be included into the analysis. In particular, for the HVP function the zeroth-order quark-disconnected diagram has to be considered. This diagram was recently computed in the Mainz group on a large set of ensembles, based on frequency-splitting estimators of single-propagator traces [264, 265]. The remaining first-order quark-disconnected diagrams, which presumably are of little relevance, can be split into two categories: Diagrams which describe isospin corrections only in the valence sector and diagrams that also consider the effect on sea quarks. In both cases, the frequency-splitting technique can be applied for this class of diagrams [262]. The computation is, however, considerably more expensive compared to other contributions. Other collaborations made use of low-mode averaging [198, 200, 311] to compute disconnected contributions.

For a more complete investigation, it is necessary to remove finite volume effects from meson and baryon masses, as well as the HVP, considering both QCD and the electromagnetic correction. A common method, which can be applied to QCD+QED, is the derivation of analytic corrections based on chiral perturbation theory, which includes the electromagnetic interaction [199, 281, 282].

Compared to pure $\mathrm{QCD}_{\text {iso }}$ computations, the number of fits performed in $\mathrm{QCD}+\mathrm{QED}$, where leading isospin breaking effects are considered, is increased by a factor of six. This amounts to a very large number of fits, which were analysed by hand. The usage of Akaike's information criterion 318 allows for a considerable reduction of manual effort. Akaike's information criterion facilitates the combination of the results of several fits weighted according to their Akaike weights [319], which depend on $\chi^{2}$ and the number of parameters
of the model [41, such that not a single representative fit has to be chosen by hand.

Part V.
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