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Zusammenfassung

Im ersten Teil der vorliegenden Arbeit entwickeln wir eine Theorie zur
quantitativen Abschätzung der Verschränkung gemischter Quantenzustände
von Zweiparteiensystemen. Wir leiten obere und untere Schranken der
Concurrence für beliebige endliche Dimensionen her, was es insbesondere
ermöglicht, ein endliches Intervall für deren tatsächlichen Wert anzugeben.
Wir testen diese Schranken an unterschiedlichen Typen quantenmechanischer
Zustände und erhalten verläßliche Beschreibungen. Ausserdem ist unsere
untere Schranke in der Lage, die nichttriviale Verschränkung von Zustän-
den mit positiver partieller Transponierter zu erkennen. Im Hinblick auf
konkrete experimentelle Anforderungen geben wir eine explizite Näherung
für nahezu reine - d.h. schwach gemischte - Zustände an, die eine rein
algebraische Abschätzung ermöglicht. Deren Vergleich mit den allgemeiner
gültigen oberen und unteren Schranken zeigt, daß ihr Gültigkeitsbereich sich
sogar auf Zustände mit relativ starkem Mischungsgrad erstreckt. Schließlich
schlagen wir eine mögliche Verallgemeinerung der Concurrence für Systeme
mit beliebig vielen Untersystemen vor. Es zeigt sich, daß diese verallgemein-
erte Concurrence mit Hilfe derselben Methoden quantitativ gefaßt werden
kann, die auch in unserer Behandlung von Zweiparteiensystemen zum Ziel
führen.

Diese neuen Methoden zur Abschätzung des Verschränkungsgrades be-
liebiger gemischter Zustände ermöglichen es, die Erzeugung und den Zerfall
von Verschränkung unter dem Einfluß kohärenter und inkohärenter Prozesse
mit vergleichweise geringem Aufwand zu verfolgen, was wir mit der Anwen-
dung unserer Theorie auf ein für Ionenfallenexperimente typisches Szenario
zeigen.

Der zweite Teil der Arbeit liefert eine quantitative Charakterisierung
reiner Zustände von Zweiparteiensystemen, die sich direkt auf Systeme mit
einer beliebigen Anzahl von Unterteilungen verallgemeinern läßt. Hierzu
benutzen wir geeignet definierte Quasiwahrscheinlichkeitsverteilungen und
zeigen, daß deren statistische Momente oder Entropien, die ihre Lokalisie-
rungseigenschaften beschreiben, unter lokalen Operationen und klassischer
Kommunikation nicht anwachsen und somit Verschränkungsmonotone sind.
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Abstract

In the first part of the present thesis, we derive a theory for quantifying
entanglement of mixed bipartite quantum states. We derive upper and lower
bounds for the concurrence of quantum states in arbitrary finite dimensions,
such as to confine its actual value to a finite interval. We test these estimates
for various sets of states with very satisfactory results. In particular, our
lower bound detects entangled states with positive partial transpose. In
view of the specific requirements of laboratory experiments, we derive an
approximate expression for the concurrence of almost pure - i.e. weakly
mixed - states. Comparison of this quasi-pure approximation with the above
upper and lower bounds shows that its range of validity even comprises states
with relatively large mixing. Finally, we propose a generalised concurrence
for multipartite mixed states. For its quantitative characterisation, we can
use the same strategies as in our treatment of bipartite systems.

These novel techniques for a quantitative description of the entanglement
of mixed states allow to monitor the production and the decay of entangle-
ment under coherent and incoherent forcing - as we show by applying our
theory to a realistic scenario of ion trap experiments.

In the second part of the thesis, we introduce suitably defined quasi prob-
ability representations such as to quantify the entanglement of pure bipartite
states, with an immediate generalisation for pure states of multipartite sys-
tems. It is shown that the statistical moments as well as various entropies
of these representations - characterising their localisation properties - are
non-increasing under local operations and classical communication, hence
that they are proper entanglement monotones.
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Chapter 1

Introduction

Quantum entanglement is one of the central causes of the fundamental dif-
ferences between quantum and classical mechanics. Whereas interference
phenomena, which equally constitute a qualitatively different behaviour of
quantum systems as compared to classical ones, are well understood, the
knowledge about the nature of entangled states is still restricted - both
regarding their physical as well as their mathematical aspects.

Entangled states exist in quantum systems that decompose into subsys-
tems, whereas composite classical systems do not have any analogous states.
Two or more classical, non-interacting subsystems are independent of each
other - any exterior influence on one of the subsystems has no impact on the
other subsystems at all. This also holds true for quantum systems, as long
as the entire multipartite system is described by a separable state. However,
if its state is entangled, the subsystems are not completely independent any
more. For example, a measurement that is performed locally on one subsys-
tem causes a state reduction [1] - not just of the subsystem state but of the
state of the entire system. Thus, probabilities for a measurement result on
any subsystem can change during a measurement on any other subsystem -
irrespective of the absence of interactions between the subsystems.

Whereas this non-local behaviour caused severe criticisms during the
founding period of quantum mechanics [2], it nowadays is even considered
as the basis of various technical applications.

Discussions on the existence of entangled states in the 1930’s rose doubts
on whether quantum mechanics could provide a complete description of na-
ture [2]. In particular, possible correlations of measurement results on differ-
ent subsystems were widely discussed. In classical systems, all such possibly
occuring correlations can be described in terms of classical probabilities.
This is not possible for correlations characteristic of entangled states, what
at that time contradicted common understanding of nature. As a conse-
quence, there were attempts to find alternative theories that could explain
the non-classical correlations of quantum systems. The most popular [2] -
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2 CHAPTER 1. INTRODUCTION

that finally led to the first experimental evidence [3] for entangled states -
postulates the existence of so-called hidden variables. These are assumed to
determine the values of all local observables - without, however, being ac-
cessible to any kind of measurement, such that their deterministically fixed
state remains unknown as a matter of principle.

Several inequalities - called Bell inequalities - capable of discriminating
correlations of measurement results due to entanglement against those de-
scribed by local hidden variable theories were proposed [4, 5]. Later, also
criteria that use special three-partite states and do not involve inequalities
were found [6]. Both kinds of criteria were tested experimentally [3, 7],
and independently gave evidence that local hidden variable theories cannot
describe all correlations that occur in quantum systems.

Nowadays, there is considerable interest in entangled states, because
there are various potential applications that make use of these non-local
properties. The most famous - and most controversially discussed - pro-
posed technical application is the use of quantum systems as hard-ware for
a new generation of computers that is based on the principles of quantum
mechanics [8, 9]. All basic steps required for such a quantum computer are
already experimentally demonstrated [10, 11, 12]. However, so far it is still
unknown whether it will be possible to ever run a quantum computer that
exceeds the performance of classical ones. Other potential applications, as
for example, quantum teleportation [13] and quantum cryptography [14],
that also are realised experimentally [15, 16] are more likely to be commer-
cially usable in the near future.

Both, because of fundamental interest and because of their usefulness
for the above applications, entangled states are the object of numerous ex-
periments. There are several systems available in which entangled states
can be prepared and investigated. For example, ion traps [17, 18, 19, 20] or
micro-traps [21, 22, 23] allow to prepare entangled states of two or more sub-
systems using an interaction which is engineered with the help of coherent
electro-magnetic radiation or using controlled collisions [24, 25].

Pure entangled states are best suited for technical applications because
they bear strongest possible quantum correlations, and show no classical
probabilistic correlations that could be detrimental to an application. How-
ever, there is no system that could be decoupled perfectly from environ-
mental influences. Thus, non-unitary dynamics due to unavoidable environ-
ment coupling cannot be neglected completely, and one has to consider that
initially pure states evolve into mixed ones. Since mixing always implies
classical probabilistic behaviour, classical correlations can emerge at the ex-
pense of quantum correlations. This poses severe demands on experiments -
in order to maintain quantum correlations, environment coupling has to be
reduced as much as possible.

In addition, there are also fundamental problems in the theoretical de-
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scription of mixed entangled states. Virtually the entire state of the art
theory of entangled quantum states is based on so-called entanglement mea-
sures. An entanglement measure is a scalar quantity that quantifies quantum
correlations, and distinguishes them from classical ones. Although several
such measures have been proposed, no simple criterion of discriminating
different kinds of correlations is known so far. All proposed measures that
unambiguously discriminate classical against quantum correlations involve
some optimisation procedure. The underlying idea is to represent given cor-
relations as well as possible by classical probabilities. The extent to which
non-classical properties are required for the representation of a state can pro-
vide a quantification of entanglement. A commonly used class of measures
is, for example, based on straightforwardly computable measures for pure
states, such that - among all ensembles represented by the considered mixed
state - the ensemble with the minimum average entanglement quantifies the
mixed state’s entanglement.

As a consequence of the necessity of performing a - generally high dimen-
sional - optimisation problem, hardly any formally defined measure actually
can be computed so far. There are a few measures that can be calculated
algebraically for states of smallest possible dimensions, namely of bipartite
two-level systems [26, 27, 28]. Though none is known that unambiguously
distinguishes quantum correlations from classical ones, and that could be
calculated algebraically for arbitrary states of larger systems.

These difficulties of characterising mixed quantum states prevent a sys-
tematic investigation of entangled states that occur in real experiments. At
least partially due to these problems, the interest in entangled states is di-
vided into two nearly disjoint branches. The first one is the experimental
approach of preparing entangled states and measuring non-local effects. The
second branch is concerned with rather mathematical aspects of entangled
states. In this field, general algebraic properties of states of composite quan-
tum systems are investigated, but this general theory is hardly applicable
to currently performed experiments - and in turn also experimental results
do not influence the theoretical work significantly.

Here, we aim at providing theoretical means for the efficient characterisa-
tion of realistically occuring states of arbitrary finite-dimensional quantum
systems. Applying these tools to realistic experimental scenarios we hope
to build a bridge between experimental pragmatism and mathematical gen-
erality and rigour.

We will start out from the formal definition of concurrence, a widely
accepted measure of entanglement of mixed bipartite states. A careful study
of this quantity’s algebraic properties will provide, step by step, a recipe for
its numerical evaluation, as well as lower bounds thereof, and an estimate
for a class of experimentally particularly interesting states. Whilst the exact
evaluation of concurrence remains numerically demanding, at least in higher
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dimensions, the lower bounds are given in purely algebraic form, and yet
even allow to detect entangled states which remain undetected by standard
indicators of entanglement.

We will show that, in general, these algebraic bounds provide excellent
approximations of the actual value of concurrence of mixed states, and that
in particular they allow to monitor the temporal evolution of entanglement
in a typical experimental setting, including the unavoidable - and gener-
ally detrimental - influence of the environment. As we will see, this implies
possible applications such as the optimisation of various experimental pa-
rameters, with the aim, e.g., to maximise entanglement on experimentally
relevant time scales, in the presence of environment coupling.

Finally, we will also consider entanglement measures for multi-partite
systems. In this context we propose a generalisation of concurrence for mixed
states of systems with arbitrarily many subsystems. It can be quantitatively
characterised with the techniques that we will derive for bipartite systems.
To end with, we present a new class of entanglement monotones for pure
states that - unlike concurrence - have a straightforward generalisation for
multi-partite systems.

However, before we outline our original approach, let us first summarise
the present status of entanglement theory in the next chapter, as far as it is
of relevance for our specific purposes.



Chapter 2

State of the art

2.1 Entangled states

A bipartite system is associated with a Hilbert space H that is given by the
tensor product H1 ⊗H2 of the predefined subspaces.

For pure states one distinguishes two different kinds of states. A state
|Ψ〉 is called a product state or separable, if it can be written as direct a
product of subsystem states, i.e.

∃ |ϕ〉 ∈ H1, |φ〉 ∈ H2 , such that |Ψ〉 = |ϕ〉 ⊗ |φ〉 . (2.1)

Such a state describes a situation analogous to a classical one insofar as the
system state contains exactly the information that is contained in the sub-
system states. A state reduction [1] caused by a measurement performed
on one subsystem has no influence on the state of the other subsystem.
This means that measurement results on the different subsystems are un-
correlated. In contrast to this, they are correlated for entangled states, i.e.
states that cannot be written as a direct product of subsystem states:

�
|ϕ〉 ∈ H1, |φ〉 ∈ H2 , such that |Ψ〉 = |ϕ〉 ⊗ |φ〉 . (2.2)

Here, a local measurement causes a state reduction of the entire, i.e. bi-
partite system state, and therefore changes the probabilities for potential
future measurements on either subsystem.

For mixed states the situation is more complicated. Product- and sepa-
rable states are not synonymous anymore. The former can be expressed as
a direct product of subsystem states, i.e.

∃ %(1) ∈ B(H1), %(2) ∈ B(H2) , such that % = %(1) ⊗ %(2) , (2.3)

with the set B(H) of bounded operators on H [29]. For the latter, a convex
decomposition into product states exists

∃ {pi > 0, %
(1)
i ∈ B(H1), %

(2)
i ∈ B(H2)} , s.t. % =

∑

i

pi %
(1)
i ⊗ %

(2)
i ,

(2.4)

5



6 CHAPTER 2. STATE OF THE ART

where convexity implies positive coefficients that sum up to unity,
∑

i pi =
1. Such a state refers to a situation described above for classical systems.
Correlations between different subsystems are due to incomplete knowledge
about the system state. They are characterised completely by the classical
probabilities pi.

Quantum correlations, i.e. entanglement need now be distinguished from
classical correlations - a problem which we will focus on throughout the
largest part of this thesis. Formally, and in a rather non-constructive way, an
entangled mixed state is defined through the non-existence [30] of a convex
decomposition alike eq. (2.4), i.e.

�
{pi > 0, %i1 ∈ B(H1), %i2 ∈ B(H2)} , s.t. % =

∑

i

pi %
i
1 ⊗ %i2 . (2.5)

The correlations contained in such states cannot be characterised completely
by a set of classical probabilities. Thus, entangled states contain correla-
tions that do not exist in any classical system.

The definition of entangled states can straightforwardly be generalised
to multi-partite systems, i.e. systems that decompose into more than two
subsystems. A p-partite system is described by a Hilbert space H that
decomposes into the tensor product of n subspaces H1 ⊗ · · · ⊗ Hp. A pure
state is separable if it can be written as a direct product of p states, each
of which describes one of the subsystems - any state that is not separable is
entangled. A mixed state is separable if it can be written as a convex sum
of product states, i.e. of direct products of states each acting on a single
subsystem. If it cannot - it is entangled.

For multipartite systems it is also meaningful to distinguish between
different degrees of separability: a pure state |Ψ〉 is called ν-separable if it
can be written as a direct product of ν states |φi〉, each of which is an element
of one of the subspaces, or of the direct product of some subspaces. Thus
a ν-separable state with ν < p can contain entanglement between some
of the subsystems, whilst there also are subsystems that are completely
uncorrelated. In this terminology, p-separability is equivalent to complete
separability.

2.1.1 Schmidt decomposition

Pure bipartite states can be classified with the help of their Schmidt decom-
position. Each bipartite pure state |Ψ〉 can be expressed in some product
basis,

|Ψ〉 =
∑

ij

bij |ϕi〉 ⊗ |φj〉 . (2.6)

The local bases {|ϕi〉 ∈ H1} and {|φi〉 ∈ H2} can be chosen arbitrarily.
However, referring to a given state, there is always one special basis. It can
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be constructed with the following representations of the identity operators
�

1 =
∑

i U †|ϕi〉〈ϕi|U acting on the first subspace H1, and an analogous
expression

�
2 =

∑
i V†|φi〉〈φi|V acting on the second subspace H2. U and

V are some arbitrary, local unitary transformations acting on H1 and H2,
respectively. Inserting these identities in eq. (2.6), the state |Ψ〉 can be
expressed as

|Ψ〉 =
∑

ij

[ubv]ij U †|ϕi〉 ⊗ V†|φj〉 , (2.7)

where the unitary matrices u and v are defined as

uij = 〈ϕi|U|ϕj〉 and vij = 〈φj |V|φi〉 . (2.8)

Now one can use the fact that every complex matrix b can be diagonalised
by two unitary transformations u and v such that ubv = diag[S1, . . . ,Sn],
with real and non-negative diagonal elements Si, which provide the singular
value decomposition of b [31]. Hence, any pure state can be represented in
terms of its Schmidt coefficients λi = S2

i , and of the associated Schmidt basis
|ψi〉1 ⊗ |ψj〉2 = U †|ϕi〉 ⊗ V†|φj〉:

|Ψ〉 =
∑

i

√
λi |ψi〉1 ⊗ |ψi〉2 . (2.9)

Given that the Schmidt basis comprises - by construction - only separable
states, all information about entanglement of |Ψ〉 is now contained in the
Schmidt coefficients λi. The characterisation of all correlations of a given
pure state is therefore tantamount to the complete knowledge of all Schmidt
coefficients. The normalisation condition 〈Ψ|Ψ〉 = 1 implies that there are
n − 1 independent coefficients, in an n-dimensional system.

The Schmidt coefficients can easily be computed with the help of one
of the reduced density matrices %1 = Tr2|Ψ〉〈Ψ|, %2 = Tr1|Ψ〉〈Ψ|. Assume,
without loss of generality, d = dim(H1) ≤ dim(H2). Using eq. (2.9), one
easily verifies that the spectrum of %1 is just given by the Schmidt coefficients
- the spectrum of %2 is given by the Schmidt coefficients and dim(H2) −
dim(H1) vanishing eigenvalues.

The Schmidt coefficients also allow to distinguish separable from entan-
gled states - a separable state is characterised by a vector of Schmidt coeffi-
cients with only one non-vanishing entry: ~λ = ~λs = [1, 0, . . . , 0], whereas the
Schmidt vector of an entangled state has at least two non-vanishing com-
ponents. A state is called maximally entangled, if its Schmidt vector reads
~λ = ~λ∗ = [1/d, . . . , 1/d]. In chapter 2.2.2 we will discuss in which respect
this terminology is legitimate.

It follows that the concept of Schmidt coefficients allows to relate the
degree of entanglement of pure bipartite states to the degree of mixing of
the corresponding reduced density matrices - a pure reduced density matrix
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corresponds to a separable state, whereas a maximally entangled state leads
to a maximally mixed reduced density matrix.

Indeed, we will see in chapter 2.2.2 that the Schmidt coefficients do not
only allow to distinguish between separable and entangled states: they are
also useful to quantify entanglement.

2.1.2 Separability criteria

Whereas we have just seen that the separability of pure states can easily be
checked, it turns out to be much more difficult to decide whether a given
mixed state bears quantum entanglement. The above definition, eq. (2.5),
for entangled mixed states is not constructive, and generically it is not clear
whether there is a set of product states such that % can be represented as a
convex sum of its elements.

The standard approach to decide on the separability of a given mixed
state relies on positive maps. A map Λ : B(H) → B(H) is called positive if
it maps positive operators on positive ones, i.e.

Λ(%) ≥ 0, for all % ≥ 0 , (2.10)

where positivity of an operator % is just a short hand notation stating that
% is positive semi-definite, i.e. it has only non-negative eigenvalues. A
crucial property of positive maps is that a trivial extension Λ ⊗ �

is not
necessarily positive. Consider a positive map Λ : B(H1) 7→ B(H1): if the
trivial extension Λ⊗ �

, with
�

the identity map on B(H2), is not positive,
it can be used to conclude on the separability of a mixed state %, acting
on H1 ⊗H2. Since the extended map Λ⊗ �

is not positive, there are some
states η such that

(
Λ⊗ � )

(η) � 0. However, if one assumes the considered
state % to be separable, its convex decomposition into product states (2.4)
implies (

Λ⊗ � )
(%) =

∑

i

pi Λ(%i1)⊗ %i2 . (2.11)

Obviously, any expectation value of this quantity is non-negative, such that(
Λ⊗ � )

(%) ≥ 0. In turn, a state % is necessarily entangled if
(
Λ⊗ � )

(%) � 0.
However, the inverse statement does not hold in general. The mere fact

that % remains positive under the extended map does not necessarily imply
that % is separable. Only if

(
Λ⊗ � )

(%) ≥ 0 for all positive maps Λ , (2.12)

one may conclude that % is separable [32]. Note that for the complementary
implication alone one only needs to find one positive map Λ with

(
Λ ⊗

� )
(%) � 0. This statement does not allow to derive a sufficient separability

criterion for the very general case, since the classification of positive maps
is still an unsolved problem. A large class of entangled states is detected by
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the special choice of the transposition T =: Λ [33] that indeed is a positive
map. The partial transpose %pt =

(
T ⊗ � )

(%) of a state % is deduced as the
relevant auxiliary quantity: if %pt has at least one negative eigenvalue,

%pt � 0 , (2.13)

the state % is entangled.
However, if %pt is positive, one can infer separability of % only for low-

dimensional, namely 2× 2 and 2× 3 systems. For these, the positive partial
transpose (ppt) or standard criterion unambiguously distinguishes separa-
ble and entangled states [32]. However, in higher dimensions there exist
entangled states [34, 35] that are not detected by the ppt criterion.

2.2 Entanglement monotones and measures

Since the definition of entangled states given in eq. (2.5) is not constructive,
it turned out difficult to decide whether a given state is separable - and
the general solution of this problem is still unknown. Moreover, the non-
constructive definition also complicates finding a quantitative description of
entanglement rather than the purely qualitative given so far. How can you
measure something, if you don’t even know what it is?

The basic idea for a quantitative description is to classify all kinds of
operations that in principle can be applied to quantum systems and that can
create or increase only classical correlations, but none of quantum nature.
Any number assigned to a state that does not increase under such operations
can serve for a quantification of entanglement [36].

In our subsequent discussion of such operations, we will not distinguish
between operations describing the time evolution of a real system, and those
which serve just as a mathematical tool. In the latter case one can always
have in mind a Gedankenexperiment where the considered operation is im-
plemented. For the following considerations it is not crucial whether one has
the technical prerequisites and experimental skills to perform a considered
operation - but rather that the operation is in principal allowed by the laws
of quantum mechanics. Therefore, we do not consider technical problems -
as long as we do not refer to real experiments.

2.2.1 Quantum operations and LOCC

A map E : B(Hi) → B(Hf ) describing the evolution of a quantum system
has to be linear,

E(λ1%1 + λ2%2) = λ1 E(%1) + λ2 E(%2) , (2.14)

due to the underlying linear Schrödinger equation. Moreover, in order to
ensure positivity of %, any map E has to be positive. However, this require-
ment is not strong enough to ensure positivity of % in all cases. Since one
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can always consider a system as a subsystem of a larger one, one has to allow
for extensions E ⊗ �

of E . The extended map acts on the entire system in
such a way that the original map affects the considered subsystem, whereas
the identity map acts on the residual system degrees of freedom. As already
mentioned in chapter 2.1.2, such a trivial extension is not necessarily a pos-
itive map again. In order to assure positivity of the entire system state, one
has to require that the described extension be a positive map for identity
maps

�
in any dimension, i.e. that E is completely positive. Accordingly,

any evolution consistent with the general rules of quantum mechanics can
be described by a linear, completely positive map called quantum operation.

A unitary evolution is just a special case of such a quantum operation -
but a general quantum operation can also describe non-unitary evolutions,
e.g. due to environment coupling or measurements. Any such quantum
operation can be composed from three elementary operations [37, 38]:

- unitary transformations, E1(%) = U% U † ;

- addition of an auxiliary system, E2(%) = %⊗ σ, where % is the original
system and σ is the auxiliary state;

- trace over a part (p) of the system, E3(%) = Trp% ,

and any such combination can be expressed as an operator sum [39, 40]

E(%) =
∑

i

Ei%E
†
i , with

∑

i

E†iEi =
�
, (2.15)

with suitably defined linear operators Ei.
Quantum operations can be interpreted in terms of the reduced dynamics

of a system initially prepared in the state %(0), coupled to an environment
with initial state |Ψ0〉. If we allow for an interaction between system and
environment, we will have a unitary evolution U(t) in both system and
environment. The system state after time t is obtained by evolving the
system-bath state over t, followed by a trace over the environment:

%(t) = Trenv
(
U(t) |Ψ0〉〈Ψ0| ⊗ %(0) U †(t)

)
. (2.16)

Expressing the trace over the environmental degrees of freedom by a sum
over an orthonormal basis {|χi〉}, one immediately obtains the above oper-
ator sum representation

%(t) =
∑

i

Ei(t) %(0) E†i (t) , with Ei = 〈χi|U(t)|Ψ0〉 , (2.17)

where the operators Ei(t) satisfy the resolution of the identity required in
eq. (2.15).

For our purposes it is useful to distinguish the following types of quantum
operations:
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- local operations,

- global operations,

- local operations and classical communication (LOCC).

Local operations An operation is called local if under its action the sub-
systems evolve independently from each other. In terms of operator sums
this is expressed as

Eloc(%) =
∑

ij

Ei⊗Fj % F †j ⊗E
†
i , with

∑

i,j

E†iEi⊗F
†
j Fj =

�
H1⊗H2 . (2.18)

Local unitary evolutions Uloc = U1⊗U2 are just special cases of general local
operations. Since both subsystems evolve independently from each other,
possibly preexisting correlations remain unaffected, but can neither grow
nor increase. A product state will remain a product state,

El(%1 ⊗ %2) =
(∑

i

Ei%1E
†
i

)
⊗
(∑

i

Fi%2F
†
i

)
, (2.19)

and any separable state will remain separable under local operations:

El
(∑

i

pi %
i
1 ⊗ %i2

)
=
∑

i

pi

(∑

i

Ei%
i
1E
†
i

)
⊗
(∑

i

Fi%
i
2F
†
i

)
. (2.20)

Therefore, starting from a separable state no correlations - neither classical
nor quantum - can be created by local operations alone.

Global transformations If two subsystems are interacting with each
other, their evolution will in general not derive from purely local opera-
tions. Any operation that is not local is called global. Under this type of
operations all kinds of correlations can grow, as well as decrease. There-
fore, entangled states can be created from initially separable states and vice
versa. The most prominent and natural way of creating entangled states is
a global unitary evolution due to an interaction between subsystems.

Local operations and classical communication (LOCC) A promi-
nent subclass of global operations are local operations and classical commu-
nication (LOCC). They comprise general local operations, and also allow
for correlations between them. The idea behind is to allow arbitrary local
operations and, in addition, to admit all classical means to correlate their
application. Hence, parties having access to different subsystems can use
means of classical communication to exchange information about their lo-
cally performed operations and the respective outcomes, such that other
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parties can apply some further local operations conditioned on the informa-
tion communicated to them.

In terms of operator sums this is expressed as

ELOCC(%) =
∑

i

Ei ⊗ Fi % F †i ⊗ E
†
i , with

∑

i

E†iEi ⊗ F
†
i Fi =

�
H1⊗H2 .

(2.21)
In contrast to eq. (2.18), only a single sum is involved in the description of
LOCC operations. This is a manifestation of the correlated application of
the respective operations on the subsystems: if the operator Ei is applied
to the first subsystem, the operator Fi is applied to the second subsystem.

LOCC operations can be used to create classical correlations between
subsystems. In general, a product state will not remain a direct product
under the action of an LOCC operation:

ELOCC(%1 ⊗ %2) =
∑

i

(
Ei%1E

†
i

)
⊗
(
Fi%2F

†
i

)
=
∑

i

pi %
i
1 ⊗ %i2 , (2.22)

with %i1 =
Ei%1E

†
i

Tr
(
Ei%1E

†
i

) , %i2 =
Fi%2F

†
i

Tr
(
Fi%2F

†
i

) , and pi = Tr
(
Ei%1E

†
i

)
Tr
(
Fi%2F

†
i

)
.

Thus classical, probabilistic correlations can change under the action of
LOCC operations. However, any separable state will always remain sep-
arable under LOCC operations. Accordingly, entangled states cannot be
created with LOCC operations.

2.2.2 Entanglement monotones

Since we have argued that entanglement cannot be created using LOCC op-
erations, our discussion at the beginning of this chapter suggests to consider
quantities that do not increase under LOCC operations. Any scalar valued
function that satisfies this criterion is called an entanglement monotone [36]
and can be used to quantify entanglement. Later, in chapter 2.2.3, we will
refine this approach and introduce entanglement measures that satisfy some
additional properties - important in particular for mixed states.

Pure states

For pure states there exists a simple criterion that allows for the character-
isation of entanglement monotones. It was shown that a state |Ψ〉 can be
prepared starting from a second state |Φ〉 and using only LOCC, if and only
if the vector ~λΨ of Schmidt coefficients of |Ψ〉 is majorised by ~λΦ [41]

~λΨ ≺ ~λΦ . (2.23)

Majorisation means that the components [λΨ]i and [λΦ]i of both vectors,
listed in increasing order, satisfy

∑j
i=1[λΨ]i ≤

∑j
i=1[λΦ]i for 0 < j ≤ d.
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Since any vector ~λ is majorised by the Schmidt vector ~λ∗ with equal compo-
nents 1/d as introduced in chapter 2.1.1, any bipartite state can be prepared
with LOCC starting out from a state |Ψ∗〉 with Schmidt vector ~λ∗. This
justifies calling |Ψ∗〉 maximally entangled.

Since entanglement cannot increase under LOCC operations, any mono-
tone M has to satisfy

M(Ψ) > M(Φ) , for ~λψ ≺ ~λφ . (2.24)

This condition is known as Schur concavity. It is satisfied if and only if
[42] M given as a function of the Schmidt coefficients is invariant under
permutations of any two arguments and satisfies

(λ1 − λ2)

(
∂M
∂λ1

− ∂M
∂λ2

)
≤ 0 . (2.25)

Due to the invariance mentioned above, there is nothing peculiar about the
first two components of ~λ - if eq. (2.25) holds true for λ1 and λ2, it is also
satisfied for any two components of ~λ. Any quantity is called Schur convex
if it gets Schur concave when multiplied with a negative number.

The above characterisation allows to derive several entanglement mono-
tones for pure states. Very useful quantities in this context are the reduced
density matrices %1 or %2 obtained by tracing over one subsystem

%1 = Tr2|Ψ〉〈Ψ| , %2 = Tr1|Ψ〉〈Ψ| . (2.26)

The basic idea is that the degree of mixing of a reduced density matrix is
directly related to the amount of entanglement of the pure state |Ψ〉. Any
function g(%r) of a reduced density matrix that is

- invariant under unitary transformations, g(%r) = g(U%r U †), and

- concave, g(%r) ≥ λg(%α) + (1− λ)g(%β), for any 0 ≤ λ ≤ 1, and states
%α and %β such that %r = λ%α + (1− λ)%β,

is Schur concave, and therefore provides an entanglement monotoneM(Ψ) =
g(%r) [36]. The most prominent choice of g is the von Neumann entropy

S(%r) = −Tr%r ln %r (2.27)

of the reduced density matrix, often simply called the entanglement E(Ψ) =
S(%r) of the pure state |Ψ〉.

Note that due to the invariance of g under unitary transformations, g
can only be a function of unitary invariants, and this is the spectrum of
%r. Accordingly, it is not necessary to distinguish between %1 and %2, since
they have the same non-vanishing eigenvalues. If both subsystems have the
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same dimensions, the spectrum of %1 equals that of %2. If the dimensions
are not equal the reduced density matrix of the larger subsystem has some
additional vanishing eigenvalues. That is why one often does not distinguish
between %1 and %2, but rather expresses M(Ψ) as

M(Ψ) = g(%r) , with %r = Trp|Ψ〉〈Ψ|, (2.28)

with ‘the’ reduced density matrix, where the partial trace Trp does not
specify explicitly which subsystem is traced out. However, in chapter 3.4 we
will discuss a situation where the proper choice of the subsystem over which
the trace is performed is not completely arbitrary.

Yet a single monotone is not always sufficient to completely characterise
the quantum correlations contained in a given pure state. For such a charac-
terisation, knowledge of all Schmidt coefficients is required. Since there are
d− 1 independent Schmidt coefficients, where d = min(dim(H1), dim(H2))
a single scalar quantity is only sufficient for d = 2. In general, a set of d− 1
independent monotones is required.

Mixed states

For pure states it is rather simple to find some entanglement monotones
- any unitarily invariant, concave function of the reduced density matrix
defines one. This is due to the fact that there are no classical probabilis-
tic correlations contained in pure states. For mixed states the situation is
much more involved, because there are both classical and quantum correla-
tions that have to be discriminated against each other by an entanglement
monotone. It is by no means obvious to devise a unique generalisation of a
pure state monotoneM(Ψ) to a mixed state monotoneM(%), such that

- M(%) reduces to the original pure state definition when applied to
pure states, and

- M(%) is a good entanglement monotone, i.e. non-increasing under
LOCC.

We will follow one special generalisation that applies to any pure state
monotone [36, 43], and therefore is the most commonly used one. It can
easily be formulated but leaves severe problems when it comes to its quan-
titative evaluation. Any mixed state can be expressed as a convex sum of
pure states:

% =
∑

i

pi |Ψi〉〈Ψi| . (2.29)

On a first glance, it might appear as a self-evident generalisation to sum
up the entanglement assigned by a certain monotone to the pure states in
eq. (2.29), weighted by the prefactors pi. Unfortunately, the decomposition
into pure states is not unique, and different decompositions in general lead
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to different values for a given entanglement monotone. The proper, unam-
biguous generalisation of a pure state monotone, that also we will use in
the following, therefore uses the infimum over all decompositions into pure
states - the so-called convex roof [44]:

M(%) = inf
{pi,Ψi}

∑

i

pi M(Ψi) , with pi > 0 , s.t. % =
∑

i

pi |Ψi〉〈Ψi| .

(2.30)
An explicit evaluation of this quantity for a specific state - one has to find the
infimum over all possible decompositions into pure states - implies a high
dimensional optimisation problem - in general a very hard computational
task.

To ease this enterprise, it is convenient to make use of the following
characterisation of all ensembles of pure states which represent a certain
mixed state. Using subnormalised states

|ψi〉 =
√
pi |Ψi〉 (2.31)

allows to reduce the number of involved quantities. Since the pi are positive,
one has |ψi〉〈ψi| = pi|Ψi〉〈Ψi|. Assume one ensemble {|ψi〉} is known such
that % =

∑
i |ψi〉〈ψi| - e.g. the eigensystem of % . New ensembles defined as

|φi〉 =
∑

j

Vij|ψj〉, with
∑

i

V †kiVij = δjk , (2.32)

represent the same mixed state % =
∑

i |ψi〉〈ψi| =
∑

i |φi〉〈φi|, and any
ensemble representing % can be constructed in this way [13, 45]. In the
following, any matrix V satisfying eq. (2.32) will be referred to as left unitary.
The number, cardinality, of ensemble members of the decomposition of % is
not fixed by the rank of the considered state. There is no a priori maximum
cardinality, though it is sufficient to consider ensembles with cardinality not
larger than the square of the considered state’s rank [46]. However, there
is no evidence that it is necessary to employ ensembles of this maximum
cardinality. There is no proof that the infimum in eq. (2.30) cannot be found
with ensembles of smaller cardinality. Nonetheless, without a sharper bound
on the length of the decomposition we need to find the optimal left-unitary
matrix V ∈ � n2×n, which implies an n3-dimensional optimisation procedure
to compute the entanglementM(%) of a given state % of rank n. Since there
is no simple parametrisation of arbitrary left-unitary matrices, the constraint∑

i V
†
kiVij = δjk even complicates the numerical implementation.

2.2.3 Entanglement measures

Entanglement monotones that satisfy some additional axioms are called en-
tanglement measures E. So far, however, there is no uniquely accepted
list of axioms, hence there is no commonly accepted distinction between
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monotones and measures [47, 48]. We do not attribute too much relevance
to this question of terminology, and just present here a list of potential
axioms:

- E(%) vanishes exactly for separable states.

- additivity: the entanglement of several copies of a state adds up to n
times the entanglement of a single copy, E(%⊗n) = nE(%).

- subadditivity: the entanglement of two states is not larger than the sum
of the entanglement of both individual states, E(%1 ⊗ %2) ≤ E(%1) +
E(%2).

- convexity: E(λ%1 + (1−λ)%2) ≤ λE(%1) + (1−λ)E(%2), for 0 ≤ λ ≤ 1.

Some authors additionally require that an entanglement measure has to
be invariant under local unitary transformations. However, this is already
implied by monotonicity under LOCC (chapter 2.2.2), since monotonicity
implies invariance under transformations that are invertible within the class
of LOCC operations [49]. Local unitaries and their inverses are LOCC op-
erations. Thus, any entanglement monotone and -measure has to be non-
increasing under both the former and the latter. Since non-increasing be-
haviour under the latter implies non-decreasing behaviour under the former
and vice versa, any monotone or -measure has to be invariant under local
unitaries.

There are attempts to find a distinct set of axioms that leads to a unique
measure [50]. On the other hand, it sometimes is necessary to relax some of
the above listed constraints, in order to find a measure that is computable.
For example, negativity [51] - that we will discuss in more detail in chapter
2.3.3 - has become a commonly used quantity although it vanishes for a
class of entangled states [51]. Though, compared to other measures it has
the major advantage that it can be computed straight-forwardly.

2.3 Algebraically computable measures

As mentioned earlier most entanglement measures for mixed states, as for
example eq. (2.30), involve an optimisation procedure. This hampers finding
an analytic solution. However, for 2×2 systems - the smallest ones of interest
- solutions are known in closed form for some specific measures [26, 43, 51,
52]. There are also some measures - as for example negativity to be defined
in chapter 2.3.3 - that involve no optimisations and can be calculated in
any dimensions. However, they assign vanishing entanglement to some non-
separable states. In the following, we will briefly discuss those algebraically
given entanglement monotones or -measures that will be relevant for our
subsequent analysis.
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2.3.1 Concurrence

Concurrence was originally introduced as an auxiliary quantity, used to cal-
culate the entanglement of formation of 2×2 systems. However, concurrence
can also be considered as an independent entanglement measure [26]. For
systematic reasons we first introduce concurrence, and discuss entanglement
of formation in chapter 2.3.2 hereafter.

For the definition of concurrence [43, 53] in 2× 2 systems a special basis

|e1〉 = |Φ+〉 , |e2〉 = i|Φ−〉 , |e3〉 = i|Ψ+〉 , |e4〉 = |Ψ−〉 , (2.33)

defined in terms of the Bell states [43]

|Φ±〉 =
1√
2

(|00〉 ± |11〉) |Ψ±〉 =
1√
2

(|01〉 ± |10〉) (2.34)

is used. With this at hand, the concurrence c of a pure state |Ψ〉 is defined
as

c(Ψ) =
∣∣∣
∑

i

〈ei|Ψ〉2
∣∣∣ . (2.35)

Writing this definition more explicitly, c(Ψ) =
∣∣∑

i〈Ψ∗|e∗i 〉〈ei|Ψ〉
∣∣, one ends

up, after summation, with the alternative formulation [26]

c(Ψ) =
∣∣∣〈Ψ∗|σy ⊗ σy|Ψ〉

∣∣∣ , (2.36)

where σy is the second Pauli matrix, and |Ψ∗〉 is the complex conjugate of |Ψ〉
with the conjugation performed in the standard basis {|00〉, |01〉, |10〉, |11〉}.
Since a scalar product implies a complex conjugation anyway, the second
conjugation cancels the first one such that 〈Ψ∗| = ∑

ij Ψij〈ij| is the trans-
pose and not the adjoint of |Ψ〉 =

∑
ij Ψij |ij〉. Eq. (2.36) is the most com-

monly used formulation and is often considered as the definition of concur-
rence rather than eq. (2.35).

The concurrence of mixed states is given by the corresponding convex
roof, alike eq. (2.30):

c(%) = inf
{pi,Ψi}

∑

i

pi c(Ψi) , with pi > 0 , s.t. % =
∑

i

pi|Ψi〉〈Ψi| . (2.37)

Concurrence of a pure state |ψ〉 can be expressed as c(ψ) = fc(ψ, ψ), in
terms of the function

fc(ψ1, ψ2) = 〈ψ∗2|σy ⊗ σy |ψ1〉 , (2.38)

that it is linear in the first argument and anti-linear in the second. This
linearity properties, together with the parametrisation of all decompositions
of % into pure states as given in eq. (2.32), allows to write eq. (2.37) as

c(%) = inf
V

∑

i

∣∣∣
∑

j,k

Vijfc(ψj, ψk)
[
V T
]
ki

∣∣∣ . (2.39)
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The quantities fc(ψj , ψk) can be understood as elements τjk of a complex
symmetric matrix τ . Hence one can use the compact matrix notation

c(%) = inf
V

∑

i

∣∣∣
[
V τV T

]
ii

∣∣∣ . (2.40)

The infimum of this quantity is known [26] to be given by

c(%) = max
(
S1 −

4∑

i=2

Si, 0
)
, (2.41)

where the Si are the singular values of τ , in decreasing order. They can
be obtained as the square roots of the eigenvalues of the positive hermitian
matrix ττ †.

Since we will refer to infima of expressions similar to that given in
eq. (2.40) several times later-on, we discuss the derivation of this infimum in
some detail. Though, we do not follow here the original derivation [26], but
rather present a generalisation [44] valid in arbitrary dimensions - which we
will need for later reference when considering subsystems with more than
two levels. Thus, the following considerations do not only apply to the hith-
erto discussed 2× 2 case, but also to systems of arbitrary finite dimensions.

Any complex matrix M ∈ � n1×n2 can be diagonalised [31] as

M = UlDUr , (2.42)

where Ul ∈ � n1×d and Ur ∈ � d×n2 with d = min(n1, n2) are left- and right

unitary, i.e. U †l Ul =
�

and UrU
†
r =

�
, and D ∈ � d×d is a diagonal matrix

with real and positive diagonal elements, refered to as singular values of M .
Moreover, Ul and Ur can always be chosen such that the singular values are
arranged in decreasing order along the diagonal.

Applying this to the above quadratic, complex symmetric matrix τ , one
concludes that τ can be diagonalised with a unitary transformation U as

UτUT = diag
[
S1, . . . ,Sn

]
=: τd . (2.43)

Given this diagonal representation, one defines a transformation VH with
the help of Hadamard Matrices H [54]. They exist in dimensions n × 2k

with 2k ≥ n. Their rows are given by n mutually orthogonal real vectors,
with the same absolute value 1/(2k/2) of all elements. Due to the rows’
orthogonality, H is left unitary, H †H =

�
.

The transformation matrix VH is a modification of a Hadamard matrix.
Namely the i-th (i = 2, . . . , n) element of any row is multiplied by a phase
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Figure 2.1: Complexified singular values S1 and −Sieiϕi (i > 1) - see
eq. (2.44) - plotted in the complex plane. For a separable state (left) one
can always find appropriate phase factors such that all terms add up to 0.
However, for an entangled state (right) this is not possible. The minimum
of eq. (2.44) can be obtained for eiϕj = 1 for all j.

factor ieiϕi . The latter does not affect left-unitarity, V †HVH =
�
. How-

ever, since V T
H enters eq. (2.40) instead of V †H , the phase factors are indeed

important. Carrying out the transformation, one obtains

[
VHτdV

T
H

]
ii

=
1

2k
(
S1 −

∑

i>1

Sieiϕi
)
, (2.44)

where one needs not care about the non-diagonal entries, since only diagonal
elements are summed up in the end.

So far we found a transformation VHU such that
∑

i

∣∣∣
[
VHUτU

TV T
H

]
ii

∣∣∣ =
∣∣∣S1 −

∑

j>1

Sjeiϕj
∣∣∣ . (2.45)

Now one has to distinguish two cases. In the first case one has S1 ≤
∑

i>1 Si.
In that case one can always find phases ϕi such that S1−

∑
i>1 Sieiϕi = 0, as

depicted in figure 2.1. In the second case, where S1 >
∑

i>1 Si, the optimal
choice for all phases is ϕi = 0, and one gets S1 −

∑
i>1 Si. All-together, we

found a transformation such that
∑

i

∣∣∣
[
VHUτU

TV TH
]
ii

∣∣∣ = max
(
S1 −

∑

i>1

Si, 0
)
. (2.46)

It is now easy to show that there is no left unitary transformation leading
to a smaller result. We can restrict ourselves to the second case above, S1 >∑

j>1 Sj , since 0 is the smallest possible value of a non-negative quantity

anyway. To do so, we start with the diagonal form τ d of τ , and transform
it with Up = diag(1, i, . . . , i) such that we obtain

τ̃d = Upτ
dUTp = diag

[
S1,−S2, . . . ,−Sm

]
. (2.47)
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Now one has

∑

i

∣∣∣
∑

jk

Vij τ̃
d
jkV

T
ki

∣∣∣ =
∣∣∣
∑

i

(
V 2
i1S1 −

∑

j>1

V 2
ijSj

)∣∣∣ . (2.48)

One can always choose V in such a way that the Vi1 are real for any i. Then
one has

∑
i V

2
i1 = 1, and

∑
i |Vi1|2 ≤ 1. Therefore:

∑

i

∣∣∣
∑

jk

Vij τ̃
d
jkV

T
ki

∣∣∣ ≥
∑

i

∣∣V 2
i1

∣∣S1 −
∑

j>1

∣∣V 2
ij

∣∣Sj ≥ S1 −
∑

i>1

Si . (2.49)

Thus we have shown that eq. (2.41) really is the infimum corresponding to
eq. (2.40).

2.3.2 Entanglement of formation

Entanglement of formation is our second example for an entanglement mea-
sure defined as a convex roof alike eq. (2.30). In contrast to the previously
discussed concurrence, entanglement of formation is defined for bipartite
systems of arbitrary dimensions. As we have seen in chapter 2.2.2 above,
the entanglement E(Ψ) of a pure state |Ψ〉 can be quantified by the von Neu-
mann entropy S(%) of the reduced density matrix, eq. (2.27). Entanglement
of formation of a mixed state then follows as the convex roof [43]

E(%) = inf
{pi,Ψi}

∑

i

pi E(Ψi) , with pi > 0 , s.t. % =
∑

i

pi |Ψi〉〈Ψi| .

(2.50)
In higher dimensions the underlying optimisation problem is unsolved - apart
from a few known solutions for particular states [55]. Only for 2×2 systems
an algebraic solution is known for general states. For these low dimensional
systems, the entanglement of a pure state can be expressed as a function of
its concurrence, E(Ψ) = E(c(Ψ)), with [26]

E(c) = −
∑

α=−1,1

1

2
(1 + α

√
1− c2)) log2

1

2
(1 + α

√
1− c2)) . (2.51)

The function E(c) is monotonically increasing and convex. Thus, the entan-
glement of formation can be estimated as

E(%) = inf
∑

i

pi E(ci) ≥ inf E
(∑

i

pi ci

)
= E(c(%)) . (2.52)

Consequently, concurrence provides a lower bound for the entanglement
of formation. In general, the decomposition that provides the infimum is
not unique. In the present case of 2 × 2 systems, the manifold on which
the infimum is adopted always contains a set of pure states all of which
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have the same concurrence [26]. For these special decompositions one has∑
i piE(ci) = E

(∑
i pici

)
. Thus, equality holds in the above inequality.

Therefore, in 2 × 2 systems, one can always express entanglement of for-
mation in terms of concurrence. Since an algebraic expression, eq. (2.41),
for concurrence is available for arbitrary 2 × 2 states, also entanglement of
formation can be computed purely algebraically.

2.3.3 Negativity

For both, concurrence and entanglement of formation, solutions for arbi-
trary mixed states are known only in 2 × 2 systems. Negativity has the
great advantage that it can be calculated algebraically in any dimensions.
However, it vanishes for some entangled states and thus is not an entan-
glement measure in the strict sense. But since it is non-increasing under
LOCC, it is an entanglement monotone [51]. Its definition is closely related
to the above mentioned ppt criterion. Negativity N of a state % is defined
as

N (%) = ‖%pt‖1 − 1 , (2.53)

where ‖.‖1 is the 1-norm, given by the sum of the moduli of the eigenvalues.
Since transposition is trace-preserving, i.e. Tr%pt = 1, it is obvious that
N (%) is larger than zero exactly for states with non-positive partial trans-
pose. As mentioned above there exist entangled states with positive partial
transpose for systems larger than 2× 3. Consequently, negativity assigns a
vanishing amount of entanglement to these states, although they are indeed
entangled.
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Chapter 3

Concurrence

In the following chapter we will focus on the concurrence of systems of arbi-
trary dimension. We prefer concurrence to the entanglement of formation,
since - as we will see in chapter 3.2 - it can be expressed in terms of a function
that is linear in some of its arguments, and anti-linear in the others. Such a
representation is not available for entanglement of formation, because of the
logarithmic dependence on % in eq. (2.50), together with eq. (2.27), which,
however, is crucial for the construction of convex roofs. Negativity, on the
other hand, can be calculated algebraically in arbitrary dimensions, though
assigns vanishing entanglement to some non-separable states, as we have
already seen above in chapter 2.3.3. Hence, we will concentrate on concur-
rence which is both distinctive and, as we will see below, computationally
operational.

The quantitative estimation of the concurrence of a mixed state is often
achieved by numerical means [56, 57, 58] which essentially solve a high
dimensional optimisation problem when searching for the minimum that
defines the convex roof, eq. (2.30). However, such an approach can only
provide an upper bound of concurrence rather than its actual value, since a
numerical optimisation procedure can never guarantee convergence into the
global rather than a local minimum. Hence, besides an efficient numerical
implementation of such an optimisation procedure it is most desirable to
derive a lower bound of concurrence that possibly can be evaluated purely
algebraically, since the numerical effort increases rapidly with the dimension
of the underlying Hilbert space. In the present chapter, we will derive an
approach to characterise concurrence of general mixed states in arbitrary,
finite dimensions, and we will

- not only provide a framework for an efficient numerical implementation
to compute an upper bound of concurrence in chapter 3.3, but also

- formulate lower bounds of concurrence in chapter 3.4, some of which
can be computed purely algebraically.

23
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- Moreover, in chapter 3.5 we will derive an approximation of concur-
rence that is valid for most states describing current experiments and
can also be evaluated purely algebraically.

- Finally, in chapter 3.6, we will propose a generalisations of concurrence
to multi-partite systems.

Both, upper and lower bounds, will allow to confine the actual value of
concurrence to a finite interval, providing reliable information for arbitrary
states. In a second step, we will specialise our approach to typical exper-
imental requirements, which do not necessarily need a completely general
treatment. In most experiments (see for example [59, 60]), the evolution
of pure into mixed states occurs on a time-scale which is much longer than
the time required to prepare or to manipulate entangled states. Therefore,
quantum states which arise in such experiments exhibit rather small degrees
of mixing. This a priori assumption allows a further approximation in our
general treatment which yields a purely algebraic, and therefore very effi-
cient and easily implemented estimation of concurrence, as we will see in
chapter 3.5.

Since we have neither an a priori estimate of the tightness of our lower
bounds, nor one for the range of validity of our approximation, we will
compare our estimations from below with the corresponding upper bound
in chapter 4. For this purpose, we will use random states, as well as states
under scrutiny in real experiments [59].

3.1 Extension to higher dimensional systems

The definition of concurrence given in chapter 2.3.1 only applies to two-level
systems. Since Bell states used in the original definition in eq. (2.35), and the
spin flip operation used in eq. (2.36) do not have unique generalisations to
higher dimensions, there is no straight-forward generalisation of concurrence
to higher dimensions. So far, two inequivalent generalisations for systems
comprising more than two levels have been formulated, which both coincide
with the original one, if restricted to two-level systems.

Θ-concurrence One possible generalisation is Θ-concurrence [44]. The
complex conjugation that is used in eq. (2.36) is an anti-linear operation.
Θ concurrence is based on anti-linear operators, where anti-linearity of an
operator θ is defined by the property

θ
(
α1|Ψ1〉+ α2|Ψ2〉

)
= α∗1θ|Ψ1〉+ α∗2θ|Ψ2〉 . (3.1)

An anti-linear operator Θ is called a conjugation if it is unitary Θ† = Θ−1

and if it satisfies Θ2 =
�
. In terms of such a conjugation Θ, one can define
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Θ-concurrence cΘ(ψ) of a pure state |ψ〉 that is not necessarily normalised
to unity as

cΘ(ψ) =
∣∣〈ψ|Θ|ψ〉

∣∣ . (3.2)

Of course, cΘ(ψ) does not only depend on |ψ〉, but also on the choice of Θ.
Thus Θ-concurrence is not a single, uniquely defined quantity, but rather a
family of quantities, depending on the choice of Θ. In systems larger than
two-level systems, no conjugation Θ is known such that cΘ(ψ) vanishes for
all separable states and is strictly larger than zero for all entangled states.
However, in the case of two-level systems there is one. For Θ = σy ⊗ σy C∗
[44, 61], cΘ(ψ) is non-vanishing if and only if |ψ〉 is entangled. For this
special choice, Θ-concurrence coincides with regular concurrence as defined
in eq. (2.36).

Θ-concurrence can easily be extended to mixed states using the concept
of convex roofs. Given a complex symmetric matrix τΘ with elements

[τΘ]jk = 〈ψj|Θ|ψk〉 , (3.3)

one easily finds for the Θ-concurrence cΘ(%) = inf
∑

i picΘ(ψi) of a mixed
state %:

cΘ(%) = inf
V

∑

i

∣∣∣
[
V τΘV

T
]
ii

∣∣∣ . (3.4)

As discussed in chapter 2.3.1, the infimum can be expressed as

cΘ(%) = max
(
SΘ

1 −
∑

i>1

SΘ
i , 0

)
, (3.5)

with the singular values SΘ
i of τΘ in decreasing order. Thus, Θ-concurrence

can be easily evaluated for arbitrary mixed states. However, since, apart
from Θ = σy ⊗ σy C∗ in 2 × 2 systems, no conjugation is known that is
positive exactly for entangled states, it has the disadvantageous property
that cΘ vanishes for some entangled states - similar to negativity discussed
in chapter 2.3.3 above.

I-concurrence I-concurrence [62] is defined in terms of operators I1 and
I2 acting on H1 and H2 as

cI(Ψ) =
√
〈Ψ|(I1 ⊗ I2|Ψ〉〈Ψ|)|Ψ〉 . (3.6)

The operators Ii are required to satisfy the following properties [62]

a) IiH = (IiH)† (i = 1, 2), for all hermitian operators H , which ensures
that I-concurrence is real.

b) [Ii,U ] = 0 (i = 1, 2) for all unitary U , which ensures that I-concurrence
is invariant under local unitary transformations.
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c) 〈Ψ|(I1 ⊗ I2|Ψ〉〈Ψ|)|Ψ〉 ≥ 0, for all states |Ψ〉, where equality holds if
and only if |Ψ〉 is separable .

Up to scaling, there is a unique operator satisfying these requirements [62],
namely

I(|Ψ〉〈Ψ|) =
� − |Ψ〉〈Ψ| (3.7)

that maps |Ψ〉〈Ψ| onto its orthogonal space. Thus - in contrast to Θ-
concurrence - I-concurrence is a quantity that is uniquely defined up to
a multiplicative constant. With eq. (3.7), I-concurrence cI(Ψ) of a pure
state |Ψ〉 can also be expressed in terms of reduced density matrices

cI(%) =

√
2
∣∣〈Ψ|Ψ〉

∣∣2 − Tr%2
1 − Tr%2

2 . (3.8)

As argued right before eq. (2.28), the last two terms are equal, such that
there is no need to explicitly distinguish between the two reduced density
matrices. It therefore became a wide spread convention to define concurrence
using only one of the two reduced density matrices

c(Ψ) =

√
2
(
|〈Ψ|Ψ〉

∣∣2 − Tr%2
r

)
, (3.9)

where %r can be either one. However, in chapter 3.2 we will encounter
circumstances where the definition in eq. (3.8) is advantageous compared to
that in eq. (3.9).

If we now use the Schmidt form eq. (2.9) of an arbitrary pure states |Ψ〉,
its I-concurrence reads

cI(Ψ) =
∑

i6=j
SiSj , (3.10)

and it is easily verified that I-concurrence coincides with the original def-
inition given in eq. (2.36), for two-level systems. Note that I-concurrence
cannot exceed a given maximum value

√
2(1− 1/d), with the dimension d

of the smallest subsystem.

3.2 Mixed states in higher dimensions

In contrast to I-concurrence, Θ-concurrence has the advantage that an
analytic solution is known for the very general case [44]. However, Θ-
concurrence vanishes for some entangled states, and consequently does not
satisfy one of the most important requirements for an entanglement mea-
sure listed in chapter 2.2.3. We therefore focus on I-concurrence, given by
eq. (3.9)

c(ψ) =

√
2
(∣∣〈ψ|ψ〉

∣∣2 − Tr %r
2)
, (3.11)
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and call it simply concurrence, for brevity. For mixed states it is defined
as the corresponding convex roof defined in eq. (2.30). For convenience, we
introduce the following auxiliary quantity C{ψi}:

C{ψi}(%) =
∑

i

c(ψi) , with % =
∑

i

|ψi〉〈ψi| , (3.12)

such that the concurrence c(%) is the infimum of C(%) over all sets {|ψi〉}.
For our further analysis, which aims at a transparent construction of the

convex roof, it is convenient to introduce a function f of four arguments,

f(ψ1, ψ2, ψ3, ψ4) = 〈ψ2|ψ1〉〈ψ4|ψ3〉 − Tr1

((
Tr2|ψ1〉〈ψ2|

)(
Tr2|ψ3〉〈ψ4|

))
,

(3.13)
that is linear in the first and in the third argument, and anti-linear in the
second and the third one. The concurrence of a pure state can be expressed
as c(ψ) =

√
f(ψ, ψ, ψ, ψ), such that one obtains

C{ψi}(%) =
∑

i

√
2 f(ψi, ψi, ψi, ψi) (3.14)

for a mixed state %. Now one can use the fact that all decompositions of
% into pure states can be parametrised by a left unitary matrix V as in
eq. (2.32). Using the characterisation of all ensembles representing %, and
making use the aforementioned linearity and anti-linearity of f , we obtain

C{ψi}(%) = CV (%) =
∑

i

([
V ⊗ V A V † ⊗ V †

]ii
ii

) 1
2

, (3.15)

where V is left-unitary and the tensor A is defined as

Almjk = 2 f(φj , φl, φk, φm) , (3.16)

with the set of states {|φi〉} a valid decomposition of %. According to its
definition, A is hermitian and symmetric with respect to a simultaneous
exchange of both its co- and contravariant indices,

Almjk =
(
Ajklm

)∗
, Almjk = Amlkj . (3.17)

A crucial pre-requisite for the derivation of an analytic expression for the
concurrence of a two-level system [26] is the fact that a complex symmetric
matrix τ can be diagonalised by a unitary transformation, as UτU T [31].
Similarly, a hermitian matrix H can be diagonalised by a unitary trans-
formation, as UHU † [31]. Since eq. (3.15) restricts these transformations
to those that decompose into a tensor product V ⊗ V of a transformation



28 CHAPTER 3. CONCURRENCE

V with itself, it is in general not possible to diagonalise A. However, the
symmetry of V ⊗ V under exchange of the subsystems of A implies another
symmetry, in addition to those of eq. (3.17) - one can replace A in eq. (3.15)
by the symmetrised quantity A with elements

Almjk =
1

2

(
Almjk + Almkj

)
, (3.18)

without affecting the value of CV (%). The reader may wonder why this
additional symmetry has to be enforced and is not a result of the analysis.
This is due to the asymmetric definition of concurrence with respect to the
subsystems H1 and H2, in eq. (3.9). In the definition of concurrence in
eq. (3.11), there is some arbitrariness in the sequence of traces which first
yield %r and then c(ψ). One has to choose whether to trace over the first
or the second subsystem to obtain the reduced density matrix %r. If, on
the other hand, one starts out with the symmetric version in eq. (3.8), one
immediately obtains A instead of A, as we will show in chapter 3.2.1. Our
initial choice of starting out with eq. (3.9) was motivated by its wide-spread
use. In fact, the symmetric version eq. (3.8) is hardly used in the literature
at all.

3.2.1 Algebraic properties of A and A
Before we continue, we will discuss some algebraic properties of A and A.
Not only will these properties be crucial for our further analysis. They
will also suggest a potential generalisation of concurrence to multi-partite
systems that we will sketch in chapter 3.6.

For this purpose, we consider the function f defined in eq. (3.13) as a
map f : H ⊗ H∗ ⊗ H ⊗ H∗ → � . Since f is linear in the first and third
argument, and anti-linear in the second and fourth, it defines a linear map
A : H ⊗H → H⊗H, with elements

〈ψ2 ⊗ ψ4|A|ψ1 ⊗ ψ3〉 = 2 f(|ψ1〉, 〈ψ2|, |ψ3〉, 〈ψ4|) . (3.19)

In the local bases {|φa〉 ∈ H1} and {|χb〉 ∈ H2} they are denoted by

〈φc| ⊗ 〈χγ | ⊗ 〈φd| ⊗ 〈χδ| A |φa〉 ⊗ |χα〉 ⊗ |φb〉 ⊗ |χβ〉 = Acγ dδ
aα bβ . (3.20)

Now, the space K := H⊗H = H1 ⊗H2 ⊗H1 ⊗H2 is, in a natural manner,
isomorphic to K̃ =

(
H1 ⊗ H1

)
⊗
(
H2 ⊗ H2

)
=: K1 ⊗ K2, such that the

mapping A induces a linear map Ã on K̃ = K1 ⊗ K2. The elements of Ã in
the above local bases

〈φc| ⊗ 〈φd| ⊗ 〈χγ | ⊗ 〈χδ| Ã |φa〉 ⊗ |φb〉 ⊗ |χα〉 ⊗ |χβ〉 = Ãcd γδab αβ . (3.21)

can be computed straight-forwardly and read

Ãcd γδab αβ = Acγ dδ
aα bβ = 2

(
δacδbd − δadδbc

)
δαγδβδ , (3.22)
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with δij the usual Kronecker symbol. Thus A and A are completely an-
tisymmetric in the first subsystem, i.e. A and A change their sign under
exchange of a and b as well as under exchange of c and d. However, they
do not incorporate this symmetry in the second subsystem. This distinction
between the first subsystem and the second one reflects the different roles
of the two subsystems in eq. (3.9).

The map A, i.e. the symmetrised version of A, does not exhibit this dis-
tinction between the respective subsystems any more. By virtue of eq. (3.18),
it is defined as

〈ψ2 ⊗ ψ4|A|ψ1 ⊗ ψ3〉 =
1

2

(
〈ψ2 ⊗ ψ4|A|ψ1 ⊗ ψ3〉+ 〈ψ4 ⊗ ψ2|A|ψ1 ⊗ ψ3〉

)

= f(|ψ1〉, 〈ψ2|, |ψ3〉, 〈ψ4|) + f(|ψ1〉, 〈ψ4|, |ψ3〉, 〈ψ2|)
(3.23)

and analogously for the matrix elements of Ã, which is the symmetrised
version of Ã. It easily follows that A and Ã are completely antisymmetric
in both subsystems

Acγ dδ
aα bβ = Ãcd γδab αβ =

(
δacδbd − δadδbc

)(
δαγδβδ − δαδδβγ

)
. (3.24)

Given the matrix elements of A with respect to a product basis, one
can also compute the matrix elements with respect to a set of general states
|ψj〉. Decomposing |ψj〉 into a product basis |ψj〉 =

∑
aα ψ

j
aα|φa〉⊗ |χα〉, one

obtains all elements of A, summing over all basis states

Almjk =
∑

abcd
αβγδ

ψjaα

(
ψkbβ

)∗
ψkcγ

(
ψldδ

)∗ (
δacδbd − δadδbc

)(
δαγδβδ − δαδδβγ

)
,

(3.25)
and verifies that A can be expressed in terms of partial traces

Almjk = Tr1

(
Tr2

(
|ψj〉〈ψk|

))
Tr1

(
Tr2

(
|ψj〉〈ψk|

))

− Tr1

(
Tr2

(
|ψj〉〈ψk|

)
Tr2

(
|ψl〉〈ψm|

))

− Tr2

(
Tr1

(
|ψj〉〈ψk|

)
Tr1

(
|ψl〉〈ψm|

))

+ Tr1

(
Tr2

(
|ψj〉〈ψk|ψl〉〈ψm|

))
.

(3.26)

Here it is clear that A represents the symmetric definition of concurrence, as
given in eq. (3.8), insofar as there is no distinguished subsystem - in contrast
to eq. (3.9).

Eq. (3.24) also implies that Ã is supported only on the tensor product of
the antisymmetric parts of K1 and K2, i.e. on

(
H1 ∧H1

)
⊗
(
H2 ∧H2

)
. The
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antisymmetric space H∧H contains all states |χ∧〉 that can be expressed as
|χ∧〉 =

∑
ij cij(|Φi〉⊗ |Φj〉− |Φj〉⊗ |Φi〉), with |Φi〉 ∈ H. This means that all

elements of Ã with respect to fully symmetric linear combinations of product
states vanish. Since the space

(
H1 ∧ H1

)
has dimension n1(n1 − 1)/2, and(

H2 ∧H2

)
has dimension n2(n2− 1)/2, Ã, and consequently also A, cannot

have more than n1(n1 − 1)n2(n2 − 1)/4 non-vanishing eigenvalues.

Finally, one can show quite easily that A is also positive definite, i.e.
each expectation value of A is non-negative. Expanding an arbitrary pure
state |ζ〉 ∈ K in terms of local basis states

|ζ〉 =
∑

a,b,αβ

ζaαbβ |φa〉 ⊗ |χα〉 ⊗ |φb〉 ⊗ |χβ〉 , (3.27)

one obtains for the corresponding expectation values

〈ζ|A|ζ〉 =
∑

a,α,b,β

(
ζ∗aαbβ − ζ∗bαaβ − ζ∗aβaα + ζ∗bβaα

)
ζaαbβ

=
∑

a,α,b,β

∣∣ζaαbβ − ζbαaβ − ζaβaα + ζbβaα
∣∣2 ≥ 0 , (3.28)

where we used the fact that symmetric part of ζaαbβ drops out when summed
with the antisymmetric expression ζ∗aαbβ − ζ∗bαaβ − ζ∗aβaα + ζ∗bβaα.

In particular positivity - but also the reduced rank n1(n1−1)n2(n2−1)/4
of A - will soon turn out to be crucial for constructing concurrence of mixed
states.

3.2.2 Expansion of A
Since A is invariant under exchange of its covariant as well as of its con-
travariant indices, it can be expanded in terms of a basis of real symmetric
matrices Λα ∈ � n×n, according to

Almjk =
∑

α,β

Bαβ Λα
jk Λβ

lm . (3.29)

Here, the Λα are orthonormal with respect to the Hilbert-Schmidt scalar

product [31] Tr Λα
(
Λβ
)†

= δα,β, with
(
Λβ
)†

the adjoint of Λβ. Since A is
hermitian, also the matrix B with elements

Bαβ =
∑

jklm

Λα
jk Almjk Λβ

lm (3.30)

is hermitian, and due to the positivity of A also B is positive. Consequently,
B has real, non-negative eigenvalues µα, and the associated eigenvectors
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~xα ∈ � n(n+1)/2 form a complete orthonormal set.

Yet, there is an ambiguity left in the choice of the phases of B ′s eigen-
vectors. Under most circumstances, the phases are not important and their
choice is arbitrary. However, in chapter 3.4 the proper choice of phases will
reveal as a vital ingredient. Therefore, we will explicitely incorporate this
ambiguity by denoting the eigenvectors as ~xαeiϕα .

Given the eigensystem of B, we can construct an eigensystem T α of A

Tαeiϕα =
√
µα e

iϕα
∑

β

[xα]β Λβ , (3.31)

where [xα]β denotes the β-th component of the vector ~xα. The matrices Tα

are not normalised to 1, but rather subnormalised

Tr Tα(T β)∗ = µαδα,β . (3.32)

Since the eigenvalues µi are positive, A can be expanded in terms of its
sub-normalised eigensystem as

Almjk =
m∑

α=1

Tαjk
(
Tαlm
)∗
. (3.33)

Hence, eq. (3.15) can be rewritten as

C =
N∑

i=1


∑

jklm

VijVikA
lm
jk V

†
liV
†
mi




1
2

=
N∑

i=1




m∑

α=1

∑

jklm

VijT
α
jkVikV

†
liT

α
lmV

†
mi




1
2

=
N∑

i=1




m∑

α=1

∑

jk

∣∣VijTαjkVik
∣∣2



1
2

=
N∑

i=1

(
m∑

α=1

∣∣∣
[
V TαeiϕαV T

]
ii

∣∣∣
2
) 1

2

, (3.34)

the infimum of which gives the concurrence of the mixed state %.

Eq. (3.34) is now much more reminiscent of eq. (2.40) than eq. (3.15).
The tensorial structure of the transformation is eliminated, the hermitian
quantity A is replaced by a set of complex symmetric matrices T α, and the
transpose of the transformation matrix V enters, instead of the hermitian
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conjugate. The remaining difference with respect to eq. (2.40) is that the
sum over α in general implies a non-linear dependence of C on T α.

For the derivation of eq. (2.41) from eq. (2.40), it was crucial that τ
could be diagonalised. Two complex symmetric matrices T α and T β can be
diagonalised simultaneously by a unitary matrix if and only if

(
Tα
)−1

T β is
symmetric [31]. In general, this condition is not satisfied for all pairs in a
set {Tα}, so that not all matrices Tα can be diagonalised simultaneously,
which complicates the derivation of a closed expression for the infimum of
eq. (3.34). However, as we will discuss in chapter 3.4, our above approach al-
lows to derive of a lower bound of concurrence, valid in arbitrary dimensions.
Moreover, the original derivation of concurrence [26] is naturally embedded
in our theory, as we will see in chapter 3.4.2.

3.3 Gradient

Before we derive a lower bound for the concurrence of mixed states, we first
perform a maybe more self-evident analysis, namely we consider eq. (3.15)
for infinitesimal transformations V ⊗ V . This will lead to an efficient nu-
merical recipe to evaluate the convex roof defined in eq. (2.30).

As mentioned in chapter 2.2.2, the cardinality of the ensemble that re-
alises the infimum in eq. (2.30) can exceed that of the initial ensemble used
do construct A, what is the cause for the appearance of a rectangular left-
unitary matrix V instead of a quadratic unitary matrix U in eq. (3.15). In
the present chapter, however, matrices of the latter type are more conve-
nient. Therefore we will fix the cardinality of the considered ensembles. If it
turns out that the assumed cardinality is not large enough, one can always
add some null-vectors to the ensemble, and thereby increase the cardinality.

According to eq. (3.15) and eq. (3.18), the concurrence of a mixed state
% is given by

c(%) = inf
U
C(U) , with C(U) =

∑

i

([
U ⊗ UA U † ⊗ U †

]ii
ii

) 1
2

. (3.35)

If one considers an infinitesimal transformation dU =
�

+ iεH , with ε infin-
itesimally small, and uses the symmetry of A with respect to an exchange
of co- and contra-variant indices, this simplifies to

C(dU) '
∑

i

((
Aiiii + 2iε [H ⊗ �

A
� ⊗ � − � ⊗ �

A H ⊗ �
]iiii

) 1
2

)
. (3.36)

With an expansion of the square root function to lowest order in ε, this can
be approximated as

C(dU) '
∑

i

√
Aiiii +

iε√
Aiiii

[H ⊗ �
A −A H ⊗ �

]iiii . (3.37)
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Since the power series of
√
x is defined only for x 6= 0, one has to take

care that Aiiii be non-vanishing for all i, what is the case if and only if
there are only non-separable pure states |Ψi〉 in the decomposition of %,
since by eq. (3.13) and eq. (3.16) the elements Aiiii are the squares of the
concurrences of the states |Ψi〉. This demands some caution in numerical
implementations, which we will address later.

Disregarding this problem for a while, eq. (3.37) can be rephrased as

C(dU) =
∑

i

√
Aiiii + ε

∑

ij

HijGji , with Gij = i


 Aiiji√

Aii,ii

−
Aijjj√
Ajjjj


 .

(3.38)
The hermitian matrixG can be considered as a gradient, since the increment
of C reads

C(dU)− C( �
) = ε Tr HG , (3.39)

what is just a Hilbert-Schmidt scalar product [31]. Accordingly, the direction
of steepest descent of C is given by H = −εG. Minima of C can therefore be
found by repeated application of the transformation dU = exp(−iεH). How-
ever, no a priori information is provided on whether the minimum reached
by that procedure is a local or the global one. Though, one may start the
iteration with different initial conditions parametrised by U . The compar-
ison of the final values of the different runs eventually gives some intuition
about the nature of the detected minima.

A drawback of the gradient procedure is the occurrence of rather large
matrices - A is quadratically bigger than %. However, using the symmetrised
quantity A instead of A, we can use eq. (3.33) and express all quantities in
terms of the matrices Tα, such as to decrease the number of matrix elements
that have to be stored. Consequently, one obtains, for the elements of the
gradient G in eq. (3.38):

Gij = i



∑

α T
α
jiT

α
ii√∑

α

(
Tαii
)2 −

∑
α T

α
jj

(
Tαij

)∗
√∑

α

(
Tαjj
)2


 . (3.40)

We already mentioned above that special care hat to be taken when Aiiii
vanishes for some i. In the case of two-level systems, the summation over α
in eq. (3.40) reduces to only one single non-vanishing matrix T . Therefore,
the gradient simplifies to

Gij = i
(
Tij − T ∗ij

)
. (3.41)

Wherever a denominator vanishes in eq. (3.40), also the corresponding nu-
merator behaves accordingly, so that the gradient is non-singular, and can
be expressed by eq. (3.41).
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Figure 3.1: Profile of the manifold C(U) cut along the direction of steep-
est descent, evaluated at ξ = 0 (see eq. (3.43)), where one element Aiiii in
eq. (3.40) vanishes. Although the square root function has an infinitely
large increment, the gradient remains finite. Still - as also shown in the
insets which zoom into the region around the origin of the abscissa - the
curvature of C(U) gets very large, what complicates the iterative execution
of the gradient procedure.
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Figure 3.2: The dotted line shows the square of the trace norm Tr GiGi
of the gradient after i iterations. The dashed and the solid line show the
overlap of the gradientGi with the gradientGi−1 and with Gi−2 of the i−1st
and i − 2nd step. Initially all three values coincide. This means that the
gradient does not change significantly from one step to the next. Later-on,
a few sudden changes in the gradient appear. The iteration jumps between
regions where the gradient changes drastically between two successive steps,
and regimes where the gradient behaves rather smoothly. In the end, all
three quantities exhibit a smooth behaviour again. The square of the trace
norm of the gradient and the overlap of Gi with Gi−2 coincide. However, the
overlap of Gi with Gi−1 significantly differs from the other two quantities.
This is a clear signature that the iteration jumps back and forth due to the
strong curvature of C(U).
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For higher dimensional systems, however, there is generically more than
one non-vanishing matrix Tα. Consider a path on the manifold C(U), para-
metrised by a real parameter ξ that leads to a point C0 where at least one
of the elements Aiiii vanishes, i.e.

lim
ξ→0
C(U(ξ)) = C0 . (3.42)

The gradient nonetheless remains finite for ξ → 0, if

lim
ξ→0

∑
α T

α
jiT

α
ii√∑

α (Tαii )
2
<∞ , ∀ i, j . (3.43)

The following discussion can be restricted to those values of i for which Aiiii
vanishes. Since Aiiii is given by

∑
α(Tαii )

2, the diagonal element Tαii vanishes
for each α in these cases. Thus, for ξ ' 0, each element T αii is proportional
to ξpα, where the pα are real and non-negative. For ξ ' 0, the denominator
behaves as ξpβ , where pβ = min({pα}). Since the elements Tαji do not di-

verge, the numerator behaves as T βjiT
β
ii ∼ T βjiξ

pβ , if T βji 6= 0. If T βji = 0, the
numerator approaches 0 not slower than ξpβ , since ξpβ ≤ ξpα . Thus, in any
case, eq. (3.43) does not diverge!

However, it turns out that there can be points where the manifold C(U)
can exhibit a very large curvature. An example of such a point of large
curvature is given in fig. 3.1. Once such a point is reached, convergence of
the gradient algorithm cannot be guaranteed for finite step size. It is likely
that the iteration will start to jump back and forth between two regions
separated by a region of large curvature. Fig. 3.2 shows that an iteration
can get trapped between two points. The iteration depicted in fig. 3.2 refers
to the manifold of fig. 3.1. However, such critical situations are in general
only reached near the minimum we are seeking for, and the algorithm always
produces satisfactory results. In chapter 4 we will compare the upper bound
of concurrence provided by the gradient procedure with the lower bound that
we will derive hereafter, such as to illustrate the quantitative reliability of
both estimates.

3.4 Lower bound

Eq. (3.34) above is our starting point for the derivation of the promised lower
bound for the concurrence of arbitrary mixed states. As already mentioned
in chapter 3.2.2, the non-linear dependence of C on T α complicates the
deduction of an analytic expression for the infimum of eq. (3.15). However,
the said dependence on Tα can be linearised with help of the Cauchy-Schwarz
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inequality [63]
(∑

α

x2
α

) 1
2
(∑

α

y2
α

) 1
2 ≥

∑

α

xαyα . (3.44)

Applying this to each term in the sum over i in eq. (3.34), with xα :=∣∣[V TαeiϕαV T
]
ii

∣∣, we conclude that

C(%) ≥
N∑

i=1

m∑

α=1

yα

∣∣∣
[
V TαeiϕαV T

]
ii

∣∣∣ , for all {yα ∈ � } s.t.
∑

α

y2
α = 1 .

(3.45)
Now C is bounded from below by an expression which is linearised in the T α.
Though there is still the appearance of several matrices T α that in general
cannot be diagonalised simultaneously, what still causes trouble finding the
desired infimum. However, one can make use of a second inequality,

∑

α

∣∣zα
∣∣≥
∣∣∑

α

zα
∣∣ , (3.46)

valid for arbitrary complex numbers zα. For zα := yα
[
V TαeiϕαV T

]
ii

, and
yα ≥ 0, one obtains

C(%) ≥
N∑

i=1

∣∣∣∣∣
[
V
( m∑

α=1

yαT
αeiϕα

)
V T
]
ii

∣∣∣∣∣ =: W , (3.47)

an expression for which the infimum is given analytically by eq. (2.46) - the
lower bound of concurrence of % finally reads

c(%) ≥ inf
V
W = max

(
S1 −

∑

i>1

Si, 0
)
, (3.48)

with the singular values Sj of T =
∑

αZαTα, Zα = yαe
iϕα , and

∑
α |Zα|2 = 1.

The bound in eq. (3.48) still depends on the choice of the Zα, what al-
lows to tighten the bound. Consequently, one is left with an optimisation
problem on an m-dimensional parameter space [64]. Note that the con-
straint

∑
α |Zα|2 = 1 is by far simpler to implement than the constraint of

left unitarity according to eq. (2.32), since it can be parametrised easily.
Moreover, the dimension n1(n1 − 1)n2(n2 − 1)/4 of the optimisation space
is significantly reduced with respect to the dimension n3

1n
3
2 of the original

optimisation problem defined by eqs. (2.30) and (3.12).

Still, if one aims at reducing numerical effort one can also use purely
algebraic bounds that are implied by eqs. (3.47) and (3.48). Instead of
optimising over the Zα, one can set one of these coefficients equal to unity,
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and all others equal to zero. In that case, the singular values of any of the
matrices T α provide an algebraic bound

c ≥ max
(
Sα1 −

∑

i>1

Sαi , 0
)
. (3.49)

The states we investigated - and that we will discuss in chapters 3.4.4 and
4 - suggest that in general there is one matrix T α that provides the main
contribution to the optimised lower bound. The bound associated with
this distinguished matrix often yields a satisfactory approximation of the
optimised bound. In fact, the state defined in eq. (3.54) hereafter is the
only exception we encountered, as much as it has no distinguished matrix
T α.

3.4.1 Lower bound versus concurrence vector

Previously to our - though independent - work, the concurrence vector ~C was
proposed in [57], to distinguish separable and entangled states. Its elements
Ci are constructed with the help of some complex symmetric matrices Ti as

Ci =
∑

j

∣∣∣
[
V TiV

T
]
jj

∣∣∣ , (3.50)

where V is left-unitary. This equation is strongly reminiscent of eq. (3.47).
A given state is separable if and only if there is a left unitary matrix V that
makes all elements of ~C vanish simultaneously. This - necessary and sufficient
- separability criterion is, in general, inoperational - mainly because general
matrices Ti cannot be diagonalised simultaneously. Nevertheless, it is the
basis for some operational, but only necessary criteria. It implies that a

given state is entangled if the singular values S(i)
j of one matrix Ti satisfy

S(i)
1 −

∑
j S

(i)
j > 0. A further - in general stronger - criterion is obtained

with the help of linear combinations
∑

i ziTi of all matrices Ti with complex
prefactors zi. For a suitably chosen set {zi}, the expression S1 −

∑
j Sj can

be significantly larger than the corresponding expression for a single matrix
Ti.

Similar criteria can also be formulated with recourse to our lower bounds.
Then, the criteria that use a single matrix Ti or linear combinations thereof
are analogous to our algebraic, eq. (3.49), or optimised bound, eq. (3.48),
respectively. Though, let us stress once more that our bound does not only
serve as a separability criterion, but - beyond that - also yields a quantitative
description, as will be illustrated by various examples in chapter 4.

3.4.2 Concurrence of two-level systems

In this chapter, we would like to relate our approach to earlier results on 2×2
systems [26]. As already observed in chapter 3.2.1, the maximum number
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m of non-vanishing eigenvalues of A is given by m = n1(n1−1)n2(n2−1)/4,
in terms of the dimensions n1 and n2 of the underlying Hilbert spaces. In
the case of two-level systems, where the dimension of both spaces equals
two, there is at most one single non-vanishing eigenvalue of A. Accordingly,
there is at maximum one finite matrix T = Tα, and the summation over α
in eq. (3.34) contains only one term. Therefore, the square and the square
root cancel each other, and eq. (3.34) simplifies to

c(%) = inf
V

∣∣[V TV T
]
ii

∣∣ . (3.51)

This expression has exactly the same structure as eq. (2.40). The analytic
solution given in eq. (2.41) therefore also applies in the present case. Con-
sequently, the concurrence for two-level systems can be expressed as

c(%) = max
(
S1 −

4∑

i=2

Si, 0
)
, (3.52)

where the Si are the singular values of T in decreasing order. One easily
verifies that T coincides with the matrix τ defined in eq. (2.40), by evaluating
both quantities in a product basis. Hence, the analysis restricted to two-level
systems [26] is naturally embedded in ours.

3.4.3 Tightness of the lower bound

Of course, the significance of our lower bound, eq. (3.48) strongly depends
on its tightness. In its derivation, we were using two inequalities both of
which can be saturated for some parameters.

Equality in the Cauchy-Schwarz inequality, eq. (3.44), holds if and only
if ~x ∼ ~y. Therefore, the bound can only coincide with the exact solution if
yα ∼

∣∣[V TαeiϕαV T
]
ii

∣∣ for all i ∈ [1, N ]. A priori it is not clear whether one
can find a left unitary matrix V such that this proportionality is satisfied
for all values of i,

The second inequality, eq. (3.46), we have used is saturated if and only
if the phases of all terms zα = yα

[
V TαeiϕαV T

]
ii

are equal, for all i ∈ [1, N ].
The freedom to choose the free phases eiϕα of the eigenvectors of the matrix
B can be exploited to adjust the phases of the zα. However, it is not clear
whether this freedom is sufficient to attain the above equality, whilst it does
become clear why the choice of phases is important for the tightness of the
bound.

Thus, in general, we cannot make any predictions whether our lower
bound, eq. (3.48), provides the exact value of the concurrence for a given
state with finite mixing, or how large a possible difference between the bound
and the exact value may be. Therefore, we will test the bound numerically
in the next chapter and in chapter 4, applying it to various families of mixed
quantum states.
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Figure 3.3: Numerically optimised lower bound (dashed line) of the concur-
rence of the family of bipartite spin-1 states %a [65] as defined in eq. (3.53),
together with the algebraic bounds given in eq. (3.49) (solid lines). Both the
optimised bound and the largest algebraic bound are positive, such that the
state is detected as entangled in the entire parameter range a = [0, 1]. All
other algebraic lower bounds are negative. Note that the scale is different
for positive and negative bounds.

3.4.4 Some exemplary ppt states

One of the main requirements imposed on an entanglement measure is that
it be able to distinguish entangled states from separable ones. Whereas a
large class of entangled states is detected by the ppt criterion defined in
eq. (2.13), no operational criterion is known so far that can detect all states
with positive partial transpose. In general it turns out rather demanding
to decide whether such states are entangled or not. Therefore - albeit our
bound, eq. (3.47), is capable of more than just checking separability - we
use it, as a first test of its pertinence, as a separability criterion for some
families of entangled states with positive partial transpose [34, 35, 65].

The first class of states describes a bipartite spin-1 system. The state %a
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acting on � 3 ⊗ � 3 is given [34, 65] for a ∈ [0, 1] as

%a =
1

1 + 8a




a 0 0 0 a 0 0 0 a
0 a 0 0 0 0 0 0 0
0 0 a 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0
a 0 0 0 a 0 0 0 a
0 0 0 0 0 a 0 0 0
0 0 0 0 0 0 β 0 γ
0 0 0 0 0 0 0 a 0
a 0 0 0 a 0 γ 0 β




, with





β =
1 + a

2
,

γ =

√
1− a2

2
,

(3.53)
and has a positive partial transpose as defined in eq. (2.13) in the entire
range of a. The algebraic lower bounds attained from eq. (3.49) are plotted
in fig. 3.3 as solid lines. One of them is positive for all values of the
parameter a, and the non-separability of %a is therefore detected by a purely
algebraic criterion. All other algebraic bounds are negative, and therefore
do not provide any information on their own.

The dashed line in fig. 3.3 shows the lower bound that is numerically
optimised over the Zα in eq. (3.47), using a downhill simplex method [66]. It
is significantly larger than the positive algebraic bound, and shows a qual-
itatively different behaviour for large a, where its first derivative is finite,
whilst that of the largest algebraic bound vanishes for a = 1.

A second class of states %a [65] acts on � 4 ⊗ � 2, and once again has a
positive partial transpose, eq. (2.13), for a ∈ [0, 1]:

%a =
1

1 + 7a




a 0 0 0 0 a 0 0
0 a 0 0 0 0 a 0
0 0 a 0 0 0 0 a
0 0 0 a 0 0 0 0
0 0 0 0 β 0 0 γ
a 0 0 0 0 a 0 0
0 a 0 0 0 0 a 0
0 0 a 0 γ 0 0 β



, with





β =
1 + a

2
,

γ =

√
1− a2

2
.

(3.54)
Fig 3.4 shows the algebraic lower bounds obtained from eq. (3.49), which
are all negative. Thus, none of them detects %a as entangled. In fact, some
eigenvalues ofB, eq. (3.30), are degenerate. Therefore, the matrices T α, and,
consequently, also the algebraic lower bounds, are not uniquely determined.
However, we did not find any matrices Tα in the degenerate subspaces that
provide positive lower bounds. Yet, the numerically optimised lower bound
- also shown in fig. 3.54 - is positive in the entire parameter range. Hence,
also this state is detected as entangled by our lower bound, eq. (3.48).

A third class of states %a [35] acting on � 3 ⊗ � 3 is defined for a ∈
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Figure 3.4: Algebraic lower bounds, eq. (3.49), of the concurrence of a family
of 4×2 states [65] defined by eq. (3.54), plotted as a function of the parameter
a. Although none of these bounds is positive, the optimised bound (dashed
line), eq. (3.48), is positive. Thus the state is detected as entangled in the
entire parameter range of a.

[−5/2, 5/2],

%a =
1

21




2 0 0 0 2 0 0 0 2
0 β− 0 0 0 0 0 0 0
0 0 β+ 0 0 0 0 0 0
0 0 0 β+ 0 0 0 0 0
2 0 0 0 2 0 0 0 2
0 0 0 0 0 β− 0 0 0
0 0 0 0 0 0 β− 0 0
0 0 0 0 0 0 0 β+ 0
2 0 0 0 2 0 0 0 2




, with β± =
5

2
± a .

(3.55)
Since replacing a by −a is equivalent to exchanging the subsystems, we will
discuss this state only for a ∈ [0, 5/2]. The state %a has a non-positive par-
tial transpose for a ∈ [3/2, 5/2], is entangled with positive partial transpose
for a ∈ [1/2, 3/2] and is separable for a ∈ [0, 1/2] [35]. As depicted in fig.
3.5, %a is detected as entangled in its domain of negative partial transpose
already by the best algebraic lower bound. In the regime where %a has pos-
itive partial transpose all of the algebraic bounds are negative, such that
the optimised lower bound is required for distinguishing %a from separable
states. However, even the optimised bound cannot detect %a in the entire
interval a ∈ [1/2, 3/2]. For a � 1.02, the lower bound seems to fail as a
sufficient separability criterion. At the present, we have no conclusive evi-
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Figure 3.5: Algebraic lower bounds, eq. (3.49), of a family of 3 × 3 states
[35] defined in eq. (3.55), as a function of the parameter a. For a ≤ 1/2,
%a is separable, and for a > 1/2 it is entangled [35]. It has positive partial
transpose for a ≤ 3/2, and non-positive partial transpose for a > 3/2. The
dashed line shows the numerically optimised lower bound, eq. (3.48). The
state %a is detected as entangled by the algebraic bound exactly in that
parameter range where it has non-positive partial transpose. It is detected
as entangled by the optimised bound in approximately half the parameter
range with positive partial transpose, what might be due to a failure of our
numerical optimisation routine.
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dence from our optimisation to decide whether the bound itself is not good
enough, or whether the numerically found maximum is just a local and not
the global one.

The above exemplary ppt states show that our lower bound, eq. (3.48),
is capable to detect entangled states which are not recognised by the ppt
criterion. For some states it even is not necessary to evaluate the optimised
bound, since already one of the algebraic bounds, eq. (3.49), is positive.
However, there are also states with only negative algebraic bounds, though
positive optimised bound. Our last example above showed a case of entan-
gled states that we have so far been unable to detect for a small subset of
parameters, though it remains hitherto undecided whether this is a failure of
our numerical optimisation routine or of our lower bound, eq. (3.48)),itself.

3.5 Quasi-pure approximation

Nowadays, a large number of experiments is performed in which entangled
states are prepared and investigated. An increase of mixing - i.e. of classical
correlations - decreases quantum correlations and can lead to their complete
destruction. Therefore - in particular for technical applications - mainly
pure entangled states are of interest, such that it is crucial to decouple the
investigated systems as well as possible from the environment.

In general, it is not possible to achieve a perfect decoupling, but exper-
imental techniques are sufficiently advanced [18, 22, 25] to preserve entan-
glement over some period of time. However, very little is known on the
temporal evolution of entanglement for a given environment coupling. One
of the principal obstacles that prevent a systematic study of this question is
the lack of computable entanglement measures for arbitrary states.

On the other hand, since environmental influences can be assumed to
be small, it is not even necessary to have a solution that applies to arbi-
trary states. Since the evolution of an initially pure state into a mixed one
occurs on a rather long time scale, the states that appear in experiments
are - though not exactly pure - at least quasi-pure, i.e. they have one single
eigenvalue µ1 that is much larger than all the other ones. In order to provide
a means to investigate the problems posed above, we derive an analytic ap-
proximation of concurrence for such quasi-pure states in the present chapter.
This approximation will allow to efficiently characterise non-classical corre-
lations that arise in most of the currently performed experiments.

The elements of A defined in eqs. (3.16) and (3.18) obey the proportion-
ality relation

Almjk ∼
√
µjµkµlµm , (3.56)

where the µi are the eigenvalues of the considered state %. Consequently,
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we can classify the elements of A according to their relative magnitude
determined by the eigenvalues µj . This classification will serve as a basis
for the approximate evaluation of concurrence in our subsequent treatment.

The above proportionality leads to a natural order of the elements of
A, in terms of powers of square roots of the real eigenvalues µi of %, which
we assume to be numbered in decreasing order, i.e. µ1 � µ2 ≥ . . . ≥ µn.
Hence, if we consider terms proportional to either one of the µj , with j ≥ 2,
as perturbations of the dominant term Aiiii ∼ µ2

1, we obtain the following
classification:

- the element A1,1
1,1 is lowest order,

- all elements with one index different from 1, i.e. A1,1
j,1 , A1,1

1,j , Aj,11,1 and

A1,j
1,1, are first order, and

- elements with two indices different from 1, alike A1,1
j,k or Ak,1j,1 , are

second order.

Yet, this classification is not yet a sufficient basis for our approximation.
In fact, the element A1,1

1,1 is lowest order, though still it could vanish. This is
the case if and only if the eigenstate |ψ1〉 to the largest eigenvalue µ1 of % is
separable, since Aiiii is the square of the concurrence of |ψ1〉 - see eqs. (3.13)
and (3.16). Therefore, as a requirement additional to quasi-purity we have to
impose that |ψ1〉 be entangled. Since the desired approximation is supposed
to be applied to states that occur in the experiments mentioned above,
this is not too stringent a restriction - if an ideal experiment without any
environment coupling led to a pure state with non-negligible entanglement,
it is reasonable to assume that the eigenstate |ψ1〉 to this largest eigenvalue
µ1 of % is not separable either.

We wish to approximate A by a matrix product

Almjk ' TjkT ∗lm , (3.57)

with a complex symmetric matrix T ∈ � n×n. Such replacement allows for
an analytic solution, since the sum over α in eq. (3.34) reduces to a single
term, and the analytic expression for the infimum derived in chapter 2.3.1
can be employed.

Considering eq. (3.57) for the lowest order term A11
11, one obtains T11 =√

A11
11 exp (iϕ), where exp (iϕ) is an arbitrary phase - which we set equal

to unity for convenience. In the next step, we evaluate eq. (3.57) for the
first order elements. Together with the already determined value of T11,
this leads to Tj1 = A11

j1/
√
A11

11. Now there is still the freedom to fix Tjk
for j, k 6= 1. For this purpose we use eq. (3.57) for A11

jk , which leads to

Tjk = A11
jk/
√
A11

11, such that T reads

Tjk =
A11
jk√
A11

11

. (3.58)
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With this choice of T , eq. (3.57) is exact in lowest and first order, and - in
addition - the second order elements A11

jk are taken into account correctly.
Note that, using only one single matrix T , it is not possible to describe
accurately all second order elements, as for example Ak1

j1 . All terms of third
and fourth order are dropped in our approximation.

Since we were assuming |ψ1〉 to be entangled, i.e. A1,1
1,1 finite by virtue

of eq. (3.13), T is well defined. Approximating A in terms of this matrix T ,
eq. (3.15) can be approximated as

c(%) ≈ cqp(%) = inf
V

∑

i

∣∣∣
[
V T V T

]ii
ii

∣∣∣ , (3.59)

following the same steps as in the derivation of eq. (3.34). As formulated in
eq. (2.46), the infimum can be expressed in terms of the decreasingly ordered
singular values Si of T ,

cqp(%) = max
(
S1 −

∑

i>1

Si, 0
)
. (3.60)

A priori, it is not clear up to which degree of mixing the quasi-pure ap-
proximation provides reliable estimates. The fact that not all second order
elements are taken into account may reduce our expectations about a wide
range of applicability for this approximation. However, in chapter 4 we will
show that for many states the above ansatz provides very good results, even
for states with a substantial degree of mixing.

A major advantage of the quasi-pure approximation in comparison with
the lower bound presented in chapter 3.4 is that it requires less compu-
tational resources, and therefore enables the investigation of larger sets of
states, or of states of systems with larger dimensions. Since only second
order terms are taken into account in our approximation, only O(n2) ele-
ments of A have to be evaluated in contrast to O(n4) elements needed for
the computation of A as given in eq. (3.16). Whereas for the evaluation
of the lower bound, eq. (3.48), the matrix B defined in eq. (3.30), of size
n(n − 1)/2 × n(n − 1)/2, has to be diagonalised, the largest matrix to be
diagonalised for the quasi-pure approximation is of dimension n × n. Fur-
thermore, the latter requires no numerical optimisation.

A drawback of the quasi-pure approximation is that we do not know
whether it is smaller or larger than the exact value - though, the data pre-
sented in chapter 4 strongly suggest that the quasi-pure approximation in-
deed is a lower bound.

3.6 Concurrence in multi-partite systems

In the present chapter, we propose a potential generalisation of our quan-
titative description of concurrence for systems comprising more than just
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two subsystems. In such multi-partite systems, many different kinds of
states may appear, such that even for pure states of two-level systems
|Ψ〉 ∈ � 2 ⊗ � 2 ⊗ . . .⊗ � 2 more than a single scalar quantity is required
for a complete characterisation of all quantum correlations.

In bi-partite systems any state could be prepared with LOCC only, start-
ing with a distinguished, maximally entangled state (see chapter 2.2.2). This
is no longer true in multi-partite systems - where inequivalent kinds of multi-
partite entanglement exist [67]. Consider for example a Greenberger-Horne-
Zeilinger state (GHZ-state) [6]

|ΨGHZ〉 =
1√
2

(
|000〉+ |111〉

)
∈ � 2 ⊗ � 2 ⊗ � 2 , (3.61)

and a W-state [67]

|ΨW〉 =
1√
3

(
|001〉+ |010〉+ |100〉

)
∈ � 2 ⊗ � 2 ⊗ � 2 . (3.62)

Both states contain fundamentally different correlations, such that none of
the two can be created from the other one using LOCC alone [67]. Thus,
one cannot expect that a single scalar quantity can describe p-particle cor-
relations completely.

Nevertheless, a generalisation of concurrence for multi-partite systems
can describe some of the correlations. There is already a generalisation of
concurrence [68] for tri-partite two-level systems that characterises all tri-
partite correlations of pure states. Here we propose a potential generalisa-
tion of concurrence to systems with an arbitrary number of subsystems that
even applies to mixed states. So far, we did not yet rigorously prove that
our generalisation really is an entanglement monotone for arbitrary multi-
partite systems. However, the formal analogies with the bipartite case are
rather suggestive that it really is one.

Favourably, our multi-partite concurrence C satisfies all formal equiva-
lences with regular bipartite concurrence, required for the application of the
hitherto derived theory, i.e. it defines a positive tensor A with the symme-
tries of eq. (3.17). Thus, its value can be confined by the upper and lower
bounds derived in chapters 3.3 and 3.4, and it can be approximated by the
quasi-pure approximation of chapter 3.5. In some cases of multi-partite two-
level systems its value can even be determined by purely algebraic means,
as we will see in a specific case treated below.

Concurrence as defined in eq. (3.8) or eq. (3.9) does not have an im-
mediate generalisation to multi-partite systems. However, eq. (3.24) is
rather suggestive for a generalisation. Just consider a linear map A on(
H1 ⊗H1

)
⊗ · · ·⊗

(
Hp ⊗Hp

)
with the following elements in some arbitrary
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product basis:

Acγ...C dδ...D
aα...A bβ...B =

(
δacδbd − δadδbc

)(
δαγδβδ − δαδδβγ

)
. . .
(
δACδBD − δADδBC

)
.

(3.63)
The corresponding multi-partite concurrence C of a pure state |ψ〉, i.e. the
square root of an element alike Aiiii, can easily be expressed in terms of
partial traces

C2(ψ) = Tr1...p (|ψ〉〈ψ|)2

− Tr1...p−1 (Trp|ψ〉〈ψ|)2 − . . .− Tr2...p (Tr1|ψ〉〈ψ|)2

+ Tr1...p−2 (Trp−1 p|ψ〉〈ψ|)2 + . . .

− ...

(−1)p (Tr1...p|ψ〉〈ψ|)2 .

(3.64)

All occuring terms have the structure Tr{i}
(
Tr{j}|ψ〉〈ψ|

)2
, with {i}∪ {j} =

{1, . . . , p}. Since Tr{i}
(
Tr{j}|ψ〉〈ψ|

)2
= Tr{j}

(
Tr{i}|ψ〉〈ψ|

)2
, all terms can-

cel each other pairwise for an odd number of subsystems, and C vanishes
identically. However, also when we replace some anti-symmetric parts, e.g.(
δAC δBD−δADδBC

)
in eq. (3.63) by the corresponding symmetric expression(

δAC δBD+δADδBC
)
, a suitable tensor A can be defined. Thus, any combina-

tion of symmetric and anti-symmetric terms, with the number of the latter
even, defines a multi-partite concurrence Ci. Different multi-partite concur-
rences Ci are in general independent quantities, and are sensitive to different
kinds of correlations. We will illustrate this statement in an example below.

The generalisation of Ci to mixed states, using the concept of convex
roofs, directly leads to an expression that is identical to eq. (3.15). Since
the symmetries of A are not changed in its multi-partite generalisation, the
theory derived in the chapters 3.3, 3.4 and 3.5 is applicable also in the
multi-partite case.

The maximum number of non-vanishing eigenvalues of A - crucial in par-
ticular for the lower bound, since it coincides with the maximum number of
matrices Tα in eq. (3.47) - is given by n1(n1 ± 1)/2 . . .np(np ± 1)/2, where
ni are the dimensions of the subsystems, and the positive sign holds if the
considered concurrence is symmetric in the respective subsystem, whereas
the negative sign holds in the opposite case. This implies that for mixed
states of p-partite two level systems, with p even, the multi-partite con-
currence that is anti-symmetric in all subspaces can be evaluated purely
algebraically, since it is described by a single matrix T .

To be more specific, we will sketch some properties of the four-partite
concurrence C(4) that is anti-symmetric in all subsystems. In the case of
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two-level systems, it is a straight forward generalisation of eq. (2.36), namely

C(4)(%) = inf
∑

i

pi C(ψi) , with C(4)(ψ) =
∣∣〈ψ∗|σ⊗4

y |ψ〉
∣∣ . (3.65)

This equivalence can easily be verified by considering the corresponding ten-
sor A and the matrix τij = 〈ϕ∗i |σ⊗4

y |ϕj〉 for a product basis {|ϕi〉}. Doing

so, one obtains that A can be expressed as Almjk = τjkτ
∗
lm, which proves the

equivalence of the concurrence defined with the help of eq. (3.63) and the
concurrence given in eq. (3.65).

In the following we will sketch what kind of correlations are classified
using the discussed multi-partite concurrence C (4). In this context we will
drop the restriction to two-level systems and discuss systems of arbitrary
dimensions. Though, we will restrict our discussion to the case of pure
states. This however, is no real restriction, since - thanks to the concept
of convex roofs, eq. (2.30) - the properties of C(4) concerning pure states
directly carry over to mixed states.

The four-partite concurrence C(4) is completely insensitive to bi-separable
and tri-separable pure states - i.e. it vanishes identically for all states that
can be written as a direct product of at least two terms, even if the state
does contain a finite amount of entanglement between some of the subsys-
tems. Moreover, there are also states with real four-partite correlations that
lead to a vanishing multi-partite concurrence C(4) - consider for example the
generalisation

√
α1 |ψ10 0 0〉+√α2 | 0ψ2 0 0〉+√α3 | 0 0ψ3 0〉+

√
α4 | 0 0 0ψ4〉 (3.66)

of a W-state, where the |ψi〉 (i = 1, . . . , 4) are arbitrary states of the respec-
tive single subsystems. For such a state, C(4) vanishes identically. However,
for a generalisation of a GHZ-state

|ΨGHZ〉 =
∑

i

√
αi |i i i i〉 , (3.67)

the multi-partite concurrence C(4) may adopt finite values:

C(4)(ΨGHZ) = 2
((∑

i

αi
)2
−
∑

i

α2
i

)
= 2

∑

i6=j
αiαj . (3.68)

In particular, C(4)(ΨGHZ) is maximal for equal αi, and it vanishes if and
only if all but one of the pre-factors αi vanish, i.e. if the state is separable.
Thus, it turns out that C(4) characterises a special kind of p-partite corre-
lations.
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For an intuitive understanding of the various multi-partite concurrences
it would be helpful to have a complete characterisation of the correlations
that a general multi-partite concurrence can describe. The systematic in-
vestigation of all kinds of pure states that is required for the above char-
acterisation could be facilitated by a - still missing - generalisation of the
Schmidt decomposition, eq. (2.9), for pure states of arbitrary multi-partite
systems. Unless no such complete characterisation is available, it will be
difficult to properly interprete the concurrences proposed in this chapter.
However, in turn, our concurrences can also be helpful for finding such a
characterisation, or for extending the concept of the Schmidt decomposition
to multi-partite systems. For example, one can consider two states |Ψ〉 and
|Φ〉, and two multi-partite concurrences C1 and C2. The two given states
necessarily contain qualitatively different kinds of quantum correlations if
C1(Ψ) > C1(Φ) and C2(Ψ) < C2(Φ), since both inequalities together imply
that none of the two states can be prepared starting from the other one,
and using only LOCC. On the other hand, if any multi-partite concurrence
coincides for two given states |Ψ〉 and |Φ〉, it is likely that both states are
locally equivalent - i.e. they are related to each other via a local unitary
operation.



Chapter 4

Applications of our theory

In the preceding chapter we have collected a set of operational tools to ac-
cess the non-classical correlations of arbitrary mixed quantum states of finite
dimension - characterised by their concurrence. Our formal treatment spans
the entire range from an approximation-free description for the numerical
quantification, over lower bounds that can be tightened numerically, to an
easily tractable, purely algebraic estimate of the degree of entanglement of
a quasi-pure quantum state which is typically dealt with in experiments.
However, our approach was largely based on physical intuition, and so far
we cannot come up with mathematically precise error bounds. Often, how-
ever, the latter are only available in full mathematical rigour under rather
restrictive assumptions - whilst we are seeking for robust quantities which,
beyond formal consistency, can cope with requirements which stem from
real-world experiments.

Therefore, we now have to test our novel tools under realistic condi-
tions, and we will do so by monitoring the time evolution of entanglement
- quantified by concurrence - of two families of quantum states under non-
vanishing environment coupling - i.e. in the presence of decoherence. These
two families are states emerging from random time evolutions, and states
describing a real ion trap experiment [20, 59]. The rather excellent perfor-
mance of our entanglement estimates, in monitoring the time evolution of
concurrence over long time scales, for both classes of states, will demonstrate
the versatility of our approach.

4.1 Random evolutions

In order to construct some random states, we consider a bipartite system
and a third system serving as environment. The bipartite system is ini-
tially prepared in a maximally entangled pure state 1/

√
d
∑d

i=1 |ii〉, i.e. it is
not entangled with the environment. Then we apply some random unitary

51
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evolution

Use(t) = exp(i(αseHse + αsHs ⊗
�
e)t) (4.1)

with a randomly chosen hermitian matrix Hse acting on the entire system
including the environment, and a second randomly chosen hermitian matrix
Hs acting only on the bipartite system, but not on the environment. All
elements of Hse and Hs are determined independently under the constraint
of hermiticity. Any real entry is obtained as sin(r), with a random integer
r, where the a priori probability is the same for any integer 0 ≤ r < 1015

[69].

Tracing out the environment leads to a mixed state of the bipartite sys-
tem. The second hermitian matrix Hs in particular describes the interaction
between the subsystems of the bipartite system. This interaction does not
change the mixing of the bipartite system state, however it can change its
entanglement. The constant real parameters αse and αs allow to fix a certain
behaviour of the system dynamics. The parameter αse fixes the strength of
the system-environment interaction and therefore characterises the order of
magnitude for the increase of mixing of the system state, whereas αs spec-
ifies the time-scale of a unitary evolution that causes a repeated de- and
increase of concurrence.

In the following we will discuss the time evolution of concurrence of states
obtained that way, as a function of the scaled time αset, for different values
of αse and αs = 10−6. The degree of mixing of % will be characterised by
the von Neumann entropy S = −Tr% ln% of the system state. In addition,
we also monitor the time evolution of the largest eigenvalue of %, because
of its close connection to the initial assumptions for the derivation of the
quasi-pure approximation (chapter 3.5).

The upper panels in figs. 4.1 and 4.2 show upper (eq. (3.35), solid line)
and lower (eq. (3.48), dashed line) bounds of concurrence, together with
concurrence in quasi-pure approximation (eq. (3.59), dotted line) for two
different random time evolutions. The interaction hamiltonians Hse and Hs

are the same in both cases, but the coupling constant αse in fig. 4.2 is larger
by a factor 5 as compared to its value αse = 10−8 in fig. 4.1. Therefore,
mixing increases slower in fig. 4.1 than in fig. 4.2. The degree of mixing is
characterised by both the largest eigenvalue of %, depicted by a double-dot-
dashed line, and the von Neumann entropy of %, indicated by a dash-dotted
line.

Concurrence in quasi-pure approximation can not always be distinguished
from the optimised lower bound in the upper panels. Therefore the differ-
ence of these two quantities is depicted in the lower panels with a solid line.
Also the difference of the numerically optimised lower bound and the best
algebraic bound (dashed line) is plotted. Over almost the entire time in-
terval displayed in fig. 4.1 and for short times in fig. 4.2, where mixing is
not too large, both differences are about two orders of magnitude smaller
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Figure 4.1: Top panel: Upper bound (eq. (3.35), solid line) and numerically
optimised lower bound (eq. (3.48), dashed line) of concurrence of a 3 × 3
state vs. scaled time αset. The state % is initially prepared as maximally
entangled, with concurrence c = 2/

√
3. Then it is subject to a randomly

chosen time evolution with αse = 10−8, leading to a finite degree of mixing.
The difference between upper and lower bound allows for a rather tight
estimate of concurrence. The relevant parameters characterising the state
% are its largest eigenvalue (double-dot-dashed line) and its von Neumann
entropy (dash-dotted line). The differences of the optimised bound and
the quasi-pure approximation, eq. (3.59), and between the optimised lower
bound and the best algebraic lower bound, eq. (3.49)), are indicated in the
lower plot, by the solid and the dashed line, respectively.
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Figure 4.2: Top panel: Upper bound (eq. (3.35), solid line), numerically op-
timised lower bound (eq. (3.48), dashed line), and concurrence in quasi-pure
approximation (eq. (3.59), dotted line), for a 3×3 state subject to a random
time evolution. As in fig. 4.1 the state was initially prepared as maximally
entangled. However, due to a larger environment coupling (αse = 5 10−8)
mixing occurs faster than in fig. 4.1. Whereas the difference between upper
and lower bound is hardly discernible in fig. 4.1, it becomes visible in the
present case. With increasing degree of mixing even the difference between
the lower bound and the quasi-pure approximation (bottom panel, solid line)
becomes apparent. Yet, even for a rather large degree of mixing and almost
vanishing concurrence, upper and lower bound still allow for a reliable es-
timation of concurrence. Also the quasi-pure approximation (discrepancy
with respect to the optimised lower bound indicated by the dashed line in
the lower plot) provides a satisfactory approximation of concurrence
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Figure 4.3: Top panel: Upper bound (eq. (3.35), solid line) and lower bound
(eq. (3.48), dashed line) for an initially maximally entangled 4 × 4 state
and subject to a random time evolution with αse = 10−8. The double-dot-
dashed line shows the largest eigenvalue of the state, the dash-dotted line its
von Neumann entropy. The differences between optimised lower bound and
concurrence in quasi-pure approximation, eq. (3.59), as well as the difference
of optimised lower bound and best algebraic bound, eq. (3.49), are shown in
the lower graph, by the solid and the dashed line, respectively.
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than concurrence itself. Only for states with rather small concurrence and a
large degree of mixing there is a significant difference between the two lower
bounds and between the bounds and the quasi-pure approximation. It is
remarkable that both in fig. 4.1 as well as in fig. 4.2 the quasi-pure approx-
imation of concurrence is always smaller than the optimised lower bound.
Since this will also be observed in figs. 4.3, 4.4 and 4.5, we conjecture that
the quasi-pure approximation indeed is a lower bound of concurrence.

Fig 4.3 shows a similar plot as the preceding ones for a 4 × 4 system.
Environment coupling is determined by αse = 10−8, such that the degree of
mixing remains moderate during the entire time evolution, as indicated by
the von Neumann entropy (dash-dotted line) and the largest eigenvalue of
% (double-dot-dashed line). Upper (eq. (3.35), solid line) and lower bound
(eq. (3.48), dashed line) define a rather narrow interval that allows for a re-
liable estimate of concurrence. Both concurrence in quasi-pure approxima-
tion, eq. (3.59), and the best algebraic lower bound, eq. (3.49), can hardly be
distinguished from the numerically optimised lower bound, eq. (3.48), in the
upper plot of fig. 4.3. Therefore, the difference of optimised, eq. (3.48), and
algebraic bound (eq. (3.49), solid line), as well as the difference of optimised
bound and quasi-pure approximation of concurrence (eq. (3.59), dashed line)
are once again plotted in the lower graph of fig. 4.3.

The upper panels of figs. 4.4 and 4.5 show upper and lower bounds for
the concurrence of a 2× 4 system. The initially maximally entangled states
acquire some finite mixing due to a randomly chosen time evolution. The
increase of mixing in fig. 4.5 is faster (αse = 5 10−8) than that in fig. 4.4
(αse = 10−8). In both plots, upper and lower bound allow for a rather precise
quantification of concurrence. In the lower plot of fig. 4.4 the difference
of the numerically optimised lower bound and concurrence in quasi-pure
approximation (solid line) is about three orders of magnitude smaller than
the actual value of concurrence. The difference of optimised lower bound
and the best algebraic lower bound (dashed line) is of a comparable size
during nearly the entire time evolution. Only during a rather short interval
where concurrence exhibits a dip, (αse ' 3 · 10−6), this difference increases
to about one percent of the actual value of concurrence. Nonetheless, even
then the algebraic lower bound provides a rather tight interval together with
the upper bound.

In fig. 4.5 these differences grow larger with increasing degree of mixing
of %. However, during the entire time evolution, upper and lower bound
provide a satisfactory estimate of concurrence. Again, the quasi-pure ap-
proximation gives a rather good estimate of concurrence, albeit the states
hardly satisfy the requirements for the approximation in a major part of the
considered time interval.

For all random states considered above, the difference between upper and
lower bound was small enough to quantify concurrence satisfactorily. There
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Figure 4.4: Top panel: Upper bound (eq. (3.35), solid line) and lower bound
(eq. (3.48), dashed line) for a initially maximally entangled 2 × 4 state,
subject to a random time evolution with αse = 10−8. Upper and lower
bounds are hardly discernible. The double-dot-dashed line shows the largest
eigenvalue of %, whereas the dash-dotted line indicates its von Neumann
entropy. In the lower panel, the difference of lower bound and concurrence
in quasi-pure approximation, eq. (3.59) together with the difference between
the optimised lower bound and best algebraic lower bound, eq. (3.49), is
plotted, by the solid and the dashed line, respectively.
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Figure 4.5: Top panel: upper bound (eq. (3.35), solid line), lower bound
(eq. (3.48), dashed line), and concurrence in quasi-pure approximation
(eq. (3.59), dotted line) for a initially maximally entangled 2× 4 state. The
random time evolution with αse = 5·10−8 leads to a faster increase of mixing
as compared to fig 4.4. Notwithstanding, upper and lower bound provide
a rather tight estimation of concurrence during the entire evolution. The
quasi-pure approximation provides a reliable measure of concurrence over
the entire evolution, albeit its formal conditions of validity are certainly not
fulfilled any more for large times, in the present example. The differences
between the numerically optimised lower bound and the quasi-pure approx-
imation, and between the optimised lower bound and the best algebraic
bound, eq. (3.49), are plotted in the lower graph, as solid and dashed lines,
respectively.
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is a clear tendency that the interval grows with decreasing concurrence and
increasing degree of mixing. The quasi-pure approximation provides a good
estimation of concurrence even for rather strongly mixed states. For states
with a moderate degree of mixing concurrence in quasi-pure approximation
nearly coincides with the numerically optimised lower bound. In general the
quasi-pure approximation seems not to exceed the optimised lower bound.

The temporal effort required to generate the data shown in figs. 4.1 - 4.5
differs significantly for the different quantities. The fastest is the quasi-pure
approximation - only a few seconds are required for one run with 500 states,
on the time series. The construction of the matrices T α required for the
gradient, eq. (3.40), and the lower bound, eq. (3.47), needs a few minutes for
one run. Once the matrices Tα are constructed, the optimised lower bound,
eq. (3.48), is obtained in another few seconds. As mentioned above in the
discussion following eq. (3.43) and in figs. 3.1 and 3.2, a perfect convergence
of the gradient procedure can be hard to achieve and requires a rather small
step size. However, even if the procedure does not converge completely, it
gives a good estimate of the actual value of concurrence. Though - even if one
is satisfied with incomplete convergence - the temporal effort is significantly
larger than that required for the evaluation of the quasi-pure approximation
and the lower bound. Depending on the degree of mixing and the dimensions
of the system, a run with 500 time steps took a couple of hours or even a
few days, as for example in the case of fig. 4.2.

4.2 Trapped ions

One of the most prominent experimental systems used for the investiga-
tion of entangled states are ions stored in a linear Paul trap [70]. Such
traps provide experimental means of trapping charged particles and manip-
ulating individual ions coherently with lasers, such that arbitrary bi- and
multi-partite states can be prepared and investigated. Trapped ions are
isolated from environmental influences to a certain extent. However, due
to their finite charge, they are sensitive to thermal electromagnetic fields.
Therefore, the preparation of entangled states cannot be expected to work
perfectly. In chapters 4.2.1 and 4.2.2 we will therefore investigate how a fi-
nite environment coupling influences the generation of quantum correlations
- characterised by the theoretical tools developed above.

In a Paul trap, ions with mass m are stored with the help of an oscillating
electric quadrupole field that - in the long time average - acts as a three-
dimensional, attractive trapping potential which is harmonic in very good
approximation,

V =
1

2
m
(
ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)
. (4.2)
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The amplitude and frequency of the oscillating quadrupole field can be cho-
sen such that the trap frequency ωz is small compared to ωx and ωy . Ac-
cordingly, the z-axis is called the trap axis. The ions are confined in the
trapping potential, though repel each other by their mutual coulomb repul-
sion. Due to this interaction the motion of different ions is coupled, such
that the ions perform collective oscillations. If the trap frequency ωz does
not exceed a certain threshold value, the ions line up in a linear chain along
the trap axis, such that the motion along the trap axis is independent of
that perpendicular to it [70].

A well controllable, state-sensitive interaction between the ions is re-
quired in order to prepare arbitrary states. The Coulomb interaction is
not viable for this purpose, since it is independent of the internal electronic
states of the ions. Dipole-dipole interaction is state sensitive, however, the
distance between neighbouring ions is too large for this interaction to be
significant. Thus, some further means has to be found that enables the
preparation of arbitrary electronic states of the ions. In the following, we
will sketch how a state sensitive interaction between two or more ions can
be engineered with the help of lasers and collective oscillations.

For p stored ions, there are p different collective oscillatory modes called
phonon modes [70]. However, only one of the phonon modes is used for the
scheme of preparing entangled states that we will focus on. Since the state of
all the other modes remains unchanged, and since the phonon modes are non-
interacting as long as the trapping potential is harmonic, we can restrict our
considerations to just one single mode. In addition, the electronic structure
of each ion will be mimicked by a two-level system.

In order to manipulate the states of the ions, they are illuminated with
coherent electromagnetic radiation. The Hamiltonian HI describing the
interaction between the driving field and the ions reads

HI =
∑

i

�
ΩR(~ri)(σ

i
+ + σi−) cos(~k~ri − νt) , (4.3)

where ΩR(~ri) is the Rabi frequency at the position ~ri of the i-th ion. The
driving field, with space and time dependence cos(~k~ri − νt), couples to an
ion via its dipole operator (σi+ + σi−), where σi+ and σi− are the raising and
lowering operators acting on the two-level system that represents the ion i.

Illuminating an ion can lead to several transitions. During a carrier tran-
sition, the state of the phonon mode remains unchanged, whereas during a
sideband transition one phonon is created or annihilated. A sideband tran-
sition with a resonance frequency that exceeds that of the carrier frequency
by an integer multiple of one phonon frequency is called blue sideband tran-
sition. The resonance frequency of a red sideband is smaller than that of the
carrier transition by an integer multiple of a phonon frequency.

The matrix element that describes a carrier transition is proportional
to ΩR - that of a sideband transition is proportional to ηlΩR, where the
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Figure 4.6: Illustration of a scheme for creating a maximally entangled state
(|0 0〉+i|1 1〉)/

√
2. Two ions are illuminated simultaneously with two electro-

magnetic fields. One (dashed arrows) is red detuned with respect to the
blue sideband with detuning ∆. The second one (dotted arrows) is blue
detuned with respect to the red sideband. Both sideband transitions are not
driven resonantly, however the two photon process |0 0〉 ↔ |1 1〉 is resonant,
since the absolute value of the detunings of both transitions coincide. Thus,
starting with the initial state |0 0〉, one can create a coherent superposition
of the states |0 0〉 and |1 1〉.

Lamb Dicke parameter η =
√ �

k2/(2mωz) [19] is the ratio of the driving
field’s wavelength and a mean oscillator displacement, and the integer l
counts the number of created or annihilated phonons. The experiments we
are interested in are usually performed in a parameter regime where η is
significantly smaller than one. Since a sideband transition of l-th order is
suppressed by the factor ηl, sideband transitions of an order higher than first,
where two or more phonons are created or annihilated, can be neglected in
this regime.

Many schemes that provide a state-dependent interaction between two
ions require the phonon-mode to be cooled to the ground state [17]. Here
we follow an approach that imposes less severe restrictions to the phonon
state and also works for thermal distributions [20].

In particular, this scheme allows for the preparation of arbitrary multi-
partite states. In general a sequence of different laser pulses is required for
the preparation of an arbitrary state. Though, Greenberger-Horne-Zeilinger
(GHZ) states [6]

|ΨGHZ〉 =
1√
2

(
|0 . . .0〉+ eiϕ|1 . . .1〉

)
(4.4)

can be prepared with only two pulses that are applied simultaneously. In
order to create such GHZ-states, all ions are initially prepared in a separable
pure state. Which state is required depends on the number of ions. Then
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all ions are illuminated simultaneously with two electromagnetic fields. One
is red detuned with respect to the blue sideband transition, i.e. the field
frequency is a little smaller than the resonance frequency of the blue side-
band transition. The second field is blue detuned with respect to the red
sideband. The absolute value of the detuning ∆, i.e. the difference of field
frequency and transition frequency is the same in both cases, as indicated
in fig. 4.6 for the case of two ions.

Due to the finite detuning ∆, the probability for a one-photon process,
e.g. |0 0 ν〉 ↔ |0 1 ν±1〉 is small. However, the two-photon process |0 0〉 ↔
|1 1〉 is resonant, such that a coherent superposition of the states |0 0〉 and
|1 1〉 can be created. When both of these two states have the same weight,
a state with the structure defined in eq. (4.4) is realised.

The same scheme can be applied for any number of trapped ions - here
we will sketch it for three and four ions - the generalisation for more ions is
then straightforward.

Since the state of two ions is changed simultaneously in the described
two photon process, the three-ion-state |0 0 0〉 can never evolve into |1 1 1〉.
Therefore, each ion has to be prepared in a coherent superposition of its
ground state |0〉 and its excited state |1〉, such that the initial, separable three
ion state reads ((|0〉+ |1〉)/

√
2)⊗3. Fig. 4.7 shows the corresponding level

scheme for three trapped ions together with the light-induced transitions
that lead to the generation of the final state (|0 0 0〉+ |1 1 1〉)/

√
2.

In the case of four ions, the initially prepared, separable state reads
|0 0 0 0〉. During one two-photon process, this state evolves into states alike
|0 0 1 1〉, with two ions exited and the other two in their ground state. In
a second process, these states eventually evolve into |1 1 1 1〉, such that the
final state (|0 0 0 0〉− |1 1 1 1〉)/

√
2 is of the GHZ type of eq. (4.4).

Since the detuning ∆ is finite, there remains a finite probability for one-
photon processes to occur, and since a phonon is created or annihilated
during a one-photon process, the internal states of the ions become corre-
lated with the phonon state while the ions are illuminated. However, at the
end of the illumination, all one-photon processes interfere destructively with
each other [20], such that finally only the two-photon processes contribute.
Since a two-photon process is composed from a red and a blue sideband
transition, only virtual phonons are exchanged. Accordingly, the electronic
and motional degrees of freedom of the ions are uncorrelated at the end of
the preparation scheme. However, during the preparation process they are,
what gives rise to an environment coupling that may decrease the success
probability of the preparation process.

Choosing proper electronic levels of the ions, decoherence of these lev-
els themselves can be neglected on the timescale of the state preparation.
However, the motional degrees of freedom couple to thermal electric fields,
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Figure 4.7: The three ion GHZ state (|0 0 0〉+ |1 1 1〉)/
√

2 can be prepared
starting out from the separable state ((|0〉+ |1〉)/

√
2)⊗3. The driven transi-

tions are indicated - the dashed arrows show a transition that is slightly red
detuned with respect to the blue sideband, whereas the dotted arrows show
a transition that is slightly blue detuned with respect to the red sideband.
Neither of these transitions is resonant itself. However, the two photon
process composed of both of these transitions is resonant.
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since the ions are charged. The interaction between the phonon mode and
an environmental field is described by the interaction Hamiltonian Hpe

Hpe =
∑

i

�
Ωi

(
a b†i + a†bi

)
, (4.5)

where a and a† are the phonon annihilation and creation operators, b†i and bi
are the creation and annihilation operators for the different environmental
modes, and Ωi are the corresponding coupling constants.

Since the environmental modes are not observed, only the reduced dy-
namics of the phonon mode is of interest. Tracing over all environmental
degrees of freedom, and performing a Markov limit, one obtains a master
equation [71],

∂%

∂t
= −γ

2
(nt + 1)

([
a†, a%

]
−
[
a, %a†

])
− γ

2
nt

([
a, a†%

]
−
[
a†, %a

])
, (4.6)

that describes the reduced dynamics of the phonon mode. The mean photon
number of the environmental field at the phonon frequency is denoted by nt,
and γ is the decay constant. The temperature corresponding to the motional
state of the ions is usually small compared to the environment temperature,
such that the latter can be assumed to be infinite. I.e. one can perform
the limit nt → ∞, keeping the product γnt =: Γ constant. In this limit the
above master equation simplifies to

∂%

∂t
= Γ

(
a%a† + a†%a− (a†a− 1

2
)%− %(a†a− 1

2
)

)
, (4.7)

which implies a linear growth of the phonon occupation number, what is
also observed experimentally [72]. This supports the validity of the above
limit.

As long as the system state decomposes into a direct product of a state
describing the electronic degrees of freedom and a phonon state, any non-
unitary dynamics of the phonon mode does not influence the electronic state
at all. However, since the electronic and the phonon state are indeed cou-
pled during the preparation process, also the electronic states acquires a
finite degree of mixing. Therefore, the preparation of GHZ-states cannot be
expected to be perfect, if one assumes a finite environment coupling Γ.

To check upon the quality of the preparation of the GHZ-correlations
under non-vanishing environment coupling, we numerically integrated the
master equation, eq. (4.7), for several numbers of ions, and for different
coupling constants Γ [73]. In the next chapters 4.2.1 and 4.2.2 we will
discuss the entanglement properties of the generated states using our theory
derived above.
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4.2.1 Bipartite correlations

We start with the case of three ions, where we will determine the quantum
correlations between one ion and the residual two. Fig. 4.8 shows upper
(solid line) and lower bound (dashed line) of concurrence for three different
coupling constants Γ. We compare the case of vanishing coupling to the cases
of Γ = 2 · 10−4ωz and Γ = 4 · 10−4ωz , which correspond to realistic values in
current laboratory experiments [59]. Even for Γ = 0, the electronic state of
the ions gets mixed, as indicated by the largest eigenvalue (dash-dotted line)
and the von Neumann entropy (dotted line) of the state. This is due to a
finite occupation of states with a phonon number different than that of the
initial state, such that electronic and phonon state do not decompose into
a direct product. However, when concurrence is maximal, the phonon state
equals the initial phonon state, the electronic state is not correlated with
the phonon state at all, and the electronic state is pure. At this moment
upper and lower bound coincide exactly.

For different times, and for finite values of Γ, there is a gap between
upper and lower bound. Yet, concurrence is still quantified rather precisely.
Equally so by the quasi-pure approximation and the best algebraic lower
bound, as apparent from the plot of their mismatch with the numerically
optimised lower bound in the lower graph of the figure.

During the temporal evolution the mixing in- and decreases, such that
there is a finite difference between upper and lower bound of concurrence.
Notwithstanding a tendency towards a slight growth of the gap with rising
coupling constant Γ, concurrence can be estimated reliably - the difference
between the optimised lower bound and concurrence in quasi-pure approx-
imation (solid line), as well as that of the optimised bound and the best
algebraic bound (dashed line) are smaller than one percent of the actual
value of concurrence. I.e. both the algebraic bound and the quasi-pure
approximation allow for a good estimation of concurrence for all considered
environment couplings.

Thus we can use the quasi-pure approximation to compare the precision
of the preparation of quantum correlations for larger numbers of ions. Fig.
4.9 shows the bipartite concurrence that characterises the correlations be-
tween one ion and all other stored ions, for total ion numbers 4, 6, and 8,
and for environment coupling constants Γ = 1 · 10−4ωz and Γ = 2 · 10−4ωz .
For a given decay rate Γ, the maximally achievable quantum correlations
drop with increasing number of ions. This decrease is due to non-resonant
sideband transitions that cause some detrimental entanglement between the
electronic states and the phonon mode. Though, they are neglected in the
idealised scheme. There are transitions of second and higher order - neglect-
ing them is equivalent to assuming η infinitesimally small. Moreover, there
are also first order transitions that are not taken into account by performing
a rotating wave approximation in the laser-ion interaction, eq. (4.3), [71].
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Figure 4.8: Top panel: Upper (eq. (3.35), solid line) and lower bound
(eq. (3.48), dashed line) of concurrence, characterising the quantum cor-
relations between one and the other two trapped ions. In the case of van-
ishing environment coupling, concurrence reaches its ideal value. For finite
environment coupling Γ, there is a decrease in the produced entanglement.
Even in the case of vanishing Γ the electronic state of the ions gets mixed to
a finite degree, as indicated by the largest eigenvalue (dashed-dotted line)
and the von Neumann entropy (dotted line) of the electronic states. For
non-vanishing environment coupling there is a small difference between up-
per and lower bound when the maximum concurrence is achieved. However,
the gap still allows for a rather precise estimation of concurrence. Both,
concurrence in quasi-pure approximation, eq. (3.59), and the best algebraic
lower bound, eq. (3.49), are only insignificantly smaller than the optimised
lower bound, as apparent from the lower panel, where the corresponding dif-
ferences are plotted as solid (quasi-pure) and dashed lines (algebraic lower
bound), respectively.
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Figure 4.9: Concurrence in quasi-pure approximation, eq. (3.59), for one ion
that is entangled by tailored laser pulses (see chapter 4.2) with all other ions
stored in a linear Paul trap. We show the cases of 4, 6, and 8 ions, for two
different environment coupling constants Γ = 1 · 10−4ωz and Γ = 2 · 10−4ωz .
The maximally achievable correlations decrease with increasing Γ and ion
number.



68 CHAPTER 4. APPLICATIONS OF OUR THEORY

However, our numerical simulations - that include these transitions - show,
that they do cause finite errors that lead to the observed decrease of the
maximal concurrence. Since the number of such detrimental transitions in-
creases with the number of stored ions, the scalability of the preparation
scheme proposed in [71] will crucially depend on the scaling behaviour of
the maximally achievable entanglement with the length of the ion chain, at
fixed Γ. A detailed study of this behavior is currently under way [73].

4.2.2 Multi-partite correlations

In the previous chapter we were concerned with bipartite correlations in an
ion chain, for a specific partition. Here, we will focus on real multi-partite
correlations, which we characterise in terms of our multi-partite concurrence
C introduced chapter 3.6. Of course, we have to bear in mind that the
monotonicity of C under LOCC still has the status of a conjecture - which
we are confident, however, to prove in the near future.

The experimental setup we are considering allows to prepare the four-
partite state (|0000〉 + |1111〉)/

√
2. The specific kind of correlations con-

tained in such a GHZ-state can be characterised by the multi-partite con-
currence C(4) defined in chapter 3.6, as given in eq. (3.65). Since the ions
are described as two-level systems, this particular multi-partite concurrence
can be computed exactly, and purely algebraically.

Figure 4.10 shows the four-partite GHZ-type correlations as a function
of time, for four stored ions, with a typical experimental value [59] of the
Lamb-Dicke parameter, η = 0.15. In contrast to the bipartite correlations
shown in fig. 4.8, that take finite values at the very beginning, four-partite
correlations start growing only after a finite time. This is due to the fact
that, at the beginning of the preparation process, correlations are different
from the ones contained in GHZ states as defined in eq. (4.4) - and the
multi-partite concurrence considered here is insensitive to such correlations.

However, after a delay of about 160 − 190 ωzt, depending on Γ, C(4)

starts growing towards its maximum, achieved after approx. 360 ωzt. As
expected, C(4) decreases with increasing coupling constant Γ, as depicted
for Γ ranging from 0 to 2.5 · 10−3ωz .

Note that, even in the case of vanishing environment coupling (solid
line), the correlations are not perfect - C(4) remains smaller than one. This
is due to the finite value of the Lamb-Dicke parameter η, giving rise to
additional two-photon and higher order processes that cause transitions to
levels which are neglected in the derivation [71] of the idealised scheme,
and thereby decrease the precision of the preparation process. Though, a
comparably pronounced drop of concurrence is not observed for bipartite
correlations, as shown in fig. 4.8, where concurrence adopts its ideal value
one, for Γ = 0. We attribute this to a stronger sensitivity of multi-partite
correlations as compared to bipartite ones.
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Figure 4.10: Four-particle GHZ-type correlations, eq. (3.65), created in an
ion trap with four stored ions. In contrast to the case of bipartite correla-
tions depicted in figure 4.8, non-vanishing four-particle GHZ-type correla-
tions build up only after a finite time. Even in the case without environ-
ment coupling (Γ = 0), no perfect correlations are obtained. Due to the
finite Lamb-Dicke parameter (η = 0.15), there are detrimental non-resonant
transitions which are neglected in the idealised picture [71], but which do be-
come relevant for realistic experimental parameters. The maximally achiev-
able correlations decrease with increasing environment coupling Γ. Since
the ions are described as two-level systems, multi-partite concurrence can
be calculated purely algebraically.
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Figure 4.11: Four- and six-partite concurrence, eq. (3.64), with p = 4, 6, that
characterises GHZ-type correlations, for two different environment coupling
constants Γ = 1 ·10−4ωz and Γ = 2 ·10−4ωz , as a function of the scaled time
ωzt. Similarly as in the case of bipartite correlations shown in fig. 4.9, the
maximally achievable quantum correlations are weaker for 6 ions than for 4
at given Γ.
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It is important to state that the interpretation of fig. 4.11 is not as
unambiguous as one might think on a first glance. Whilst C (4) decreases
with growing Γ, one has to keep in mind that it only quantifies a specific
class of quantum correlations. It therefore is not evident to what extent the
GHZ-correlations decay into classical correlations, and to what extent dif-
ferent quantum correlations build up at the expense of the here desired ones.

Since we have already seen above that, at a given environment coupling,
the preparation of bipartite quantum correlations deteriorates with increas-
ing ion number, we also compare the creation of multi-partite correlations
for 4 and 6 trapped ions. Fig. 4.11 shows the corresponding multi-partite
concurrences for Γ = 1 · 10−4ωz and Γ = 2 · 10−4ωz . Also in this case it
is apparent that correlations strongly decrease with increasing ion number.
As for the bipartite case, more data for larger ion numbers are required to
decide whether the scheme discussed here is scalable - i.e., whether is can be
applied to arbitrary ion numbers, or whether - given some finite environment
coupling - there is a maximum length of the ion chain such that no correla-
tion of GHZ type can be created at all. However, the present data already
show that the performance of the preparation scheme is limited. Even for
vanishing environment coupling, where the idealised scheme predicts perfect
correlations, the maximum concurrence is significantly smaller than its ideal
value one.
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Chapter 5

Beyond reduced density
matrices

So far we extracted all information on the entanglement of a given quantum
state from reduced density matrices. Since entanglement of mixed states
was quantified by the entanglement of a suitably chosen set of pure states,
the techniques using reduced density matrices - as formulated in eq. (3.13)
- could also be applied to mixed states. For bipartite states, all informa-
tion about quantum correlations can be extracted from the reduced density
matrices, as argued in chapter 2.1.1, and in chapter 3.6 we saw that the
approach of using reduced density matrices can also be extended to multi-
partite systems. However, it is doubtful whether states of multi-partite sys-
tems can be characterised completely with the recourse to reduced density
matrices.

In this chapter we derive an alternative approach to quantify bipartite
entanglement, with a self-evident generalisation to systems composed of an
arbitrary number of parties.

5.1 Technical tools

The present approach is based one a suitably chosen set of coherent states,
that we will define in chapter 5.1.1 and which allows us to define suitable
Husimi functions in chapter 5.1.2. These functions will be constructed such
that their degree of localisation allows deduce some classes of entanglement
monotones, what we will do in chapter 5.2.

5.1.1 Coherent states

Properly chosen classes of coherent states will be crucial in the following
analysis. According to a general group-theoretical approach [74], one can
define SU(N)-coherent states |α〉 in terms of generators J i− and J i+ (i =

73
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1, . . . , N − 1) of SU(N), acting on a reference state |0〉:

|α〉 = e
(
~γ ~J+−~γ∗ ~J−

)
|0〉 . (5.1)

Thus, any coherent state |α〉 is parametrised by N − 1 complex numbers
γi. We are considering SU(N) coherent states in an N -dimensional Hilbert
space H. Since they are defined by the application of a general SU(N)
element on the reference state, each state of H is a coherent state - if we
identify states that differ from each other only by an overall phase. This
would not be the case if we were considering SU(N) coherent states in a
Hilbert space of dimension larger than N .

Coherent states as defined above provide a resolution of the identity
∫
dµ(α)|α〉〈α| = �

, (5.2)

where dµ(α) is an infinitesimal volume element that we explicitly derive
in the appendix A.1. However, coherent states are not only complete - as
necessary for the above resolution of the identity - but even over-complete.

The concept of SU(N)-coherent states can be generalised to groups with
product structure [75], e.g. SU(n1) × SU(n2). Similarly to the case of
SU(N) coherent states, we define product group coherent states in terms
of generators of the product group, i.e. in terms of a product of generators
of the subgroups. A general SU(n1) × SU(n2) coherent state reads, for
example,

|αn1×n2〉 = e
(
~γn1

~J
n1
+ −~γ∗n1

~J
n1
−
)
⊗ e
(
~γn2

~J
n2
+ −~γ∗n2

~J
n2
−
)
|0〉 , (5.3)

with vectors ~Jn1
+ and ~Jn1

− containing the generators of SU(n1) and vectors
~Jn2
+ and ~Jn2

− containing the generators of SU(n2), respectively. In the case
of SU(N) coherent states, all states of the corresponding Hilbert state were
coherent states. In order to achieve a similar correspondence for product
group coherent states, we will use them in Hilbert spaces with the proper
tensor product structure. For example, the SU(n1)×SU(n2) coherent states
mentioned above will be defined in a Hilbert space H that decomposes into
the tensor product of an n1-dimensional subspace H1 and an n2-dimensional
subspace H2. Requiring the reference state |0〉 to be separable ensures that
exactly the separable states in H1 ⊗H2 are coherent states.

The generalisation of such a construction of coherent states to sys-
tems decomposing into p subsystems, each of which is described by an ni-
dimensional Hilbert space, is straightforward. Choosing a reference state
|0〉 = |01〉 ⊗ · · · ⊗ |0p〉 allows to define SU(N1) ⊗ · · · ⊗ SU(Np) coherent
states such that exactly the p-separable states, i.e. states of the form
|φ1〉 ⊗ · · · ⊗ |φp〉, are coherent states. This way of distinguishing separa-
ble pure states from entangled ones will eventually allow us to construct
quantities that can serve as separability criteria and even satisfy the proper
behaviour under LOCC, such that they are entanglement monotones.
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5.1.2 Husimi function

Any density matrix % can be represented by its Husimi function H%(α) [76],
which is defined as its expectation value with respect to coherent states |α〉:

H%(α) = 〈α|%|α〉 . (5.4)

A Husimi function completely characterises a given state %, although it
contains only diagonal elements of %. For a complete set of states {|ψi〉},
all matrix elements 〈ψi|%|ψj〉 are needed for an unambiguous description of
some state %. It is the over-completeness of the coherent states [74] which
causes a complete characterisation of % by its diagonal elements alone.

We will be especially interested in the localisation properties of the
Husimi functions HΨ(α) of pure states |Ψ〉, in the phase space generated
by the ~J i+ and ~J i− in eq. (5.3). In the case of a mono-partite two-level sys-
tem, this phase space is equivalent to the well known Bloch sphere, whereas
it is equivalent to the product of two Bloch spheres for a bipartite two level
system. In higher dimensional systems, the phase space is equivalent to the
corresponding generalisations of such products of spheres.

The localisation of a given Husimi representation can be quantified by
means of the Wehrl entropy

SW = −
∫
dµ H logH . (5.5)

According to a conjecture due to Lieb [77, 78], the Wehrl entropy is minimal
exactly for Husimi functions representing coherent states, i.e. for Hα̃(α) =
〈α|α̃〉〈α̃|α〉. This conjecture is unproven for the very general case, i.e. for
arbitrary groups with dimensions that do not necessarily coincide with that
of the considered Hilbert space. However, it is widely believed to be true [79],
which supports the expectation that it holds true for the cases of product
group coherent states that we are considering here.

Since we are interested in distinguishing separable states from entangled
ones, we will choose exactly the coherent states that we defined in chapter
5.1.1. If we define Husimi functions with the help of these state, the Lieb
conjecture suggests that the Wehrl entropy of Husimi functions representing
coherent - i.e. separable - states is minimal. Thus one can expect - and we
will prove it in chapter 5.2 - that, indeed, SW can be used to distinguish
separable states from entangled ones, and that, it even is an entanglement
monotone.

Though, as mentioned in chapter 2.2.2, a single monotone does not -
except for the case of two-level systems - completely characterise correlations
of a pure state, since it does not allow to reconstruct all Schmidt coefficients
defined in eq. (2.9). However, as we will show in chapter 5.2, Wehrl entropy
is not the only entanglement monotone that can be derived using Husimi
functions. Our present approach will rather allow to construct a hierarchy
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of monotones that characterises all quantum correlations of pure bipartite
states, in arbitrary dimensions.

The Lieb conjecture implies that the Wehrl entropy of a p-partite Husimi
function is minimal exactly for separable, i.e. p-separable states. Thus one
can expect the Wehrl entropy of such Husimi functions to characterise all
correlations, in particular also those of ν-separable states with ν < p. This
implies that is has different properties our multi-partite concurrence, 3.6. In
the sequel of eq. (3.65), we found for an exemplary four-partite concurrence
that such a quantity cannot quantify any bi- or tri-separable states, and that
it can only account for special types of four-partite correlations. Although
not shown for the very general case, one cannot expect that there is a multi-
partite concurrence that can characterise all kinds of quantum correlations,
as argued in chapter 3.6. Thus, possible monotones derived from a multi-
partite Husimi function can be expected to be independent from our multi-
partite concurrences, such that both classes of quantities provide different -
complementary - information.

5.1.3 Moments of the Husimi function

In the following we consider pure states of bipartite systems. Due to the
Schmidt decomposition given in eq. (2.9), we can assume dim(H1) = dim(H2) =
p without loss of generality.

As argued in chapter 5.1.1, we will use SU(d)× SU(d) coherent states
|α〉 given as the direct product of SU(d)-coherent states,

|α〉︸︷︷︸
SU(d)×SU(d)−coherent

= |α1〉︸︷︷︸
SU(d)−coherent

⊗ |α2〉︸︷︷︸
SU(d)−coherent

, (5.6)

since this set provides a natural distinction between separable and entangled
states. The Husimi function HΨ of a bipartite state |Ψ〉 is then given by

HΨ(α1, α2) = 〈α1| ⊗ 〈α2|Ψ〉〈Ψ|α1〉 ⊗ |α2〉 , (5.7)

where |α1〉 and |α2〉 are SU(d) coherent states.
The Wehrl conjecture implies that Husimi functions representing coher-

ent states have strongest possible localisation in phase space and that all
Husimi functions representing states that are no coherent states are less
strongly localised. In the original conjecture [78], the localisation is quan-
tified by the Wehrl entropy, eq. (5.5). Evaluating it straightforwardly is
rather involved due to the logarithm under the integral. We will evaluate it
indirectly, treating first the statistical moments

mq =

∫
dµ(α1) dµ(α2)

(
HΨ(α1, α2)

)q
(5.8)

of the Husimi representation HΨ of the considered state |Ψ〉. In chapter
5.2.2 we will show that knowledge of these moments allows to derive a
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closed expression for SW , without direct integration over the logarithm in
eq. (5.5). Furthermore, the detour via the moments, instead of computing
the Wehrl entropy directly, will allow us to derive the additional entangle-
ment monotones that are required for the complete characterisation of |Ψ〉.
We will discuss these moments in some detail in chapters 5.2.1 and 5.2.3.

Since the moments mq(Ψ) are invariant under the action of the con-
sidered group, it is always possible to express mq(Ψ) as a function of the
invariants of % under this group. Since SU(d)× SU(d) describes local uni-
tary transformations, these invariants are just the Schmidt coefficients λi,
defined in eq. (2.9). The derivation of the explicit result [80] in terms of the
Euler Gamma function

mq(Ψ) =

(
d!Γ(q + 1)

Γ(d+ q)

)2

µq,d , with µq,d =
d∑

i=1

λq+d−1
i

d∏

j=1,j 6=i
(λi − λj)

, (5.9)

is sketched in Appendix A.1. According to eq. (A.13), the quantity µq,d can
be expressed via the following integral expression

µq,d =
Γ(q + d)

Γ(q + 1)

∫
ddx δ(‖~x‖1 − 1)

(
~λ~x
)q
, (5.10)

where ddx is a short hand notation for
∏d
i=1 dxi.

Using this representation, one can easily derive the Jacobi matrix J of
µq,d with elements

Jij =
∂2µq,d
∂λi∂λj

. (5.11)

The explicit expression for the Jacobian reads

J(µq,d) =
Γ(q + d)

Γ(q + 1)
q(q − 1)

∫
ddx δ(‖~x‖1 − 1)

(
~λ~x
)q−2

~x ~xT , (5.12)

where ~x ~xT denotes the dyadic product, i.e. a positive semi-definite quantity
with exactly one non-vanishing eigenvalue equal to

∑
x2
i . The corresponding

eigenvector is ~x itself. Since the integration contains contributions from all
vectors ~x with unit 1-norm, the integral is positive definite. Due to the
prefactor (q − 1) it is clear that µq,d is convex for q > 1, and concave for
0 < q < 1. Consequently, there is a unique minimum for q > 1, and a unique
maximum for 0 < q < 1, that is obtained for ~λ = ~λ∗ - the vector of Schmidt
coefficients describing a maximally entangled state as introduced in chapter
2.1.1.

5.1.4 Monotonicity under LOCC

If the moments mq are supposed to serve as a basis for constructing entan-
glement monotones, they have to show the proper monotonous behaviour
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under LOCC operations, i.e. they have to be either Schur concave or Schur
convex as defined in eq. (2.25).

In this chapter we will show that µq,d is Schur convex for q > 1, and
Schur concave for 0 < q < 1. This will allow us to prove that the quantities
derived from the moments in chapter 5.2 hereafter are proper entanglement
monotones.

As shown in eq. (A.28), µq,d can be expressed as

µq,d =
Γ(q + d)

Γ(q + 1)

∫
ddx δ(‖~x‖1 − 1)

(
~λ~x
)q
. (5.13)

Using this integral expression, one obtains

∂sµq,d = (λ1 − λ2)
Γ(q + d)

Γ(q + 1)

∫
ddx δ(‖~x‖1 − 1)

(
~λ~x
)q−1

(x1 − x2) , (5.14)

with the differential operator ∂s = (λ1 − λ2)(∂/∂λ1 − ∂/∂λ2). Remember
that the choice of the first two components in the preceding equation is
arbitrary, as argued in the sequel of eq. (2.25).

The integration can be divided into one integration over the domain
x1 > x2, and a second one over x1 < x2:

∂sµq,d = (λ1 − λ2)
Γ(q + d)

Γ(q + 1)

∫

x1>x2

ddx δ(‖~x‖1 − 1)
(
~λ~x
)q−1

(x1 − x2)

+ (λ1 − λ2)
Γ(q + d)

Γ(q + 1)

∫

x1<x2

ddx δ(‖~x‖1 − 1)
(
~λ~x
)q−1

(x1 − x2) .

(5.15)
Exchanging x1 and x2 in the second term, one gets

∂sµq,d = (λ1 − λ2)
Γ(q + d)

Γ(q + 1)

∫

x1<x2

ddx δ(‖~x‖1 − 1) (x1 − x2)

((
λ1x1 + λ2x2 +

d∑

i=3

λixi
)q−1

−
(
λ2x1 + λ1x2 +

d∑

i=3

λixi
)q−1

)
.

(5.16)
Now one can distinguish the three cases λ1 = λ2, λ1 > λ2, and λ1 < λ2. In
the first case one has ∂sµq,d = 0, due to the prefactor (λ1 − λ2). For the
other cases we can make use of the fact that the integration is restricted to
the domain x1− x2 ≥ 0. Using λ1−λ2 � 0, one can multiply both left- and
right-hand-sides of these two inequalities, and immediately gets

λ1x1 + λ2x2 � λ1x2 + λ2x1 . (5.17)

Since power functions are monotonously increasing for positive exponents,
and monotonously decreasing for negative exponents, the integrand is non-
negative for q > 1, and non-positive for 0 < q < 1, in the case λ1 > λ2.
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For λ1 < λ2, the integrand in non-positive for q > 1 and non-negative for
0 < q < 1. Due to the prefactor (λ1 − λ2), one obtains

(λ1 − λ2)

(
∂µq,d
∂λ1

− ∂µq,d
∂λ2

)
≥ 0 , for q > 1, and

(λ1 − λ2)

(
∂µq,d
∂λ1

− ∂µq,d
∂λ2

)
≤ 0 , for 0 < q < 1,

(5.18)

independently of the values of λ1 and λ2. Thus, µq,d is indeed Schur convex
for q > 1, and Schur concave for 0 < q < 1. Knowing that µq,d is monotonous
under LOCC operations, we can use this quantity as a basis for deriving
entanglement monotones.

5.2 Entanglement monotones

As mentioned earlier in chapter 2.1.1, a set of d−1 independent entanglement
monotones is required in order to characterise the quantum correlations of
pure bipartite states completely. Knowledge of the moments for arbitrary
real q allows to construct complete hierarchies of monotones. d−1 indepen-
dent monotones then determine the Schmidt coefficients of a given state.

5.2.1 Rescaled monotones

The main advantage of concurrence with respect to other entanglement mea-
sures is that it defines a function, eq. (3.13), that is linear in some of its
arguments, and antilinear in all others. This property enabled an elegant
generalisation for mixed states in chapter 3.2. The rescaled moments defined
as

Mq =
1

1− q (µq,d − 1) , (5.19)

also define such (anti-)linear functions for integer values of q. Moreover, in-
dependently of q, they vanish for separable states, and adopt their maximal
value for maximally entangled states. Furthermore, according to eq. (5.18),
they are also Schur concave for q > 0, since the prefactor 1/(1− q) changes
its sign at q = 1.

In fig. 5.1, Mq is plotted for d = 3 and for several values of q. The

Schmidt vector ~λ∗, which identifies maximally entangled states, refers to
the centre of the triangle which describes the domain of regular Schmidt
vectors with ‖~λ‖1 = 1. Separable states described by ~λs correspond to the
corners of the triangle.

Mq can be interpreted as a measure of the distance between a point
describing a given state and the point describing a maximally entangled
state. If the distance vanishes, the entanglement is maximal - and if the
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Figure 5.1: Rescaled moments Mq (grey-scaled plots with contour lines) as
a function of two independent variables for d = 3, q = 1/2 (a), q = 1 (b),
q = 2 (c), and q = 5 (d). The moments Mq are maximal at the centre
~λ∗ = [1/3, 1/3, 1/3], and minimal at the corners.

distance is maximal, the corresponding state is separable. Different values
of q refer to different norms of that distance. For example, q = 2 refers to
the regular Euclidean norm, such that lines of equal moments Mq are circles

centred around ~λ∗.

5.2.2 Wehrl entropy

The most commonly used quantity to quantify the localisation of Husimi
functions is the Wehrl entropy SW (Ψ), for which the original Lieb conjecture
was formulated [78]. Generalising eq. (5.5) for bipartite systems, SW (Ψ) is
defined as

SW (Ψ) = −
∫
dµ(α1)dµ(α2) HΨ(α1, α1) lnHΨ(α1, α2) . (5.20)

Since eq. (5.9) provides closed expressions for the moments mq for arbitrary
positive q, we can derive SW quite easily. Using ∂Hq/∂q = Hq lnH , one
gets

SW (Ψ) = − lim
q→1

∂mΨ(%)

∂q
. (5.21)

Performing the limit one can express the Wehrl entropy in terms of the
Schmidt vector ~λ as SW = Q(~λ) + 2Cd, with the subentropy [81]

Q(~λ) = −
d∑

i=1

λdi logλi
d∏

j=1,j 6=i
(λi − λj)

(5.22)

and an additive constant Cd that can be expressed in terms of the digamma
function [82] Ψd(x):

Cd = Ψd(d+ 1)−Ψd(2) =
d∑

k=2

1

k
, with Ψd(x) =

∂ ln Γ(x)

∂x
. (5.23)
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Similarly to the representation of the moments, as given in eq. (5.10),
the subentropy can be expressed as [81]

Q(~λ) = −d!

(
Cd +

∫
ddx δ(‖~x‖1 − 1) (~λ~x) ln(~λ~x)

)
, (5.24)

as we show in eq. (A.38). Using this representation, one can express the
Jacobi matrix of the subentropy as

J(Q) = −d!

∫
ddx δ(‖~x‖1 − 1)

~x ~xT

~λ~x
. (5.25)

Invoking the same arguments as in the case of J(µq,d), one finds that J
is negative definite. Consequently, Q has a unique maximum obtained for
~λ = ~λ∗, i.e. for maximally entangled states. Its minimal value Cd is realised
for vectors of Schmidt coefficients ~λs, representing separable states.

Since entanglement monotones are scaled such that they assign the value
zero to separable states, we subtract the Wehrl entropy of a separable state
and obtain the Wehrl entropy excess

∆SW (Ψ) = SW (Ψ)− SW (Ψs) = Q(~λ) . (5.26)

This quantity vanishes exactly for separable states, is positive for all entan-
gled states, and maximal for maximally entangled states.

Schur concavity of the Wehrl entropy excess ∆SW can be directly inferred
from eq. (5.18), what implies that the derivative of µq,d with respect to
q is Schur convex for q = 1. Since ∆SW can be expressed as ∆SW =
− limq→1 ∂µq,d/∂q, we obtain

(λ1 − λ2)

(
∂∆SW
∂λ1

− ∂∆SW
∂λ2

)
= −∂s

∂µq,d
∂q

∣∣∣∣
q=1

≤ 0 . (5.27)

Thus ∆SW is Schur concave. Alternatively Schur concavity can also be
derived directly from eq. (5.24), invoking similar arguments as in chapter
5.1.4, where we proved the Schur concavity respectively convexity of µq,d.

5.2.3 Rényi-Wehrl entropy

Wehrl entropy itself is - as a single scalar quantity - not sufficient to com-
pletely characterise a state in arbitrary dimensions. Though it can be gen-
eralised as to provide a sufficient number of independent monotones. Anal-
ogously to the Rényi entropy SR [83], one defines the Rényi-Wehrl entropy

Sq =
1

1− q ln mq . (5.28)

Since the moments mq have a unique maximum for q > 1, and a unique
minimum for 0 < q < 1, and since the logarithm is a monotonous function,
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Figure 5.2: Rényi-Wehrl entropy excess ∆Sq, eq. (5.29), as a function of
two independent variables for d = 3, q = 1/2 (a), q = 1 (b), q = 2 (c),
and q = 10 (d). Grey scale reflects the values ∆Sq: the higher q, the larger

the maximum at the centre ~λ∗ = (1/3, 1/3, 1/3) - which refers to maximally
entangled states.

Sq has a unique maximum which is met at ~λ = ~λ∗, i.e. for maximally
entangled states, whereas its minimal value is obtained for separable states.

Analogously to the above, the Rényi-Wehrl entropy excess ∆Sq is defined
by subtracting the Rényi-Wehrl entropy of a separable state,

∆Sq(Ψ) =
1

1− q ln
d∑

i=1

λq+d−1
i

d∏

j=1,j 6=i
(λi − λj)

. (5.29)

As for the Schur convexity of the Rényi-Wehrl entropy excess, it is again
convenient to make use of properties of µq,d. Since ∆SW,q can be expressed
as ∆Sq = 1/(1− q) lnµq,d, one obtains

∂s∆Sq =
1

1− q
1

Sq
∂sµq,d . (5.30)

With Sq non-negative, eq. (5.18) allows to conclude that ∆Sq is Schur con-
cave

(λ1 − λ2)

(
∂∆Sq
∂λ1

− ∂∆Sq
∂λ2

)
≤ 0 , (5.31)

i.e. that the Rényi-Wehrl entropy excess is an entanglement monotone.

5.3 Towards multi-partite systems

The approach of quantifying entanglement of pure states has a self evident
formal generalisation to systems consisting of more than just two parties.
Analogously to choosing SU(N) × SU(N) coherent states in the case of
bipartite systems one can choose SU(n1)×. . .×SU(np) coherent states for p-
partite systems. This latter class of coherent states is separable with respect
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to any subsystem. Thus the Wehrl conjecture implies that the localisation
properties of the corresponding Husimi functions provides a measure for the
inseparability of p-partite quantum states, sensitive to all correlations, in
contrast to the proposed multi-partite concurrence (chapter 3.6) that only
accounts for special classes of quantum correlations.

On the other hand, there will be nontrivial complications when it comes
to the calculation of the statistical moments, and of the associated entropies
of such multi-partite Husimi representations, as well as in the proof of the
monotonicity under LOCC of these quantities.

All moments of a Husimi function can be expressed as a function of in-
variants of the group used to construct the coherent states. In the case of
bipartite systems, these are the Schmidt coefficients (chapter 2.1.1). For
multi-partite systems, in general, not all invariants are known, and a repre-
sentation analogous to the Schmidt decomposition, eq. (2.9), is not available.

Therefore, whilst there is no obvious reason why the above character-
isation of entanglement by a quasi probability representation of bipartite
quantum states cannot be extended to multi-partite states, it is equally cer-
tain that other techniques than those built upon in the bipartite case will
have to be developed.

If, however, the generalisation is performed, one can apply the theory
derived in chapter 3 for concurrence also to a quantity related to the second
moment of a multi-partite Husimi function. The basic requirement that
was necessary for our treatment of mixed states was that concurrence was
the square root of a function of four arguments, which is linear in two and
anti-linear in the other two arguments.

This property is also satisfied by the following Husimi concurrence cH
defined on the basis of the second moment of a multi-partite Husimi function
H as

cH =

√∣∣∣〈ψ|ψ〉
∣∣∣
2
−
∫
dµ H2 . (5.32)

In analogy to eq. (3.16) one can define a Husimi concurrence tensor AH with
elements

[
AH
]lm
jk

= 〈ψj |ψl〉〈ψk|ψm〉 −
∫
dµ〈α|ψj〉〈ψl|α〉〈α|ψk〉〈ψm|α〉 . (5.33)

As also in the case of concurrence, eq. (3.11), the Husimi concurrence of
a pure state can be expressed as the square root of a completely diagonal
element of AH , where all four indices coincide. Therefore, the tensor AH
provides a basis for deriving a gradient iteration, eq. (3.40), lower bound,
eq. (3.48), and quasi-pure approximation, eq. (3.59), for the corresponding
Husimi concurrence as the tensor A did for regular concurrence. What
remains to show is the positivity of AH .
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Chapter 6

Outlook

It was the aim of the present work to characterise the entanglement of mixed
quantum states - which naturally occur in any experimental realisation. As
opposed to most treatments hitherto available, we were seeking for a the-
oretical framework which is equally general as versatile, such as to be ap-
plicable in arbitrary, finite dimensions, for arbitrary states, and to allow for
an explicit quantitative evaluation - by numerical and/or algebraic means.
This program was fully accomplished for bipartite states, with some gen-
eralisations to multi-partite systems - where two conjectures remain to be
rigorously proven. More specifically, we formulated several bounds on the
concurrence of mixed bipartite quantum states in arbitrary dimensions, i.e.
of an entanglement measure which so far could be reliably calculated only
for two-level systems. In particular, we derived a lower bound which not
only serves as a separability criterion, but, importantly together with al-
ready available upper bounds, yields rather accurate estimates of the actual
value of concurrence. Furthermore, we have seen that a suitable approxima-
tion, which can be evaluated purely algebraically and was inspired by the
generic experimental scenario, shows excellent agreement with the optimal
bounds for the overwhelming majority of examples which we have tested
here. Thus, we provide a formalism which allows, for the first time, for a
quantitative and efficient assessment of concurrence of arbitrary bipartite
quantum states.

Alternatively to our treatment of the concurrence of mixed states, we
also outlined a characterisation of the quantum correlations of pure bipar-
tite states through the localisation properties of suitably defined Husimi
representations.

The versatility of our tools, including its multi-partite generalisations, is
illustrated by some examples on the time evolution of the entanglement of
various, also experimentally accessible states under non-vanishing environ-
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ment coupling. As a byproduct, we found that a prominent proposal for the
creation of multi-partite entangled states in ion traps may suffer consider-
ably from some oversimplifications in the underlying model as the number
of ions is increased.

This nicely illustrates how, given a readily calculable entanglement mea-
sure, one can access the dynamical evolution of entanglement under realistic
experimental conditions, rather than only studying the static entanglement
properties of various, more or less abstract sets of quantum states. Whilst
we have not yet elaborated this aspect in detail in the present thesis, we are
confident that our contribution indicates the ultimate route to an equally
systematic as intuitive understanding of quantum entanglement - only if we
understand the dynamics of entanglement under incoherent forcing will we
be able to appreciate the relevant part of its static characterisations.



Appendix A

Derivation of the moments

A.1 Moments of the Husimi function

In this chapter we will derive closed expressions for the moments of the
Husimi function HΨ. As already mentioned, every pure state belonging
to a d-dimensional Hilbert space is a SU(d) coherent state and vice versa.
Therefore we can parametrise all SU(d) coherent states as

|α〉 =
(

1−
d−1∑

i=1

xi
)1/2
|0〉+

d−1∑

i=1

√
xie

iϕi |i〉 , (A.1)

with 0 ≤ xi ≤ 1−∑d−1
j=i+1 xj and dµ = d!/(2π)d−1

∏d−1
i=1 dxi dϕi. The states

|i〉, i = 0, . . . , d− 1, form an orthonormal basis.
Since the moments are invariant under local unitary transformations,

one can assume the state |Ψ〉 to be given in its Schmidt form

|Ψ〉 =
∑

ν

√
λν |ν1〉 ⊗ |ν2〉 , (A.2)

without loss of generality. The Husimi function HΨ of state |Ψ〉 with respect
to SU(d)⊗ SU(d)-coherent states |α〉 = |α1〉 ⊗ |α1〉 (|α1〉 ∈ H1, |α2〉 ∈ H2)
reads

H
(2)
Ψ =

d∑

ν,µ=1

√
λνλµ〈α1|ν1〉〈µ1|α1〉 〈α2|ν2〉〈µ2|α2〉 . (A.3)

The overlap elements 〈ν|α〉 are given by

〈0|α〉 =

(
1−

d−1∑

i=1

xi

) 1
2

and 〈ν|α〉 =
√
xνe

iϕν , for i > 0 . (A.4)

In the following we will restrict ourselves for a while to integer q. To evaluate
eq. (5.8) for the moments mq, we have to integrate separately over both sub-
systems. Due to the symmetry of the Schmidt decomposition with respect
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to both subsystems, the moments can be expressed as

mq =
d∑

ν1...νq=1
µ1...µq=1

√
λν1 . . . λνqλµ1 . . . λµq

(
fq(N1, . . . ,Nd,M1, . . . ,Md)

)2
,

(A.5)
with

fq =

∫
dµ(α)〈α|ν1〉〈µ1|α〉〈α|ν2〉〈µ2|α〉 . . .〈α|νq〉〈µq|α〉 . (A.6)

The integers Ni and Mi count how often the states |νi〉 and 〈µi| appear in
the integrand on the right-hand side of eq. (A.6). Now fq can be expressed
as

fq =
d!

(2π)d−1

(
d−1∏

i=1

∫ x
(max)
i

0
dxi

∫ 2π

0
dϕi e

i(Ni−Mi)ϕix
1
2

(Ni+Mi)

i

)

(1−
d−1∑

j=1

xj)
q− 1

2 � d−1
χ=1 Nχ+Mχ , (A.7)

where the integrations over xi are performed in increasing order of i, and

the upper limit of the integration is given by x
(max)
i = 1 −∑d−1

j=i+1 xj . It
is useful to first perform the ϕi integrations, that lead to δNi,Mi terms, so
that one gets

fq = d!
d−1∏

i=1

∫ x
(max)
i

0
dxi x

Ni
i δNi ,Mi (1−

d−1∑

j=1

xj)
q− � d−1

χ=1 Nχ . (A.8)

In chapter A.1.1 we will explicitly perform the xi-integrations. Anticipating
the result given in eq. (A.21), we obtain

fq = d!

(∏d−1
i=1 (Ni!)

)(
q −∑d−1

i=1 Ni
)

!

(q + d− 1)!
δNi,Mi . (A.9)

Thus one obtains for the moments

mq =


d!

(∏d−1
i=1 (Ni!)

)(
q −∑d−1

i=1 Ni
)

!

(q + d− 1)!




2

d∑

ν1 ...νq=1
µ1...µq=1

√
λν1 . . .λνqλµ1 . . . λµq δNi,Mi . (A.10)

The δNi,Mi-terms assure that there are only integer powers of the λνi . To
further evaluate eq. (A.10), one just has to count how many terms with fixed
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powers occur. Using simple combinatorics one then can see that there are


 q!(∏d−1

i=1 (Ni)!
)(

q −∑d−1
i=1 Ni

)
!




2

(A.11)

terms containing the expression λN1
1 λN2

2 . . . λ
Nd−1

d−1 λ
q− � d−1

i=1 Ni
d . Consequently,

we finally get

mq =

(
d! q!

(q + d− 1)!

)2 q∑

N1=0

q−ν1∑

N2=0

. . .

q− � d−2
i=1 Ni∑

Nd−1=0

λN1
1 λN2

2 . . .λ
Nd−1

d−1 λ
q− � d−1

i=1 Ni
d .

(A.12)
Using eq. (A.22) that we will prove in chapter A.1.2, this simplifies to

mq =

(
d!Γ(q + 1)

Γ(q + d)

)2 d∑

i=1

λq+d−1
i

d∏

j=0
j 6=i

λi − λj
. (A.13)

So far we were restricting ourselves to integer values of q, what was crucial
for the evaluation of eq. (A.8). Since eq. (A.13) holds true for all positive
integers, and integers are dense at infinity, eq. (A.13) has a unique analytic
extension to real q. And because all terms in eq. (A.13) are defined also for
real q, we can conclude that eq. (A.13) indeed is this extension.

A.1.1 x-integrations

To perform the integrations in eq. (A.8), we need to define an auxiliary
function

gq(β, d) =
d−1∏

i=1

∫ x̃
(max)
i (β)

0
dxi x

Ni
i (β −

d−1∑

j=1

xj)
q− � d−1

χ=1Nχ , (A.14)

with x̃
(max)
i (β) = β −∑d−1

j=i+1 xj . For β = 1, gq(1, d) coincides with fq as
given in eq. (A.8). According to its definition, gq(β, d) satisfies the following
relation

gq(β, d) =

∫ β

0
dxd−1 x

Nd−1

d−1 gq−Nd−1
(β − xd−1, d− 1) , (A.15)

connecting the quantities gq that refer to different dimensions d. For d = 2
only one single integration has to be performed, what can be done straight-
forwardly

gq(β, 2) =

∫ β

0
dx1 x

N1
1 (β − x1)q−N1 = βq+1 N1!(q − N1)!

(q + 1)!
, (A.16)
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with q integer. For d > 2 several similar integrations have to be performed.
Therefore we will invoke inductive arguments to show that

gq(β, d) = β(q+d−1) (
∏d−1
i=1 Ni!)(q −

∑d−1
i=1 Ni)!

(q + d− 1)!
. (A.17)

Assuming that eq. (A.17) holds true for gq(β, d − 1), and making use of
eq. (A.15), one gets

gq(β, d) =

∫ β

0
dxd−1 x

Nd−1

d−1 (β − xd−1)q+d−2−Nd−1

(
∏d−2
i=1 Ni!)(q − Nd−1 −

∑d−2
i=1 Ni)!

(q + d− 2− Nd−1)!
(A.18)

Using further eq. (A.16), one obtains

fq = gq(β, d) = βq+d−1Nd−1!(q + d− 2−Nd−1)!

(q + d− 1)!

(
∏d−2
i=1 Ni!)(q −

∑d−1
i=1 Ni)!

(q + d− 2− Nd−1)!
. (A.19)

Finally, several terms in the factorials cancel, such that one ends up with

gq(β, d) = βq+d−1 (
∏d−1
i=1 Ni!)(q −

∑d−1
i=1 Ni)!

(q + d− 1)!
, (A.20)

i.e. eq. (A.17) also holds for gq(β, d). At last, we can set β equal to unity
and obtain

fq = gq(1, d) =
(
∏d−1
i=1 Ni!)(q −

∑d−1
i=1 Ni)!

(q + d− 1)!
, (A.21)

which provides the required closed expression for fq.

A.1.2 N -summation

We still have to show that the (d−1)-fold sum in eq. (A.12) can be replaced
by the single sum in eq. (A.13), i.e.

q∑

N1=0

q−ν1∑

N2=0

. . .

q− � d−2
i=1 Ni∑

Nd−1=0

λN1
1 λN2

2 . . .λ
Nd−1

d−1 λ
q− � d−1

i=1 Ni
N =

d∑

i=1

λq+d−1
i

d∏

j=1
j 6=i

λi − λj
=: µq,d .

(A.22)
This can be done by induction.
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However, before doing so, it is useful to first show, again by induction,
that µ−1,d = 0. For d = 2 this can be checked easily. For d > 2 we have

µ−1,d =
d∑

i=1
i6=j

λd−3
i

d∏

k=1
k 6=i,j

(λi − λk)

λi
λi − λj

+
λd−2
j

d∏

k=1
k 6=j

(λj − λk)

=
d∑

i=1
i6=j

λd−3
i

d∏

k=1
k 6=i,j

(λi − λk)
+

d∑

i=1
i6=j

λjλ
d−3
i

d∏

k=1
k 6=i

(λi − λk)
+

λjλ
d−2
i

d∏

k=1
k 6=j

(λj − λk)

=
d∑

i=1
i6=j

λd−3
i

d∏

k=1
k 6=i,j

(λi − λk)
+ λj

d∑

i=1

λd−3
i

d∏

k=1
k 6=i

(λi − λk)
. (A.23)

The first term equals µ−1,d−1(λ1, . . . , λj−1, λj+1, . . . , λd), i.e. it vanishes by
assumption. Eq. (A.23) holds for any choice of the index j. Therefore we
can subtract eq. (A.23) from itself for different choices of j

0 = (λj − λl)
d∑

i=1

λd−3
i

d∏

k=1
k 6=i

(λi − λk)
. (A.24)

Equality holds for arbitrary values of λj and λl, in particular for λj 6= λl.
Therefore the sum has to vanish identically, which proves that also µ−1,d

vanishes.

Now we can come back to the proof of eq. (A.22). For d = 2 it is just a
straightforward calculation to show that

q∑

ν=0

λν1λ
q−ν
2 =

λq+1
1

λ1 − λ2
+

λq+1
2

λ2 − λ1
= µq,d , (A.25)

what can be checked by multiplication with λ1−λ2. Assuming that eq. (A.22)
is true for d− 1, we obtain

µq,d =

q∑

ν=0

µq−ν,d−1λ
ν
d . (A.26)

The summation over ν can be performed, making use of the assumption,
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eq. (A.22), once again, but this time for d = 2:

mq,d =
d−1∑

i=1

λd−2
i

d−1∏

j=1
j 6=i

(λi − λj)

λq+1
i − λq+1

d

λi − λd

=
d∑

i=1

λq+d−1
i

d∏

j=1
j 6=i

(λi − λj)
− λq+1

d

d∑

i=1

λd−2
i

d∏

j=1
j 6=i

(λi − λj)

λ
q+1
i − λq+1

d

λi − λd
.(A.27)

We now use µ−1,d = 0, what implies that the second term vanishes. It
immediately follows that the assumption as given in eq. (A.22) holds true
for arbitrary d.

A.2 Integral representation

Here we show that µq,d can be expressed by the integral expression

µq,d =
Γ(q + d)

Γ(q + 1)

∫

∆
dx δ(‖~x‖1 − 1) (~λ~x)q , (A.28)

where dx is a short hand notation for
∏
i dxi. In order to do so, we introduce

some new quantity fq,d(a, b), defined as

fq,d(a, b) =
Γ(q + d)

Γ(q + 1)
δ(‖~x‖1 − (1− a)) (~λ~x+ b)q , (A.29)

such that the original quantity can be expressed as µq,d = fq,d(0, 0). Differ-
ent values of d are related via

fq,d(a, b) =
Γ(q + d)

Γ(q + d− 1)

∫ 1−a

0
dxd−1 fq,d−1(a+ xd−1, b+ xd−1λd) . (A.30)

We now show by induction that

fq,d(a, b) =
d∑

i=1

((1− a)λi + b)q+n−1

d∏

j=1
j 6=i

(λi − λj)
, (A.31)

for arbitrary real a and b. Setting a and b to zero will then yield eq. (A.28).
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For d = 2, it is straightforward to check that eq. (A.31) is satisfied:

fq,2(a, b) =
Γ(q + 2)

Γ(q + 1)

∫ 1−a

0
dx1((1− a− x1)λ2 + x1λ1 + b)q

= (q + 1)

∫ 1−a

0
((λ1 − λ2)x1 + b+ (1− a)λ2)q

=
((λ1 − λ2)x1 + b+ (1− a)λ2)q+1

(λ1 − λ2)

∣∣∣∣
1−a

0

=
((1− a)λ1 + b)q+1 − ((1− a)λ2 + b)q+1

λ1 − λ2
.

(A.32)

Thus the assumption, eq. (A.31), holds for d = 2. For d > 2 we use
eqs. (A.30) and (A.31) and obtain

fq,d(a, b) =
Γ(q + d)

Γ(q + d− 1)

∫ 1−a

0
dxd−1 (A.33)

d−1∑

i=1

((1− a− xd−1)λi + b+ xd−1λd)
q+d−2

d∏

j=1
j 6=i

(λi − λj)
.

Carrying out the integral one obtains

fq,d(a, b) =
Γ(q + d)

Γ(q + d− 1)

d−1∑

i=1

1
d∏

j=1
j 6=i

(λi − λj)

((λd − λi)xd−1 + (1− a)λi + b)q+d−1

(q + d− 1)(λd− λi)

∣∣∣∣∣

1−a

0

=
d−1∑

i=1

((1− a)λi + b)q+d−1

d∏

j=1
j 6=i

(λi − λj)
+

d−1∑

i=1

((1− a)λd−1 + b)q+n−1

(λd−1 − λi)
d∏

j=1
j 6=i

(λi − λj)
.

(A.34)
We are done if we manage to show that

d−1∑

i=1

1

(λd − λi)
d−1∏

j=1
j 6=i

(λi − λj)
=

1
d∏

j=1
j 6=d

(λd − λj)
, (A.35)
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or, equivalently, if the polynomial P (λd) defined as

P (λd) =
d−1∑

i=1

d−1∏

j=1

(λd − λj)

(λd − λi)
d−1∏

j=1
j 6=i

(λi − λj)
=

d−1∑

i=1

d−1∏

j=1
j 6=i

λd − λj
λi − λj

(A.36)

is identical to unity. The polynomial P (λd) is of order not higher than d−2.
We can evaluate it for d− 1 different values of λd, namely at λd = λk with
k = 1, . . . , d− 1, and get

P (λk) =
∏

j 6=k

λk − λj
λk − λj

= 1 , (A.37)

since all terms in the summation over i with i 6= k vanish, because of the
term λk − λj in the numerator, with j = 1, . . . , i− 1, i+ 1, . . . , d− 1. The
only polynomial of order not higher than d−2, adopting the value 1 at d−1
different points, is the zeroth order polynomial equal to unity. Therefore we
conclude that P ≡ 1 and thus complete our proof.

Now we can easily reproduce [81] an analogous integral representation
of the subentropy Q. Since Q can be expressed as Q = − limq→1 ∂mq,d/∂q,
we obtain

Q = − lim
q→1

∂

∂q

Γ(q + d)

Γ(q + 1)

∫

∆
ddx (~λ~x)q

= − lim
q→1

Γ(q + d)

Γ(q + 1)

(∫

∆
ddx (~λ~x)q ln~λ~x

)
−

−(Ψd(q + d)−Ψd(q + 1))

∫

∆
ddx (~λ~x)q

)

= −d!

(∫

∆
ddx ~λ~x ln~λ~x− (Ψd(q + d)− Ψd(q + 1))

)
.

(A.38)
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[64] F. Mintert, M. Kuś, and A. Buchleitner, Concurrence of mixed quantum
states in arbitrary dimensions, submitted to Phys. Rev. Lett. (2003).

[65] P. Horodecki, Separability criterion and inseparable mixed states with
positive partial transposition, Phys. Lett. A 232, 333 (1997).

[66] W. H. Press, S. A. Teulosky, W. T. Vetterling, and B. P. Flannery,
Numerical Recipies (Cambridge University Press, Camebridge, 1999).

[67] W. Dür, G. Vidal, and J. I. Cirac, Three qubits can be entangled in two
inequivalent ways, Phys. Rev. A 62, 062314 (2000).

[68] V. Coffman, J. Kundu, and W. K. Wootters, Distributed Entanglement,
Phys.Rev. A 61, 052306 (2000).
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