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Abstract. We prove the existence of periodic solutions of the differential
delay equation

εẋ(t) + x(t) = f(x(t− 1)), ε > 0

under the assumptions that the continuous nonlinearity f(x) satisfies the

negative feedback condition, x ·f(x) < 0, x 6= 0, has sufficiently large deriva-

tive at zero |f ′(0)|, and possesses an invariant interval I 3 0, f(I) ⊆ I, as a

one-dimensional map. As ε → 0+ we show the convergence of the periodic

solutions to a discontinuous square wave function generated by the globally

attracting 2-cycle of the map f .
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1 Introduction

Consider the differential delay equation

εẋ(t) + x(t) = f(x(t− 1)) (1)

with the (small) parameter ε > 0 and continuous function f :
R→ R satisfying the negative feedback condition

x · f(x) < 0, x 6= 0. (2)
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We shall additionally assume throughout the paper that the non-
linearity f as a one-dimensional map has a closed bounded invari-
ant interval I := [α, β],

f(x) ∈ I for all x ∈ I, (3)

which contains the fixed point x = 0, 0 ∈ I.
Equation (1) serves as a mathematical model of a large variety

of real life phenomena, see e.g. [3, 4, 8, 14, 15, 18] and further ref-
erences therein. Of particular importance are models from physics
and natural sciences where small viscosity or capacity effects lead
to singular equations of type (1) with a small parameter ε � 1
[10, 15, 20, 24]. Equation (1) is also equivalent to the differential
delay equation

x′(s) + x(s) = f(x(s− τ)) (4)

via time rescaling s = τt with ε = 1/τ . Large delay τ in equation
(4) corresponds to the small parameter ε in equation (1) with the
normalized delay τ = 1.

Criteria for existence of periodic solutions of equations (1)
and (4) are well-known [4, 8, 16, 22]; for equations of form (1) it
was first established by Hadeler and Tomiuk in [6]. They have
shown that equation (1) has a slowly oscillating periodic solution
provided the nonlinearity f is one-sided bounded, and the lin-
earization of (1) about the trivial solution x(t) ≡ 0, the linear
differential delay equation

εẏ(t) + y(t) = f0 y(t− 1), f0 := f ′(0) < 0 (5)

is unstable (i.e., its zero solution y(t) ≡ 0 is Liapunov unstable).
The slow oscillation means that the solution’s consecutive zeros
are separated by a distance greater than the delay τ = 1.

The instability of the linear differential delay equation (5) is
completely described in terms of its characteristic equation

ε λ+ 1 = f0 exp(−λ). (6)

If (6) has a solution λ = α + i β with a positive real part α > 0
then the differential delay equation (5) is unstable [4, 8].
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Note that the assumption of one-sided boundedness of nonlin-
earity f implies the existence of an invariant interval I = [α, β]
for the map f . Indeed, in the case when f(x) ≥ −M ∀x ∈ R and
some M > 0 one can choose α := −M and β := max{f(x), x ∈
[−M, 0]}. Therefore, the assumption (3) is less restrictive then
the one-sided boundedness.

The classical and standard by now proof of the existence of
slowly oscillating periodic solutions to scalar differential delay
equations and systems is the ejective fixed point techniques. It
is based on the ejective fixed point Theorem due to F. Browder
[2] (see also monographs [4, 8] for details of the theory and further
references). With regard to equation (1) the theory requires that
the zero solution of its linearized equation (5) is unstable and the
nonlinearity f is one-sided bounded: f(x) ≥ −M or f(x) ≤ M
for all x ∈ R and some M > 0. The ejective fixed point theory has
also been applied to other classes of scalar equations of first and
higher order, see selected references [1, 7, 11, 12, 13, 21, 28, 29, 30],
as well as to systems [9, 14].

In this paper we use a different approach to derive periodic
solutions. We construct a bounded convex subset Sδ of the phase
space of initial functions C([−1, 0],R) for the differential delay
equation (1) which elements are bounded away from x(t) ≡ 0:
||ϕ|| ≥ δ for some fixed δ > 0 and all ϕ ∈ Sδ. By choosing
sufficiently small ε > 0, we show that the translation operator
along solutions of equation (1) maps Sδ into itself. This allows us
to use the Schauder fixed point theorem to prove the existence of
slowly oscillating periodic solutions. Note that a similar approach
was used in [23] as applied to another class of differential delay
equations. Also, paper [27] has used Schauder fixed point theorem
applied to the simplest scalar differential delay equation of the
form x ′ = g(x(t− 1)).

We also prove the asymptotic shape as ε → +0 of any such
slowly oscillating periodic solution in the case when map f has a
globally attracting cycle of period two. The periodic solutions
converge to the piece-wise constant 2-periodic function wab(t)
defined by the globally attracting cycle {a, b} ⊂ I of the map
f : wab(t) = a for t ∈ [0, 1), wab(t) = b for t ∈ [1, 2), and
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wab(t + 2) = wab(t) ∀t ∈ R. The tools we use to prove the
convergence are the closeness results on ε between solutions of
differential delay equation (1) and its limiting case when ε = 0,
the difference equation with continuous variable t:

x(t) = f(x(t− 1)). (7)

Properties of the latter are largely determined by the dynamics
of interval map f . Most of the closeness results on the parameter
ε > 0 can be found in the review paper [10]. We use some of
those in this paper by accordingly adjusting them for our needs.
We would also like to note that a different approach to establish
the asymptotic shape of the slowly oscillating periodic solutions,
through time rescaling and deriving a related transition layer sys-
tem, was used in [16].

2 Preliminaries

This section contains some basic information and facts for dif-
ferential delay equation (1), which are established elsewhere and
which we will need to use in this paper.

For every initial function ϕ ∈ C := C([−1, 0],R) the corre-
sponding solution x(t) = x(t, ϕ, ε) to equation (1) is easily found
by successive integration for all t ≥ 0. At every time t ≥ 0 the
solution x(t, ϕ, ε) can be viewed as an element xt(s) of the state
space C by x(t + s, ϕ, ε) := xt(s), s ∈ [−1, 0]. C is a complete
normed space with the norm ||ϕ|| = sup{|ϕ(s)|, s ∈ [−1, 0]}. For
basics of the theory of differential delay equations see monographs
[4, 8].

Let CI := C([−1, 0], I) be a subset of C of those initial func-
tions ϕ whose range is contained in I. The following invariance
property holds for equation (1) [10].

Lemma 2.1 (Invariance) For arbitrary ϕ ∈ CI and every ε > 0
the corresponding solution x(t) = x(t, ϕ, ε) of equation (1) satis-
fies x(t) ∈ I for all t ≥ 0.
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This lemma guarantees that every solution of equation (1)
remains within the invariant interval I of the map f for all t ≥ 0
provided the range of its initial function is within I (for any value
ε > 0). That is, xt(s) ∈ CI ∀t ≥ 0.

In the limit as ε → 0+ equation (1) formally results in the
difference equation (7). Equation (7) can be viewed as a difference
equation with the continuous variable t ≥ 0. For every initial
function ψ ∈ C0 := C([−1, 0),R) the corresponding solution x =
x(t, ψ) of equation (7) exists for all t ≥ 0; it is easily found by
successive iterations.

Note that typically such a solution of difference equation (7) is
discontinuous at every integer value ti = i, i ∈ N+ = {0, 1, 2, 3, . . . }.
In order for the solution x(t, ψ) to be continuous for all t > 0 one
has to assume that the following contiguity condition

lim
t→0−

ψ(t) = f(ψ(0)) (8)

is satisfied for the initial function ψ ∈ C0
We shall restrict our attention in this paper to the subset C0I

of the set C0 of initial functions for the continuous time difference
equation (7) defined by C0I := {ψ ∈ C0|ψ(s) ∈ I ∀s ∈ [−1, 0)}.
Due to the invariance of f on the interval I this implies that
any solution x = x(t, ψ) of difference equation (7) satisfies x(t) ∈
I ∀t ≥ 0 provided ψ ∈ C0I .

Properties of solutions of difference equation (7) are largely
determined by relevant properties of the interval map f : I → I.
They are completely described in monograph [24]; description of
those properties related to aspects of this paper can also be found
in the review paper [10]. For basics of the theory of interval maps
one can use the monograph [25]

Given ϕ ∈ CI and ψ ∈ C0I we will need to measure their
closeness on the common interval of their definition [−1, 0). One
way to do this is to introduce the distance between the two by
||ϕ − ψ|| := sups{|ϕ(s) − ψ(s)|, s ∈ [−1, 0)}. Another way to
do it is to set ψ(0) := limt→0− ψ(s) and then define ||ϕ − ψ|| :=
sups{|ϕ(s) − ψ(s)|, s ∈ [−1, 0]}. Due to the continuity of the
extended ψ on the entire interval [−1, 0] these two definitions
are equivalent. Likewise, sometimes we will need a solution to
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differential delay equation (1) through an initial function ψ ∈ C0I .
We shall use then the above extension of ψ on the entire interval
[−1, 0] given by ψ(0) := limt→0− ψ(s).

In this paper we are primarily interested in the so-called slowly
oscillating solutions to differential delay equation (1). As usual, a
nontrivial solution x(t) is called oscillatory (about the trivial so-
lution x(t) ≡ 0) if it has a sequence of zeros {tk, k ∈ N} such that
tk → +∞ as k →∞. Conditions for the oscillation of all solutions
of equation (1) are well known (see e.g. [5]). If the characteristic
equation (6) of the corresponding linearized equation (5) does not
have real solutions then all solutions to both equations (1) and
(5) oscillate. In particular, this holds true when the characteristic
equation (6) has a complex solution with a positive real part.

Definition 2.2 A solution x(t) = x(t, ϕ, ε) to equation (1) is
called slowly oscillating if the distance between its any two zeros
t1 < t2 is greater than the delay τ = 1: t2 − t1 > 1.

As our primary interest in this paper is the existence of slowly
oscillating periodic solutions under the assumption of smallness
of ε and f ′(0) < −1 we shall use the following simple sufficient
condition for all solutions of equation (1) to oscillate.

Proposition 2.3 If the inequality 0 < ε < |f ′(0)| is satisfied
then all solutions to both differential delay equations (1) and (5)
oscillate.

Proof. The proof of this statement is straightforward, and can
be found elsewhere. We provide it here for the sake of complete-
ness.

Let x(t) > 0, t ≥ 0, be a non-oscillatory solution to equation
(1). Then it is monotone decreasing for t ≥ 0 with limt→∞ x(t) =
0. Let σ > 0 be arbitrary and sufficiently small (so that |f0+σ| <
ε), and T be sufficiently large. Integration of (1) over the time

interval [t, t+ 1], t ≥ T, yields: εx(t+ 1)− εx(t) +
∫ t+1

t
x(s) ds ≤

(f0 + σ)
∫ t+1

t
x(s − 1) ds ≤ (f0 + σ)x(t). The later results in

x(t+ 1) ≤ x(t)[1 + f0+σ
ε

], contradicting the positiveness of x(t).
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Throughout the reminder of the paper we shall assume that
the singular parameter ε satisfies the inequality 0 < ε < |f ′(0)|,
so that any solution of equation (1) is oscillatory.

Consider a subset S0 of the set C of all initial functions defined
by

S0 := {ϕ ∈ C | ϕ(0) = 0 and ϕ(s) > 0 ∀s ∈ [−1, 0)}. (9)

For every ϕ ∈ S0 the corresponding solution x = x(t, ϕ, ε) of
equation (1) is slowly oscillating. It is a well known fact which
follows from simple considerations. Indeed, rewritten equation
(1), εx′(t) = −x(t) + f(x(t − 1)), and the negative feedback as-
sumption (2), imply that the solution x remains negative on the
entire interval (0, 1]. One also sees that x′(1) > 0, so the solu-
tion x is increasing in some right neighborhood of t = 1. It will
continue to increase until its first positive zero z1 > 0. Thus, the
solution x(t) has its first two zeros z0 = 0 and z1 > 1 such that
x(t) < 0 ∀t ∈ (z0, z1). Likewise, it can be shown that there exists
next zero z2 of the solution x with x(t) > 0 ∀t ∈ (z1, z2) and
z2− z1 > 1. This way a sequence of zeros {zk, k = 0, 1, 2, . . . } can
be identified for the solution x(t, ϕ, ε), generated by any initial
function ϕ ∈ S0, with the following properties

x(t) < 0 ∀t(z2k, z2k+1), x(t) > 0 ∀t(z2k+1, z2k+2), zk+1−zk > 1.

Let φ(s) := x(z2 +s, ϕ, ε), s ∈ [−1, 0] be a segment of the solution
through the initial function ϕ ∈ S0 considered on the interval
[z2, z2−1] as an element of the phase space C. By the construction
one has that φ ∈ S0. Define now the mapping on F on S0 by

F(ϕ(s)) := φ(s), s ∈ [−1, 0]. (10)

By the continuity, one should also define F(0) = 0, where 0 :=
0 ∀s ∈ [−1, 0] is the trivial fixed point of F corresponding to the
zero solution x(t) ≡ 0 of equation (1).

The following proposition is obvious.

Proposition 2.4 Differential delay equation (1) has a slowly os-
cillating periodic solution if and only if the mapping F has a
nontrivial fixed point on S0.
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The difficulty in applying Proposition 2.4 to prove the exis-
tence of periodic solutions is that the zero solution of differential
delay equation (1) corresponds to the trivial fixed point ϕ ≡ 0 of
the map F . One needs to establish the existence of fixed points
different from the trivial one. The ejective fixed point theory does
exactly that. As already mentioned, the details of the theory as
applied to differential delay equations can be found in [4, 8].

We employ a different approach, which eventually allows us to
us the Schauder fixed point theorem. To facilitate the proof of our
main existence result in Section 3 we construct a convex bounded
subset Sδ of the set S0, all of which elements are bounded away
from ϕ ≡ 0: ||ϕ|| ≥ δ ∀ϕ ∈ Sδ for some δ > 0. We then show
that the above defined compact mapping F maps Sδ into itself
for all sufficiently small ε > 0. Thus, the existence of a slowly
oscillating periodic solution follows by the Schauder fixed point
theorem.

3 Main Results

3.1 Existence of Periodic Solutions

In addition to the basic assumptions of the negative feedback (2)
and existence of an invariant interval (3) for the nonlinearity f ,
we shall assume throughout this section the following hypothesis
to hold:

(H1) There exist a constant λ0 < 0 and a positive number δ0
such that the following inequalities hold

f(x) > λ0x ∀x ∈ (−δ0, 0) and f(x) < λ0x ∀x ∈ (0, δ0). (11)

Inequalities (11) mean that function f(x) is super-linear in
some δ0-neighborhood of x = 0 with respect to the linear function
y = λ0x. In the case when f(x) is continuously differentiable
at x = 0 with f ′(0) := f0 < 0 one can choose λ0 to be any
negative number with λ0 > f0. For any such choice of λ0 the
corresponding value of δ0 = δ0(λ0, f) can be determined based on
further properties of nonlinearity f near x = 0.
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Theorem 3.1 Assume conditions (2) and (3), and let (H1) be
satisfied with λ0 < −(3 +

√
17)/2. There exists ε0 > 0 such that

for every 0 < ε < ε0 equation (1) has a slowly oscillating periodic
solution with period T = 2 + O(ε). Moreover, there are positive
constants K and L such that if z1 ≥ 0, z2 > z1+1, and z3 > z2+1
are three consecutive zeros of the periodic solution then one has

T = z3, p(t) < 0 for t ∈ (z1, z2), p(t) > 0 for t ∈ (z2, z3)

Kε ≤ z2 − 1 ≤ Lε and Kε ≤ z3 − 2 ≤ Lε. (12)

Proof. The proof uses the Schauder fixed point theorem.
Consider the set of initial functions

Sδ := {ϕ ∈ CI : ϕ(0) = δ and δ ≤ ϕ(s) ≤ β, ∀s ∈ [−1, 0]} (13)

where δ > 0 is sufficiently small.
For arbitrary 0 < ε < |f0| any initial function ϕ ∈ Sδ gives rise

to a slowly oscillating solution of equation (1) (Proposition 2.3).
Let 0 < z1 < z2 < z3 be the solution’s first three consecutive
zeros. We shall show next that for any such solution there are
values η1 and η2, z1 < η1 < η2 < z2, such that

x(η1) = x(η2) = −δ, x(t) ≤ −δ ∀t ∈ [η1, η2], and η2−η1 > 1.

Consider next the set of initial functions

S−δ := {φ ∈ CI : φ(0) = −δ and α ≤ ϕ(s) ≤ −δ, ∀s ∈ [−1, 0]}.
(14)

For every ϕ ∈ Sδ there exists a sequence of zeros 0 < z1 < z2 <
z3 < · · · < zk < zk+1 < · · · → ∞ such that zk+1 − zk > 1, k ∈ N
and

x(t) < 0 ∀t ∈ (z2k−1, z2k), x(t) > 0 ∀t ∈ (z2k, z2k+1).

For the solution x = x(t, ϕ, ε) on the interval [z1, z2], we shall con-
struct an upper bound function xu(t) and a lower bound function
xl(t) such that uniformly for all ϕ ∈ Sδ one has

xl(t) ≤ x(t, ϕ, ε) ≤ xu(t), ∀t ∈ [z1, z2] (15)
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for all 0 < ε < ε0 and some sufficiently small ε0.

In the computational estimates below we shall use two simple
facts:

a) The exponential solution of the initial value problem
εx′(t) + x(t) = A − constant, x(t0) = x0 is given by the
formula x(t) = A+ (x0 − A) exp(− t−t0

ε
);

b) If f(x(t−1)) ≤ A for t ∈ [t0, T ] then the solution of the ini-
tial value problem εx′(t)+x(t) = f(x(t−1), x(t0) = x0 sat-
isfies x(t) ≤ A+ (x0−A) exp(− t−t0

ε
) ∀t ∈ [t0, T ]. Likewise,

one has the inequality x(t) ≥ A+ (x0−A) exp(− t−t0
ε

) ∀t ∈
[t0, T ] if the nonlinearity f satisfies f(x(t− 1)) ≥ A.

Let ϕ ∈ Sδ be arbitrary. We first derive an upper and lower
bounds for the value of the first zero z1 of the solution x =
x(t, ϕ, ε). This will also establish the existence of constants K
and L in the estimates on the magnitudes of z2 − 1 and z3 − 2
(see the statement of the theorem).

In view of the hypothesis (H1) and the invariance of f on the
interval I = [α, β] one has

sup{f(x), x ∈ [δ, γ]} ≤ λδ, inf{f(x), x ∈ [δ, γ]} ≤ α.

Therefore, on the time interval [0, 1] the corresponding solution
x = x(t, ϕ, ε) can be estimated as

xl := α+(δ−α) exp(−t/ε) ≤ x(t) ≤ xu := λδ+(δ−λδ) exp(−t/ε).

The latter implies that the first zero z1 can be estimated as

zl1 = ε ln
α− δ
α
≤ z1 ≤ zu1 = ε ln

λ− 1

λ
.

If ε > 0 is sufficiently small, say ε < ε1, then there exists first
time t = η1 > z1 such that x(η1) = −δ, η1 < 1, and x(t) is strictly
decreasing in [0, η1]. Moreover, x(t) < −δ for all t ∈ (η1, 1].
Indeed, since x(t) ≤ xu = λδ+(δ−λδ) exp(−t/ε), ∀t ∈ [0, 1] one
sees that η1 ≤ ηu1 , where ηu1 is such value of t where xu(t) = −δ.
It is easily found that ηu1 = ε ln λ+1

λ−1 .
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Define the values: x1 = x(1, ϕ, ε) and xu1 = xu(1) = λδ + (δ −
λδ) exp(−1/ε). It is obvious that values x1 < xu1 and xu1 can be
made as close to λδ as desired by choosing ε to be small enough
(say 0 < ε < ε2).

We construct next an upper estimate xu(t) for the solution
x(t, ϕ, ε) on the interval [1, 1 + η1]. Since x(t) ∈ [0, δ] for all t on
the interval [0, z1] one has that for t ∈ [1, 1 + z1] the inequality
f(x(t − 1) ≤ 0 holds. Therefore, x(t) ≤ xu(t) = xu1 exp{−(t −
1)/ε}, t ∈ [1, 1+z1], where xu(t) is the solution of the initial value
problem εx′(t) + x(t) = 0, x(1) = xu1 . Set xu2 := xu(1 + z1).

Since x(t) ∈ [−δ, 0] ∀t ∈ [z1, η1] one has that for t ∈ [1 +
z1, 1 + η1] the inequality holds f(x(t− 1)) ≤ −λδ. Therefore, for
t ∈ [1 + z1, 1 + η1] one has

x(t) ≤ xu(t) = −λδ + (xu2 + λδ) exp{−[t− (1 + z2)]/ε}.

Let xu3 = xu(1 + η1). We shall show next that there exists
ε3 > 0 such that xu3 < −δ for all 0 < ε < ε3.

Since xu1 = λδ + (1 − λ)δ exp(−1/ε) is close to λδ for small
ε > 0, consider on the interval [1, 1+z1] the following initial value
problem εx′(t) + x(t) = 0, x(1) = λδ. Its solution is given by
x∗(t) = λδ exp{−(t− 1)/ε}. In view of the estimate z1 ≤ ε ln λ−1

λ

one easily sees that x∗(1 + z1) ≤ λ2

λ−1δ := x∗2.
Consider on the interval [1 + z1, 1 + η1] the following initial

value problem

εx′(t) + x(t) = −λδ, x(1 + z2) = x∗2.

Its solution is given by

xu∗(t) = −λδ + (x∗2 + λδ) exp{−t− (1 + x2)

ε
}.

Since η2 − z1 ≤ ε ln λ
λ+1

one sees that

xu∗(1+η1) ≥ −λδ+(x∗2+λδ) exp{−η2 − z1
ε
} ≥ δ

λ2 + 2λ− 1

λ− 1
:= x∗3.

We will show next that x∗3 < −δ provided λ < λ0 = −3+
√
17

2
.

Indeed, the desired inequality x∗3 < −δ follows from the assump-
tion (λ2+2λ−1)/(λ−1) < −1, which is equivalent to λ2+3λ−2 >
0. This results in λ < −(3 +

√
17)/2 := λ0.
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Finally we have to show that xu3 < −δ provided ε > 0 is
small enough. This follows from the continuous dependence of
the solution x(t) of equation (1) on the initial conditions and
the fact that the value xu1 = λδ + (1 − λ)δ exp(−1/ε) is close
to x∗1 for all sufficiently small ε: 0 < ε < ε4 for some ε4 > 0.
Therefore, the solution x = x(t, ϕ, ε) satisfies x(t) ≤ −δ for all
t ∈ [η1, η1 + 1 provided λ < λ0 = −(3 +

√
17)/2 and 0 < ε ≤ ε5 =

min{ε1, ε2, ε3, ε4}.
Since x(t) < 0 for t ∈ [η1, η1 + 1] the solution is increasing in

some right neighborhood of t = 1 + η1. Therefore, there exists
first value η2 > 1 + η1 such that x(η2, ϕ, ε) = −δ.

Define next φ1(s) := x(s + η2, ϕ, ε), s ∈ [−1, 0] as an element
of CI . In view of the above considerations φ1(s) ∈ S−δ. Similar
to the previous steps of the proof one can show that, with all
the assumptions in place, there exist values z2 < η3 < η4 with
η4 − η3 > 1 and such that x(z2) = 0, x(η3) = x(η4) = δ, and
x(t) ≥ δ for all t ∈ [η3, η4], provided 0 < ε ≤ ε6 for some ε6 > 0.

Let φ(s) := x(s+ η4, ϕ, ε), s ∈ [−1, 0] and define the mapping
F : Sδ → Sδ by F(ϕ) = φ. It is a standard observation that
F is a compact mapping of the convex bounded set Sδ ⊂ C into
itself. Therefore, by the Schauder fixed point Theorem, it has a
fixed point ϕ0 ∈ Sδ, F(ϕ0) = ϕ0. Clearly, by the construction,
the corresponding solution x = x(t, ϕ0, ε) is a nontrivial periodic
slowly oscillating solution for all 0 < ε < ε0 := min{ε5, ε6}. This
completes the proof.

3.2 Asymptotic Shape as ε→ +0

Let {a1, a2, . . . , ak} be a k-cycle of the map f :

f(ai) = ai+1, i = 1, 2, . . . , k − 1 and f(ak) = a1.

Introduce the following piece-wise constant k-periodic function
wa1a2...ak(t)

wa1a2...ak(t) := ai, t ∈ [i− 1, i), 1 ≤ i ≤ k, (16)

and
wa1a2...ak(t) = wa1a2...ak(t+ k), ∀t ∈ R.
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We say that a continuous function x = x(t, ε) ∈ C([0, k],R)
converges to wa1a2...ak(t) as ε → 0+ if for arbitrary η > 0, σ > 0
there exists ε0 > 0 such that for all 0 < ε < ε0 one has

sup
t
{|x(t)− wa1a2...ak(t)|, t ∈ [0, k] \ ∪ki=0Uσ(i)} < η,

where Uσ(i) is a σ-neighborhood of point t = i. Functions x(t)
and wa1a2...ak(t) are σ-close on the interval [0, k] everywhere except
small σ-neighborhoods of integer value points t = i.

Principal auxiliary facts used in this subsection are a series
of results on the continuous dependence on parameter ε between
solutions of equations (1) and (7) obtained in [10], and their mod-
ifications.

Given T > 0 and σ > 0 let JσT be the following set:

JσT = [0, T ] \ {∪i≥0Uσ(i)},

where Uσ(i) is the σ-neighborhood of point t = i. JσT is the closed
finite interval [0, T ] of which the σ-neighborhoods of all integer
points t = i are taken out.

In order to prove our main result of this subsection, Theo-
rem 3.6 stated below, we need a series of auxiliary results on
the closeness between solutions of differential delay equation (1)
and continuous time difference equation (7). For this purpose we
adopt and modify some of the relevant closeness results from the
review paper [10].

The following statement shows the continuous dependence of
solutions of equation (1) on the initial data and the singular pa-
rameter ε.

Lemma 3.2 For every ϕ ∈ CI and arbitrary σ > 0 there exists
δ = δ(ϕ, σ) > 0 such that ||x(t, ϕ, ε) − x(t, φ, ε)||[0,1] ≤ σ for all
ε > 0 provided φ ∈ CI and ||ϕ− φ||[−1,0] ≤ δ.

Proof. By using the following integral form of the differential
delay equation (1)

x(t) = x(0) exp

(
− t
ε

)
+

1

ε

∫ t

0

exp

(
s− t
ε

)
f(x(s−1)) ds, t ≥ 0

(17)
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one derives this estimate for t ∈ [0, 1]

|x(t, ϕ, ε)− x(t, φ, ε)| ≤ |ϕ(0)− φ(0)| exp

(
− t
ε

)
+

+
1

ε

∫ t

0

exp

(
s− t
ε

)
|f(ϕ(s− 1))− f(φ(s− 1))| ds.

Since f is uniformly continuous on I, for arbitrary σ > 0 there
exists δ > 0 such that if |ϕ(u) − φ(u)| ≤ δ then |f(ϕ(u)) −
f(φ(u))| ≤ σ. In view of this the previous inequality can be
continued as

|x(t, ϕ, ε)− x(t, φ, ε)| ≤ δ exp

(
− t
ε

)
− σ

[
1− exp

(
− t
ε

)]
≤

≤ max{δ, σ},

which completes the proof.
Next statement shows the closeness between solutions of differ-

ential delay equation (1) and continuous time difference equation
(7) generated by the same initial function. The closeness takes
place everywhere on the interval [0, 1] except a small right vicinity
of point t = 0.

Lemma 3.3 For every ϕ ∈ CI and arbitrary σ > 0 and κ > 0
there exists ε0 = ε0(σ, κ, ϕ) > 0 such that for all 0 < ε ≤ ε0 one
has ||x(t, ϕ, ε)− x(t, ϕ)||[κ,1] ≤ σ.

Proof. Taking into account the identity

1− exp

(
− t
ε

)
=

1

ε

∫ t

0

exp

(
s− t
ε

)
ds

we have that for all t ∈ [0, 1] the following inequality holds

|x(t, ϕ, ε)− x(t, ϕ)| ≤ |ϕ(0)− f(ϕ(s− 1))| exp

(
− t
ε

)
+

+
1

ε

∫ t

0

exp

(
s− t
ε

)
|f(ϕ(s− 1))− f(ϕ(t− 1))| ds.
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Since f(ϕ(·)) is uniformly continuous for t ∈ [−1, 0] it follows that
for any σ1 > 0 there exists δ1 > 0 such that |f(ϕ(t1))−f(ϕ(t2))| ≤
σ1 provided |t1 − t2| ≤ δ1. Suppose now that t ∈ [δ1, 1]. Then

|ϕ(0)− f(ϕ(s− 1))| exp

(
− t
ε

)
≤ diam I exp

(
−δ1
ε

)
≤ σ1

for all sufficiently small ε, say 0 < ε ≤ ε1. On the other hand

1

ε

∫ t

0

exp

(
s− t
ε

)
|f(ϕ(s−1))−f(ϕ(t−1))| ds =

1

ε

(∫ t−δ1

0

...ds+

+

∫ t

t−δ1
...ds

)
≤ diam I exp

(
−δ1
ε

)
+ σ1

[
1− exp

(
−δ1
ε

)]
≤ 2σ1

for all sufficiently small ε, say 0 < ε ≤ ε2. Therefore, setting
ε3 := min{ε1, ε2} we have

1

ε

∫ t

0

exp

(
s− t
ε

)
|f(ϕ(s− 1))− f(ϕ(t− 1))| ds ≤ 2σ1

for all 0 < ε ≤ ε3. This implies |x(t, ϕ, ε)−x(t, ϕ)| ≤ 3σ1 := σ for
all 0 < ε ≤ ε3 and t ∈ [δ1, 1] with σ1 = σ

3
. The proof is complete.

The following statement is an easy consequence of Lemmas
3.2 and 3.3.

Lemma 3.4 For every ϕ ∈ CI and arbitrary σ > 0, κ > 0
there exists δ = δ(ϕ, σ, κ) > 0 and ε0 = ε(ϕ, σ, κ) > 0 such
that ||x(t, ϕ, ε) − x(t, ψ)||[κ,1] ≤ σ for all 0 < ε ≤ ε0 provided
||ϕ− φ||[−1,0] ≤ σ.

Proof. It is straightforward from the triangle inequality for
the norm and Lemmas 3.2 and 3.3.

The next statement shows the closeness of solutions between
equations (1) and (7) on any finite time imterval.

Lemma 3.5 For every ϕ ∈ CI and arbitrary T > 0, σ > 0, and
κ > 0 there exist δ = δ(ϕ, σ, κ, T ) and ε0 = ε0(ϕ, σ, κ, T ) > 0
such that ||x(t, ϕ, ε)− x(t, ψ)||JκT ≤ σ for all 0 < ε ≤ ε0 provided
||ϕ− φ||[−1,0] ≤ σ.
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Proof. It easily follows by induction by applying Lemmas 3.2,
3.3, 3.4, and 3.5. We leave details to the reader.

Theorem 3.6 Suppose that f is continuously differentiable on
I, all assumptions of Theorem 3.1 are satisfied, and {a, b} is a
globally attracting cycle of the map f on the interval I. Then
any periodic solution x = p(t, ε) guaranteed by it converges to the
2-periodic square wave function wab(t) as ε→ 0+.

Proof. Let ϕ0(s) ∈ Sδ be an initial function which generates a
slowly oscillating periodic solution guaranteed by Theorem 3.1.
Consider corresponding solutions, x(t, ϕ0, ε) of differential delay
equation (1), and x(t, ϕ0) of difference equation (7), respectively.
Since f ′(0) < −1 the fixed point x = 0 of the map f is repelling.
Let {a, b} be the globally attracting 2-cycle of f with a < 0 < b.
The negative feedback condition (2) implies that x = b is an
attracting fixed point of the map f 2 = f ◦ f with the domain
(0, β) of immediate attraction. Therefore, for arbitrary σ > 0
and any δ > 0 there exists a positive integer n0 = n0(σ, δ, f) such
that |f 2n(x)−b| < σ for all x ∈ [δ, β] and all n ≥ n0. This implies
that ||x(t, ϕ0)− b||Jn0κ ≤ σ where Jn0

κ = [2n0 +κ, 2n0 + 1−κ]. On
the other hand, in view of Lemmas 3.2, 3.3, 3.4, and 3.5 above,
||x(t, ϕ0, ε) − x(t, ϕ0)|| ≤ σ, ∀t ∈ Jn0

κ and any 0 < ε ≤ ε0.
Therefore

||x(t, ϕ0, ε)− b|| ≤ ||x(t, ϕ0, ε)− x(t, ϕ0)||+ ||x(t, ϕ0)− b)|| ≤ 2σ,

which proves the convergence of x(t, ϕ0, ε) to x(t) ≡ b on intervals
Jn0
κ . Likewise, one can show that the periodic solution x(t, ϕ0, ε)

converges to x(t) ≡ a on intervals Jn0+1
κ := [2n0+1+σ, 2n0+2−σ].

This completes the proof of Theorem 3.6.
Note that neither the stability nor the uniqueness of the peri-

odic solution can be deduced under the assumptions of theorem
3.6. In fact, examples are constructed elsewhere which show the
complex structure of the set of periodic solutions and the dynam-
ics in general on the set of slowly oscillating solutions of equation
(1) (see works [10, 17, 24] an further references therein). In the
next section we briefly describe an example which demonstrates
those complexities.
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4 Further Discussion and Open

Questions

One drawback of the existence result, Theorem 3.1, is that the
assumption (H1) requires the constant λ0 to be large enough,
|λ0| > (3 +

√
17)/2. On the other hand, this assumption allows

us to relatively easy establish the asymptotic shape of the periodic
solutions as ε → 0+. This is done by using the continuous de-
pendence results on ε between solutions of equations (1) and (7),
and the fact that initial functions for periodic solutions belong to
the set Sδ which is bounded away from zero solution.

Since the existence of periodic solutions is known under more
general assumptions (see the Introduction), it is desirable to ex-
tend our approaches and result to more general situations. In par-
ticular to the case of any value of f ′(0) < −1 and all sufficiently
small ε. It is a known fact that for every f ′(0) < −1 there exists
ε0 such that for all 0 < ε < ε0 the linearized differential delay
equation (5) is unstable, and therefore nonlinear equation (1) has
a slowly oscillating periodic solution. While the linear equation
(5) is stable for all ε > ε0. The principal difficulty here would be
to construct an appropriate closed convex subset Cδ ⊂ CI of initial
functions which is bounded away from zero ϕ ≡ 0 and is mapped
into itself by a shift operator along solutions of differential delay
equation (1).

As it was mentioned earlier, generally there is no stability
or uniqueness of the periodic solutions under the assumptions of
theorem 3.6. In fact, there can be multiple periodic solutions and
even chaotic dynamics in the case of globally attracting 2-cycle
of the map f . We provide below a brief summary of an example
from [24].

Let f(x) be a piece-wise constant two-parameter function given
by

f(x) =


−1, if x ≥ h (0 < h < 1);

−A, if x ∈ [0, h) (1 < A);

−f(−x), if x < 0.

(18)

It is easily seen that the corresponding one-dimensional map f
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has an invariant interval [−A,A] which contains the globally at-
tracting cycle {−1, 1} of period two.

For a one parameter subset of initial functions Cλ of the phase
space CI there is an exact reduction of the dynamics of slowly
oscillating solutions of equation (1) to the dynamics of a one-
dimensional map Fλ of a closed interval Iλ := [λ1, λ2] into itself.
It is shown that for an open subset of the parameters values (h,A),
the map Fλ : Iλ → Iλ can be as complex and dynamically rich as
a general interval map can be. In particular, it can have multiple
periodic solutions, including those with periods not a power of
two, it can be chaotic, and it can have an absolutely continuous
invariant measure. Thus, the dynamics of the corresponding so-
lutions of the differential delay equation (1) can accordingly be
arbitrarily complex, even though the dynamics of the map f is
simple: it only has a globally attracting cycle of period two. This
example can be modified to a case of continuous/smooth f by re-
moving the jump discontinuities in small neighborhoods of points
{−1, 0, 1}. See details in [24].

It is known that dynamics of differential delay equations of
form (1) are relatively simple when the nonlinearity f is monotone
(strictly decreasing). More specifically, the work by Mallet-Paret
and Walther [19, 26] shows that in this case of monotone f the
slow oscillation is typical. That is, the subset Cso ⊂ CI of initial
functions ϕ ∈ CI which give rise to eventually slowly oscillating
solutions is open and dense in CI . We believe that the simplifying
assumption of the monotonicity on f in equation (1) should lead
to the uniqueness of the slowly oscillating periodic solution as well
as to its stability.

In conclusion, we would like to state a conjecture concerning
the existence, asymptotic shape, uniqueness and stability of pe-
riodic solutions of equation (1). This would be a generalization
of both Theorems 3.1 and 3.6 along the lines discussed above.
We believe the conjecture can be proved by using an adequate
construction of the above mentioned set Cδ and some appropriate
modifications of the continuous dependence on the parameter ε
results.
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Theorem 4.1 (Conjecture) Suppose that all assumptions of The-
orem 3.1 are satisfied with λ0 = −1. Then

(i) There exists ε0 > 0 such that equation (1) has a slowly
oscillating periodic solution x = p(t) for every 0 < ε < ε0;

(ii) If, in addition, map f has a globally attracting cycle {a, b} ⊂
I of period two, then any such periodic solution p(t) con-
verges to wab(t) as ε→ 0+;

(iii) If, in addition to assumptions in (i) and (ii), function f is
strictly decreasing on I, then there is only one such slowly
oscillating periodic solution, which is also asymptotically
stable with the asymptotic phase.
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