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**Sung-Pil Choi:**

**Systematic Approach to the Knowledge Extraction and Structuring for Scientific Big Data Analytics**

In this presentation, we introduce a methodical model for constructing and operating the software system of scientific big data analytics in order to support various R&D activities which are being performed by scientists and engineers for their research. The model includes two important technical aspects: information extraction model for extracting useful technological knowledge from scientific documents such as papers and patents; parallel execution model for maximizing the speed and volume of the information extraction model. We will explain each building block of the entire proposed system in detail while introducing a series of evaluation criteria for the components. Furthermore, the presentation will also cover some interesting research topics that will be necessary for us to enhance the introduced knowledge processing model in terms of performance as well as its functional completeness such as Textual Entailment Analysis, Advanced Information Retrieval using Paraphrases and Patent Analytics.

**Klaus-Dieter Althoff:**

**Collaborative Multi-Expert-Systems: towards more flexibly acquiring, integrating, and processing case-specific and (more) general knowledge**

Case-based reasoning (CBR) and expert systems have a long tradition in artificial intelligence: CBR since the late 1970s and expert systems since the late 1960s. While expert systems are based on expertise and expert reasoning capabilities for a specific area of responsibility, CBR is an approach for problem solving and learning of humans and computers. Starting from different research activities, CBR and expert systems have become overlapping research fields. In this talk the relationships between CBR and expert systems are analyzed from different perspectives like problem solving, learning, competence development, and knowledge types. As human case-based reasoners are quite successful in integrating problem-solving and learning, combining different problem solving strategies, utilizing different kinds of knowledge, and becoming experts for specific areas of responsibility, computer based expert systems do not have the reputation to be successful at these tasks. Based on this, the talk will discuss the learning ability of expert systems on different levels and the role CBR may play here. A research project is introduced that aims at, among others, improving the learning ability of expert systems by systematically considering multiple expert(s) (systems) as well as the wisdom of the crowd. The corresponding software architecture integrates concepts from software engineering (experience factory, software product lines) and artificial intelligence (multi-agent systems, CBR). In the scope of this research CBR is used in various ways: for representing and processing the experience part of expertise, for supporting continuous knowledge evolution and increasing knowledge formalization, as well as for providing an open framework for constructing learning expert systems. The current state of implementation is presented as along with open challenges and an outlook on future research.
Diedrich Wolter:
Qualitative Representations of Space and Time: Lean Knowledge Representations for Efficient and Effective Reasoning

Qualitative representations have been introduced to reduce overly detailed and comprehensive amounts of data to knowledge representations of manageable size at an appropriate level of detail. The idea underlying qualitative approaches is to abstract from all pieces of information that are not relevant for a task at hand. Qualitative representations are discrete symbolic representations of continuous, often infinite domains. In particular spatial and temporal domains feature a domain structure that allows for semantically rich but compact representations. After about two decades of research in the area of spatio-temporal representations, there are now manifold approaches to tackle various applications. In this talk I aim to characterize some of the key ingredients of successful qualitative representations. Looking at selected application domains I give an overview of how qualitative reasoning can support a variety of tasks.

Thorsten Staake:
Smart Grid Data Analytics to Promote Energy Efficiency

Increasing energy efficiency and reducing carbon emissions are foremost objectives of our society. Information Systems (IS) that offer feedback on personal energy consumption can contribute to achieving these objectives as they can help to discover fields of optimization and motivate actors to use resources in a sustainable way. The presentation provides examples of such systems and details current research results on techniques that utilize patterns in household electricity consumption profiles in order to provide targeted saving advice.
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The ubiquity of search systems has led to the application of information retrieval technology in many new contexts (e.g., mobile and international) and for new object types (products, patents, music, microblogs). To develop appropriate products, basic knowledge on information retrieval needs to be revisited and innovative approaches need to be applied, for example by allowing for more user interaction or by taking the user’s situational context and the overall task into account. The quality of information retrieval needs to be evaluated for each context. Large evaluation initiatives respond to these challenges and develop new benchmarks.

The workshop Information Retrieval 2013 of the Special Interest Group on Information Retrieval within the German Gesellschaft für Informatik (GI) provides a forum for scientific discussion and the exchange of ideas. The workshop takes place in the context of the LWA “Learning, Knowledge and Adaptivity” workshop week (LWA, Oct 7-9, 2013) at the University of Bamberg in Germany. This workshop continues a successful series of conferences and workshops of the Special Interest Group on Information Retrieval [http://www.fg-ir.de/]. The workshop addresses researchers and practitioners from industry and universities. Especially Doctorate and Master students are encouraged to participate and discuss their ideas with world renowned experts. An Industry Session will stimulate the exchange between information retrieval professionals and academics. The workshop is expected to include German as well as English presentations.
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Abstract

In various work domains, the collaborative performance of a work-task by a team can lead to a shared information need required to fulfill this task. Many empirical studies identified collaborative information seeking and searching (IS&S) as everyday work patterns in order to solve a shared information need and to benefit from the diverse expertise and experience of the team members.

This paper presents first empirical results in an ongoing research project: We report on a pilot user study that investigates the collaborative IS&S practices of three work groups in academic and industrial research facilities. The aim of the conducted pilot study was to capture the use of software technologies for realizing collaboration, information seeking and sharing in real-world work settings. We discuss resulting design implications as guideline for extending the ezDL1 system towards supporting collaborative IS&S activities.

1 Introduction

In various work domains, the collaborative performance of a work-task by a team can lead to a shared information need required to fulfill this task. Many empirical studies identified collaboration during information seeking and searching (IS&S) as everyday work patterns. Collaborative information seeking and searching (CIS&S) is characterized by parties that share the same information need and explicitly work together to satisfy that need and to benefit from the diverse expertise and experience of the team members. This collaboration involves synergetic interactions between individuals, negotiations, discussions and the adoption of other perspectives to produce a solution or strategy, which results from the different knowledge and backgrounds of the co-workers [30]. Effective and efficient collaboration in distributed environments requires a number of awareness information. In addition to information about the current activities in the group, gathering information about participants, their special skills and knowledge is necessary to allow for combination of expertise and efficient achievement of goals [28].

Previous research in the field of CIS&S has conceptualized, implemented and evaluated tools and systems for use at each stage of the information searching process: (1) query construction, (2) obtaining results, and (3) evaluating and using the results. These tools have been developed, to a large extent, in experimental settings. They provide an environment where collaboration is mediated at different layers (depth of mediation, [9]). Using frontend mediation, integrated functions in the UI allow communication, exchange of information, and provision of awareness cues. Using backend mediation, each person’s activities can be combined algorithmically to produce the desired retrieval effects. However, recent empirical studies show that, despite the increasing availability of tools that are specifically designed to support CIS&S, these technologies are not used in practice [18]. Instead, simpler communications technologies that are part of everyday work are applied as means to realize CIS&S. In such environments, people communicate about the search process and the search products, but neither user interface nor utilized services (e.g. search engines and digital libraries) are aware that people intend to collaborate.

An arising research question we want to address is, how team members can be provided with information on the best suited collaboration partners and the collaborative activity to be performed in order to increase the efficiency and effectiveness of IS&S tasks in such environments. To approach this question, we conducted a pilot user study that aimed at capturing the tools and means in use by practitioners of different work groups in academia and industry to collaborate with their colleagues. From the results of this study, we derive implications for the design of an environment supporting CIS&S activities in team-based work-task situations.

The rest of the paper is structured as follows: Section 2 discusses related studies in the field of CIS&S and gives an overview of systems and techniques especially designed to support CIS&S. In section 3, we present the results of the conducted survey. Section 4 discusses resulting design implications and presents the application of these design implications to an extension of the ezDL system [1]. Finally, section 5 summarizes this paper and gives a brief outlook on the next project tasks.

2 Background and Related Work

Various empirical studies identified collaborative information retrieval as an everyday work pattern in order to solve a shared information need that occurs in the context of a work-task. The concept of the task has been defined by Byström and Hansen as an activity that is carried out to achieve a specific goal or has a specific item of work in focus [5]. A task may consist of several sub-tasks. A work-task represents a specific task that is carried out to fulfill a separable portion of a person’s duties to his employer. As result of an identified information need, a

---

work-task may consist of information seeking tasks that are further decomposed into information searching tasks. Information seeking generally focuses on the satisfaction of a complex information need. It involves several sources and consultations of them. Information searching is particularly concerned with the satisfaction of a separable fraction of that complex information need.

2.1 Related User Studies

Bruce et al. [3] present an empirical study that investigates the collaborative information seeking behavior in two design teams. The authors found that collaborative information retrieval is an integral part of the daily work to solve shared information needs of the team. Identifying, analyzing and defining the information need, as well as the development of search strategies is performed collaboratively. This involves intra-team as well as extra-team collaboration [23].

CIS&IS activities often involve information sharing. Talja [29] observed and classified different types of information sharing in an academic environment. These types are (1) strategic sharing, (2) paradigmatic sharing, (3) directive sharing, (4) social sharing, and (5) no sharing. Her investigations showed that in academia, collaborative information seeking is as common as individual information seeking. Scholars usually belong to different networks, i.e. social networks. According to Talja, these networks not only influence their choices of information seeking strategies, but are the place where information is sought, interpreted, used, and created.

A study conducted by Hansen and Jarvelin [10] analyzed the information seeking behavior of the employees of the Swedish patent office when engaged in the patent application process. They observed collaborative activities in all stages of the IS&S process: e.g., planning tasks, problem definition, search topic selection, query construction, and relevance assessments. The authors categorized the observed collaborative activities into document-related and human-related activities. Their study shows that collaborative activities are an important characteristic of IS&S tasks in professional settings.

Twidale et al. [31] observed collaboration between students at the computer terminals of the university library, although these systems weren’t designed for collaborative usage. They identified several collaborative search strategies, such as asking for help, reusing searches. They categorized the observed activities into product-related and process-related activities. Morris [17] conducted a survey regarding web-search practices among the employees of a large IT company. She found that collaboration is largely accepted: over 97% of all users reported having used some form of collaboration when searching the web. Similar to Twidale et al., Morris identified activities regarding the search product and the search process.

Reddy and Spence [24] present a field study regarding the collaborative search behavior in multi-disciplinary teams in the context of medical care. The authors identified four triggers for collaborative IR activities: (1) complexity of information need, (2) fragmented information resources, (3) lack of domain expertise, and (4) lack of immediately accessible information.

2.2 Systems and Techniques

This section presents an analysis and classification of recent work in the area of CIS&IS system support. As a basis for the classification of collaborative activities and techniques, we use the model developed by Landwich, Kläs, and Hemmje [15] to describe an information searching task. Landwich et al. pursued the approach of an interactive information dialogue cycle as developed in [11]. They describe the information searching task as a dialogue between user and system consisting of six activities and assigned them to three stages (the so-called interaction modes of the user):

(1) Access: Query construction and submission (Exploration),
(2) Orientation: Move within and refinement of the result set, change of focus (Focus, Navigation, Inspection),
(3) Assessment: Identification of relevant information objects (Evaluation, Store).

The dialogue cycle starts with a first query and ends after n cycles with a resolved or at least reduced information deficit. Figure 1 depicts this model integrated at the information searching level of the task model developed by Byström and Hansen [5].

![Task model of Byström and Hansen with integrated information searching activities as defined by Landwich et al.](image-url)

Figure 1: Task model of Byström and Hansen with integrated information searching activities as defined by Landwich et al.

**Access**

During Access, users are able to benefit from their co-workers by exchanging query definitions, modifying and executing them for their own purposes. This is realized in different ways. Query Re-Use refers to the activities that realize the exchange of (complete) query definitions between co-workers. The co-workers are able to perform the exchange interactively by:

(1) choosing the query definition from a shared repository [25, 32],
(2) choosing the query definition from the query-history of another co-worker [20, 27], or
(3) exchanging the query definition as separate, persistently stored object [14, 31].

**Group Feedback** refers to a group based adoption of relevance feedback methods. This class of collaborative activities incorporates the - explicit or implicit - relevance judgments of the group members and modifies the query accordingly by adopting the weights of the query terms or expanding the query with additional query terms. This includes various approaches of query expansion techniques that typically extract search terms from highly ranked documents of previously issued queries [13]. Algorithmically extracting query terms based on relevance...
judgments and suggesting them to the co-worker in a scenario with asymmetric user roles is presented in [22].

Orientation

During Orientation, division of labor strategies are implemented using Result-Set Splitting, i.e., the algorithmic division of a search result among the group members. The result set of a query is distributed algorithmically among the co-workers. These sub-sets are disjoint, i.e. the participants will only obtain documents that no other group member has seen before [8]. This splitting of search result sets can further be based on specific roles that are assigned to the participants, e.g., Prospector and Miner [22], or based on personal relevance, i.e., thematic focus and interests of the participant [19].

In addition to this, result sets can be enhanced algorithmically or manually using documents identified by other group members. Result-Set Merging is based on the similarity of the user profiles and the similarity of queries: Documents returned by previous queries and judged as relevant by co-workers will be added to the result set of a recently executed query [21]. Document Recommendation includes the interactive recommendation of documents or links. Information objects that have been identified by other participants and estimated as possibly interesting for another co-worker, are recommended and added to the work list of the co-worker [14, 27].

Assessment

During Assessment, collaboration addresses the diversity of knowledge across the group: Combination of Judgments refers to the combination of the different document assessments of the group members. The relevance of a document is determined by the opinions of multiple users through interactive voting: in [25] a scale-based approach is implemented, in [6] a traffic light based approach is used. Re-Ranking refers to the algorithmic re-ordering of the results. The ranks of the search results are determined not only by the relevance to the individual user, but also by the relevance to the entire group. This might be realized by using term frequencies in the stored objects or bookmarks of group members [19].

2.3 Discussion

Research at information searching level has conceptualized, implemented and evaluated collaborative activities for use at each stage of information searching process. Figure 2 depicts the classes of activities available for a team member to collaborate with the rest of the team. Previous research has focused on further improving collaborative tools by algorithmic optimization, e.g., improving similarity measures, as well as on improving human-human and human-computer interaction by facilitating communication, control and awareness mechanisms. However, these systems do not provide information on the best suited collaboration partners and the collaborative activity to be performed to increase the effectiveness and efficiency of the collaborative performance of IS&S tasks.

3 Pilot User Study

This section reports on a pilot user study that investigated the CIS&S practices of three work groups in academic and industrial research facilities. The conducted pilot study did not aim at analyzing the CIS&S processes in detail but rather at capturing the use of software technologies for realizing collaboration, information seeking and sharing in real-world settings.

Similar to the online survey conducted by Crescenzi and Capra [7], we made implicit assumptions about the components involved in the collaborative processes. Those were (1) a search component in which co-workers conduct searches to look for information, (2) a communication component in which co-workers coordinate their activities and communicate regarding the search process, and (3) an information sharing component in which collaborators share their search products.

3.1 Method

Nowadays, scientists have a wide variety of software tools available to meet the daily work demands. To identify which technologies and means constitute the collaborative environment used by researchers to perform collaborative work-tasks, an online survey (implemented with Google Drive) has been conducted. We invited researchers to answer questions regarding the acquisition of required information for the collaborative performance of their work-tasks. In addition to questions regarding demographics, we were particularly interested in how they (1) collaborate with colleagues when performing a search task, (2) communicate with their colleagues and share information, and (3) how they identify colleagues who could be most helpful in regard to answering their questions and solving problems.

We asked members of two work groups of a university research facility (each in the field of life sciences) and the members of an industrial research department (in the field of information technology). The survey has been provided via e-mail distribution lists addressing (in sum) 52 people. 24 completed the entire survey, yielding a 46.2% response rate. The survey consisted of both free-text and multiple-choice questions.

3.2 Results

Demographics

The age of the participants ranged from 24 to 43, with an average age of 33.25 years (s.d. = 5.14). 75% of respondents were male. Respondents were specialized in different fields of study. We clustered them into two groups: 37.5%
of respondents are specialized in the field of life sciences (including biology, molecular biology, biochemistry, and medicine), 62.5% of respondents are specialized in the field of information technology (including computer science, computer engineering, mathematics, and physics).

We wanted to estimate the degree of experience the respondents have in collaborating with colleagues. The number of articles published by multiple authors is often seen as a measure of research collaboration [4]. We decided to use this measure although not every research collaboration results in a publication and not all co-authored papers are result of collaborative research [4]. Participants were asked for the number of co-authored writings (papers of all types, grant application, project reports, etc.) they have contributed to. The given figures cover a broad range of values and thus yielding a large standard deviation (s.d.) of 23.8. The average number of co-authored writings is 18.73.

Additionally, we asked for the highest academic degree: 9% of the respondents hold a Bachelor’s Degree (or equivalent), 26% of the respondents hold a Master’s Degree (or equivalent), and 61% of the respondents hold a Doctor’s Degree (or equivalent). The remaining 4% were Students before their first academic degree. Participants were asked to self-rate their search experience. On a five-point Likert scale, 4% rated themselves as inexperienced, 13% as moderately experienced, 67% as experienced, and 13% as expert. No respondent self-rated as “very inexperienced” user. Results show that, in addition to the high level of familiarity in search practices, the group of respondents is characterized by high degree of education, research and collaboration experience.

Search Habits and Result Management

Participants were asked about the (electronic) information sources they frequently use (figure 3) as well as tools utilized to organize and manage their search results (figure 4), i.e. scientific literature. Respondents could select electronic sources of information in a multiple choice box. Additionally, they were able to extend this list by naming further tools (Other).

Figure 3 summarizes the selected sources of information. Other included Microsoft Academic Search, “Zentralblatt MATH”, DBLP, and Ecosia. The results show Google as a common favorite choice, but they also provide evidence of the diversity of electronic information sources consulted during work-task performance. Figure 4 summarizes the selected literature management tools. Others are: www.citemaster.net, BibTeX, Citavi, and the Windows Explorer. In total 10 distinct tools have been named by the respondents. This too points to a broad variety of tools in operation.

Collaboration during Search

To learn more about practices of collaboration during search, we asked the participants in which stages of the search process they consult their colleagues or have been consulted. We asked about collaboration during data source selection (Q1) and query formulation (Q2a and Q2b). According to Marchionini [16], query formulation involves (a) an action mapping of the information seeker’s search strategies and tactics onto the features the system interface provides, and (b) a semantic mapping of the information seeker’s vocabulary onto the system’s vocabulary. Therefore, we included questions on collaboration with respect to the interface and its functions (action mapping, Q2a) as well as collaboration regarding the query formulation (semantic mapping, Q2b). Furthermore, Q3 and Q4 address the result refinement as well as the result evaluation. Figure 5 depicts the results.

Collaboration was found to be at its highest during the information source selection stage as well as during the assessment stage. However, collaboration can be identified in each stage of the search process.

Communication and Information Sharing Tools

We were also interested in communication (figure 6) and information sharing (figure 7) habits. As result of the growing prevalence of social networking [2, 18], we wanted to determine the degree to which such technologies are utilized for daily work routines. In a multiple choice grid, respondents could select (on a 5-point Likert scale) the frequency of technology usage in times per day. In addition, respondents were able to extend the provided list by adding tools not listed yet.
The results in figure 6 show the importance of face-to-face communication and established remote communication. These methods seem to play only a small role in enabling communication between colleagues.

**Figure 6:** Frequency of use of various communication technologies among respondents

<table>
<thead>
<tr>
<th>Method</th>
<th>Not at all</th>
<th>Occasionally</th>
<th>1-5 Times</th>
<th>6-10 Times</th>
<th>&gt;10 Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face to face</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Phone</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Email</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Online Chat</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Video Conference</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Academic Social Networks</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Project Department Wiki</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Other</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
</tbody>
</table>

**Figure 7:** Frequency of use of different technologies for data and information sharing among respondents

<table>
<thead>
<tr>
<th>Method</th>
<th>Not at all</th>
<th>Occasionally</th>
<th>1-5 Times</th>
<th>6-10 Times</th>
<th>&gt;10 Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email Attachments</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Chat</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Personal Contact</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Group File Sharing</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Literature Management</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Online Collaboration Sites</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
<tr>
<td>Other</td>
<td>0%</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
<td>60%</td>
</tr>
</tbody>
</table>

The results in figure 6 show the importance of face-to-face communication and established remote communication technologies, i.e. phone and email. This is in line with other studies that identified communication technologies that are part of the everyday work as means to realize CIS&S [18]. It is noticeable that academic social networks seem to play only a small role in enabling communication between colleagues.

According to the respondents, typical ways of contacting colleagues include e-Mail, Chat or personal contact with face-to-face communication (i.e. “went to their office”).

**Finding a Partner**

We wanted to learn more about how respondents identify colleagues that are expected to be helpful in answering their questions. We asked two questions:

1. **How did you know who might be able to help you?**
2. **How did you contact the person you asked for help?**

And provided them with an optional free-text field for answers. Twelve respondents provided insights on this process. Some answers show that colleagues are predominantly approached only after a first clarification using web-based search wasn’t satisfying or helpful:

“I try to Google the issue [...]. If that’s unsuccessful, I personally contact the colleagues who have experience with that [topic]. I explain my concrete scenario and ask them for help. Sometimes, they don’t know the solution but give some new input where to look for.”

After analyzing all answers, we identified three categories of approaching colleagues when looking for help:

1. **Random contacting**: Respondents ask colleagues without knowing whether they can provide the required information or not (e.g. “Asking around in the team”, “[asking] whoever is closest”).

2. **Specific contacting**: Based on a personal network and an awareness of the qualifications of their team mates, colleagues are directly approached (e.g. “I asked another biologist who is well versed with [the topic] and has demonstrated that in many fields.”, “[I asked] colleagues who have a longer research experience and/or better background knowledge [...]”).

3. **Expert searching**: An attempt is made to identify potentially helpful colleagues by looking at the University/research group websites. Typical ways of contacting colleagues include e-Mail, Chat or personal contact with face-to-face communication (i.e. “went to their office”).

**Limitations**

The demographic targeted by this survey is characterized by high academic degrees and a high experience in research collaboration. Respondents were residents in Germany. Additionally, the relatively small number of respondents might limit the significance of this study. The data we report can probably not be generalized beyond this demographic.

**4 Conclusions**

**4.1 Design Implications**

The results of our pilot study indicate that nowadays, collaboration is performed in a heterogeneous environment: It must be assumed that team members use their own personal configuration of software tools for the different information activities (i.e. communication, data and information sharing, seeking and searching, and result management). This configuration is based on personal preferences, work habits, and the special needs (e.g. thematically specialized DLs). The results indicate that a coupling of tools used in everyday work routines represents a necessity for an environment supporting CIS&S. Instead of providing communication and information sharing means integrated in one system, connecting to external tools and mediating between the co-workers seems to be a promising way. This might also allow for evaluating the mediated information to infer awareness cues to facilitate group performance.
In line with other research [12], our results show that CIS&S often involves looking for informed people. We identified three approaches of identifying a potentially helpful colleague: expert search, random and specific contacting. The results indicate that collaboration could become more efficient, if team members could better identify co-workers who might be most helpful regarding their questions and problems. Also in line with previous studies (see section 2.1), collaboration can be observed in all stages in the search process. Our results indicate that collaboration during search preparation and result evaluation seems to be predominant. Providing group support for these aspects could most likely increase the efficiency and effectiveness of the CIS&S tasks.

4.2 Project Aim

The working hypothesis of our ongoing research project is that effective and efficient CIS&S requires the integration and coupling of various software tools which form the heterogeneous collaboration environment. This environment harbors knowledge in form of link-potential between the IR activities in the group and the data accessible through these tools. Besides the textual content created and managed by the tools in use, co-workers also interact with each other in many ways and build a collaboration network (CN):

- People are connected to other people as result of being a frequent communication partner or friend, or by being co-workers.
- Information objects are related to each other as result of citations or common attributes, like domain categories or keywords. Additionally, relations between documents may have been maintained manually or semi-automatically by users in form of tagging or clustering.
- Information objects are directly associated with people by the authorship relation, but also as result of reading, storing, assessing of and commenting on an information object.

We exploit this environment by collecting semantic knowledge about the individuals and their relation information: By tracking and storing this semantically linked data, i.e. information objects, user and their activities, a graph-based representation of the CN can be obtained. This representation is than analyzed and evaluated by means of semantic link analysis to generate situational support for the co-workers in each stage of the search process. Based on specific rules $R_s$ for each stage $s$ of the information searching process, the user support aims at increasing the group performance by (1) encouraging query diversity, (2) providing already discovered information, and (3) facilitating the alignment of result assessment.

In a first project phase, the CN shall be evaluated with the aim of identifying synergetic potential in the group (e.g. identify redundant activities or assessment conflicts). In a second phase, the CN shall be evaluated with the aim of activity suggestions to facilitate the effectiveness of the CIS&S tasks (e.g. query term suggestion, result set merging or splitting, result re-ranking). The objective of these suggestions is to increase the search performance of the group based on proposed measures for CIS&S [26].

Figure 8 depicts this concept (from bottom to top): CIS&S tasks are performed in a heterogeneous environment that connects co-workers and information objects via the utilized tools. The activities are tracked and stored in the CN. Rules extract awareness-cues during the CIS&S tasks for each stage of the search process.

4.3 Architecture

ezDL is the continuation of the Daffodil [14] project and implements meta-search in digital libraries and strategic support for users. The upper half of figure 9 shows the structure of the system. ezDL consists of a set of agents providing different aspects of the system functionality. Agents use a common communication bus for transferring messages between each other. Beginning on the left, a client connects to the MTA (Message Transfer Agent), which represents a connection point to the backend. The connection to remote search services (e.g., digital libraries) is managed by wrapper agents. A search request from the client is forwarded via the MTA to the Search Agent (SA). The SA collects all answers from all the remote DLs, merges the result lists and re-ranks them.
An extension of the ezDL system for supporting a group of collaborators is shown in lower half of figure 9. This extension addresses the identified design implications by connecting external tools utilized by the co-workers (CIR Network Agent), and by evaluating the gained information in order to generate awareness-cues (CIR Support Agent). External tools are connected by appropriate wrappers that connect, for example, to chat-servers. The objective of the CIR Network Agents is to gain information from the services about the users and its activities. These might be the communication frequency with co-workers or the stored documents. This information constitutes the collaboration network which is evaluated by the CIR Support Agent. Each time a search is performed, the client may request awareness-cues from the CIR Support Agent. The CIR Support Agent will handle support request regarding the stage Access (e.g. identify redundant and similar past queries), Orientation (e.g. bring up already discovered information), and Assessment (e.g. point to previous assessments and conflicting assessments of documents).

5 Summary and Outlook

In this paper, we reported on a pilot user study that investigates the CIS&S practices of three work groups in academic and industrial research facilities. The conducted pilot study captured the use of software technologies for realizing collaboration, information seeking and sharing in real-world work settings.

The results of our pilot study indicate that nowadays, collaboration is performed in a heterogeneous environment: It must be assumed that team members use their own personal configuration of software tools for the different information activities (i.e. communication, data and information sharing, seeking and searching, and result management). The results further indicate that a coupling of tools used in everyday work routines represents a necessity for the development of an environment supporting CIS&S.

We presented the design of an extension of the ezDL system that addresses the identified design implications by connecting external tools utilized by the co-workers, and by evaluating the gained information in order to generate awareness-cues. The aim of this is to provide group members with information on the best suited collaboration partners and the collaborative activity to be performed in order to increase the efficiency and effectiveness of IS&S tasks in such environments. The presented ezDL extension is currently being implemented. We plan an extensive evaluation of this system to address our initial research question: To which extend can group support in form of suggested activities improve the efficiency and effectiveness of CIS&S tasks in heterogeneous collaboration environments.
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Abstract


1 Einführung

Verschiedene Studien haben gezeigt, dass immer mehr Verbraucher das Internet zur Beschaffung von Gesundheitsinformationen nutzen (vgl. [Fox, 2011]). Dabei fehlt den meisten Benutzern sowohl das nötige prozedurale Wissen als auch das Domänenwissen zur Bearbeitung komplexer Suchaufgaben, beispielsweise der Recherche nach Komplikationen und Behandlungsmethoden einer seltenen Krankheit. Dies wurde unter anderem von Studien bestätigt, die im Rahmen des KHRESMOI-Projekts durchgeführt wurden (vgl. [Boyer et al., 2012]). Demnach stellen Benutzer trotz des oft sehr komplexen Informationsbedürfnisses größtenteils sehr allgemeine Anfragen an das Suchsystem. Als Folge wird häufig auf ineffiziente oder ineffektive Suchtaktiken zurückgegriffen, was zu Frustration oder unvollständigen beziehungsweise fehlerhaften Suchergebnissen führen kann.


2 Forschungsstand


- Ein Move bezeichnet die kleinste, atomare Suchaktivität eines Benutzers, beispielsweise die Eingabe eines Suchbegriffs. Moves können aber auch einfache Gedanken repräsentieren.
- Eine Taktik umfasst mehrere zusammenhängende Moves, mit dem Ziel, Problemsituationen während der Suche aufzulösen.
- Eine Strategie steht für einen umfassenden Plan zur Durchführung einer Suche unter Verwendung von Strategemen, Taktiken und Moves.

Unterstützung auf der Makro-Ebene leisten also solche Systeme, die dem Benutzer Hilfe bei der Formulierung einer Strategie anbieten, während Systeme, die Unterstützung auf der Mikro-Ebene leisten auf der Ebene der Taktiken an zusiedeln sind.

2.1 Makro-Ebene


Argelagos und Pifarré [2011] erweiterten die webbasierte Lernumgebung WebQuest1 um eingebettete Hilfe- und Strategien, die die Problemlösungsfähigkeiten von Schülern im Rahmen der Bearbeitung authentischer Aufgaben
verbessern sollten. Dabei kamen Techniken des software-
realisierten Scaffolding zum Einsatz (vgl. [Guzdial, 1994]).

2.2 Mikro-Ebene


3 EZDL und KHRESMOI
Bei KHRESMOI handelt es sich um ein von der Europäischen Union gefördertes Projekt mit dem Ziel sowohl professionellen Benutzern als auch Verbrauchern eine multilingual und multimodale Suche nach medizinischen Informationen anbieten zu können (vgl. [Hanbury et al., 2011]). Durch eine Reihe von verschiedenen spezialisierten Suchschnittstellen soll den Zielgruppen der Zugriff auf die für sie relevanten Informationen erleichtert werden. Eine dieser Schnittstellen wird beispielsweise aufbauend auf dem Projekt EZDL3 von der Arbeitsgruppe Informationssysteme4 an der Universität Duisburg-Essen entwickelt und gepflegt. EZDL wurde ebenfalls von der Arbeitsgruppe entwickelt und bietet ein objektorientiertes Java-Framework zur Erstellung interaktiver Retrievalsysteme für die Suche in heterogenen digitalen Bibliotheken (vgl. [Beckers et al., 2012]). Um die im KHRESMOI-Projekt festgelegten Anwendungsfälle abzudecken, wurde ein auf der EZDL-Referenzimplementierung basierender Client entwickelt, der unter anderem Abhilfe für die eingangs geschilderten Problemen bei der Suche nach medizinischen Verbraucherinformationen verschaffen sollte. Dieser Client diente als Grundlage für die Umsetzung des Unterstützungskonzepts, das im Rahmen dieser Arbeit erstellt wurde.

4 Umsetzung des Unterstützungskonzepts
Für das Unterstützungskonzept wurden zwei Werkzeuge entwickelt, die jeweils die Makro- und die Mikro-Ebene abdecken sollten. Als Grundlage diente dabei der für KHRESMOI angepasste EZDL-Client. Die Unterstützung auf der Makro-Ebene sollte dabei von einem Suchunterstützungswerkzeug übernommen werden, das dem Benutzer gabeenspezifische strategische Hilfestellungen anbietet, die Unterstützung auf der Mikro-Ebene von einem Suchvorschlagswerkzeug, das situationsabhängige taktische Vorschläge bereitstellt.

4.1 Suchunterstützungswerkzeug
Als Vorbild für das Suchunterstützungswerkzeug dienten die Strategy hubs von Bhavnani et al. [2003]. Dem Benutzer sollte auch hier die Möglichkeit gegeben werden, zunächst sein Informationsbedürfnis zu spezifizieren. Dazu

2Distributed Agents for User-Friendly Access of Digital Libraries
3easy access to Digital Libraries
4http://www.is.inf.uni-due.de/

wurde innerhalb des Werkzeugs eine eigene Ansicht implementiert, die mit Hilfe einer Klassifikation die Auswahl eines bestimmten Themas erlauben soll (siehe Abbildung 1(a)). Hat der Benutzer ein Thema ausgewählt, wechselt er in die Bearbeitungsansicht. Hier soll mit Methoden des software-realisierten Scaffolding prozedurales Suchwissen durch gezielte strategische Hilfestellungen, beispielsweise durch Präsentieren konkreter Suchstrategien, vermittelt werden. Eine Akkordion-Ansicht erlaubt es, die Hilfestellungen in diskrete Schritte zu unterteilen, um so das Suchproblem in Teilprobleme zu zerlegen (siehe Abbildung 1(b)).

4.2 Suchvorschlagswerkzeug

5 Evaluierung
Zur Untersuchung der Tauglichkeit des entwickelten Prototypen wurde im Rahmen einer Abschlussarbeit [Tacke, 2013] eine Benutzerstudie durchgeführt, durch die folgende Forschungsfragen geklärt werden sollten:
1. Können Benutzer durch ein Suchsystem bei der Bildung einer umfassenden Suchstrategie zu einem Informationsbedürfnis unterstützt werden?

2. Kann durch die Integration von strategischer (Makro-Ebene) und taktischer Unterstützung (Mikro-Ebene) auf Software-Ebene erreicht werden, dass Benutzer die Funktionen eines Suchsystems zielführender einsetzen und dadurch erfolgreicher suchen?

Zur Beantwortung der ersten Frage wurde im Anschluss an jedes Benutzerexperiment jeweils eine Befragung durchgeführt, bei der die Probanden subjektiv bewerten sollten, wie gut sie sich bei der Bearbeitung der gestellten Suchaufgaben unterstützt fühlten. Bei der zweiten Frage sollte zunächst überprüft werden, ob Probanden mit integrierter Unterstützung die weiterführenden Funktionen des Systems und die angebotenen taktischen Hilfestellungen häufiger als Probanden mit taktischer Unterstützung zur Verfügung gestellt werden, woraufhin eine Analyse der von Benutzern durchgeführten Aktionen durchgeführt wurde. Die Analyse der von den Benutzern durchgeführten Aktionen ließ signifikante Unterschiede erkennen (siehe Tabelle 2). Besonders ins Auge fiel dabei, dass Probanden der Experimentalgruppe mit 6,91 wesentlich mehr fortgeschrittene Aktionen ausführten als Probanden der Kontrollgruppe (3,18, p = 0,01 <0,05).

5.2 Ergebnisse

Neben jeweils einem Fragebogen vor und nach dem Experiment wurden außerdem mit Hilfe des EZDL-Log-Frameworks die Aktionen der Probanden im Umgang mit dem System bei der Bearbeitung der Aufgaben aufgezeichnet. Zu den erhobenen Daten zählten:

- Die Bearbeitungszeit in Minuten
- Die Zahl der gestellten Anfragen
- Häufigkeit bei der Verwendung der erweiterten Suchfelder
- Anzahl der betrachteten Dokumente
- Anzahl der gespeicherten Dokumente
- Die Häufigkeiten bei der Verwendung von Systemfunktionen wie Filter, Extraktion, oder Klassifikation
- Wie oft Suchvorschläge angefordert und ausgeführt wurden

Um die beiden Gruppen zu vergleichen, wurden die Parameter unter Verwendung des One-way-ANOVA-Tests (Konfidenzniveau 95%) gegenübergestellt, wobei die Signifikanz aufgrund der Stichprobengröße mit Hilfe des Welch-Tests überprüft wurde. Bei der Bearbeitungszeit für beide Aufgaben ergab sich mit 36,36 Minuten bei der Experimentalgruppe (Standardabweichung 6,61) und 35,73 Minuten bei der Kontrollgruppe (Standardabweichung 6,81) kein nennenswerter Unterschied. Die Auswertung der von den Benutzern durchgeführten Aktionen ließ signifikante Unterschiede erkennen (siehe Tabelle 2). Besonders ins Auge fiel dabei, dass Probanden der Experimentalgruppe mit 6,91 wesentlich mehr fortgeschrittene Aktionen ausführten als Probanden der Kontrollgruppe (3,18, p = 0,01 <0,05).
Unter Betrachtung der Task Completion Rate ließ sich feststellen, dass Teilnehmer der Experimentalgruppe wesentlich mehr Aufgaben erfolgreich im Sinne der Aufgabenstellung bearbeiteten. Die TCR in Experimentalgruppe lag bei 0,95, während die Kontrollgruppe auf einen Wert von 0,54 kam (siehe Abbildung 3). Bei der Auswertung des Abschlussfragebogens im Anschluss an das Experiment ergab sich für die Kontrollgruppe, dass von 11 der Befragten 3 die angebotenen Hilfestellungen als sehr hilfreich bei der Bearbeitung der Aufgabe bewerteten. Weitere 6 Probanden fanden die Unterstützungsfunktion noch hilfreich, 2 bewerteten sie neutral. Bei der Frage, ob die Hilfestellungen den Teilnehmern auch bei zukünftigen Suchen helfen würden, stimmten 3 der 11 Teilnehmer voll zu, 6 stimmten zu und 2 stimmten weniger zu. Lediglich einer der Probanden stimmte nicht zu.

5.3 Fazit


Bei der zweiten Forschungsfrage sollte geklärt werden, inwieweit die Integration von strategischer und taktischer Unterstützung Benutzern dabei helfen kann, die Funktionen eines Suchsystems zielführender und effizienter einzusetzen und dadurch erfolgreicher zu suchen. Die Auswertung der Ergebnisse bestätigte die Annahme, dass Benutzer mit integrierter Unterstützung signifikant häufiger die Suchvorschläge und die weiterführenden Funktionen wie des Systems in Anspruch nehmen.

Unter Betrachtung der Task Completion Rate ließ sich außerdem feststellen, dass Benutzer, denen strategische und taktische Hilfestellungen geboten werden, wesentlich mehr Aufgaben erfolgreich bearbeiteten. Kritisch zu beurteilen ist dabei, dass nicht in die Bewertung mit eingeflossenen Szenarien ist, zu welchem Anteil ein Benutzer eine Aufgabe bearbeitet hat. Diese methodischen Schwächen könnten ebenfalls in einer weiteren Benutzerstudie berücksichtigt werden.

6 Zusammenfassung und Ausblick

In dieser Arbeit wurde eine prototypische Umsetzung für ein umfassendes Unterstützungskonzept auf Basis von EZDL vorgestellt. Das System sollte im Rahmen des KHRESMOI-Projekts Verbrauchern auf der Suche nach Gesundheitsinformationen bei der Bearbeitung komplexer Suchaufgaben angemessene strategische und taktische Hilfestellungen anbieten. Zu diesem Zweck wurden zwei spezielle Werkzeuge entwickelt, die im Anschluss durch eine Benutzerstudie auf ihre Tauglichkeit hin evaluiert wurden.

Die Ergebnisse dieser Studie ließen darauf schließen, dass die Integration von strategischer und taktischer Unterstützung auf Software-Ebene besonders unerfahrenen Benutzern, denen außerdem das nötige Domänenwissen zur Bearbeitung einer bestimmten Suchaufgabe fehlt, bei der Bildung einer umfassenden Suchstrategie unterstützen und den Erfolg bei der Suche steigern kann.

Zwar lag der Fokus dieser Arbeit auf der Suche nach medizinischen Verbraucherinformationen, die entwickelten Werkzeuge lassen sich jedoch ohne weiteres auf die Bereiche für Arzt oder von Ärzten anpassen. Einige der von EZDL gebotenen Funktionen, die beispielsweise für die Suche nach Fachliteratur relevant sind und für den oben beschriebenen Anwendungsfall deaktiviert wurden, könnten so sinnvoll eingebunden werden.
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<table>
<thead>
<tr>
<th>Aufgabe</th>
<th>Beschreibung</th>
</tr>
</thead>
</table>

Tabelle 1: Aufgabenbeschreibungen für die Benutzerstudie
Aktion | Experimentalgr. | Kontrollgr. | Welch-Test
---|---|---|---
Grundlegende Aktionen | | | 
Anfrage ausführen | 13, 64 (3, 44) | 13, 54 (6, 73) | 0, 969
Dokument betrachten | 17, 45 (4, 95) | 19, 45 (3, 42) | 0, 283
Dokument speichern | 8, 45 (1, 37) | 8, 18 (2, 27) | 0, 737
Fortgeschrittene Aktionen | | | 
Filter verwenden | 4, 18 (2, 13) | 1, 64 (2, 73) | 0, 025
Klassifikation verwenden | 1, 82 (0, 87) | 1, 18 (1, 08) | 0, 144
Begriffe extrahieren | 0, 91 (1, 45) | 0, 36 (0, 67) | 0, 270
Suchvorschläge | | | 
Vorschläge anfordern | 2, 36 (0, 67) | 0, 64 (1, 12) | 0, 000
Vorschläge ausführen | 1, 91 (1, 04) | 0, 36 (0, 67) | 0, 001

Tabelle 2: Aktionen während der Aufgaben
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Abstract

For meta search systems like digital library solutions, techniques like recommendation and especially query expansion are complex to realize because often the content of the information objects is not present or directly accessible. This approach takes new roads by integrating suggestion terms from two distinct sources in an interactive hybrid recommendation system. The terms are acquired through lexical-syntactical analysis using WordNet, as well as through association rule mining among the query logs.

1 Introduction

Recent research in query expansion techniques for information retrieval systems has seldom taken the particular situation of meta search engines into account. There are several reasons for this: Meta search engines usually do not provide the content of information objects that is often necessary for expanding user queries. The well-known recommender systems based on similarity measures do not work here. Because of the lack of data, the cold start problem is even more aggravated. An additional challenge is the long time of processing a query, since the engine needs to wait on other search engines. Therefore, it is advisable to involve the user more in the process of query formulation rather than relying on blind feedback techniques. Our related works section illustrates the problems of recommendation in meta search engines and shows the approaches that we developed further to tackle those issues. The implementation section explains the concrete steps we try to take in implementing a hybrid interactive recommendation system based on lexical-syntactical analysis and association rule mining. We tested our system in EzDL, a digital library meta search engine. After discussing the user evaluation of the system, we conclude by lining out the possibilities for future research.

2 Related Work

There are several techniques to find suitable terms for query expansion. One of them is the so called automatic query expansion. Well-known approaches have been developed by Mitra et. al in [Mitra et al., 1998], Xu et. al. [Xu and Croft, 1996], and Qiu and Frei in [Qiu and Frei, 1993]. They use either a refined form of blind feedback, local context analysis based on a concept database, or a similarity thesaurus to increase the effectiveness of this procedure significantly.

However, none of the presented approaches is useful for query expansion in meta search engines. They all require some kind of information object content, which is typically not present in meta search engines. Instead, other additional content needs to be provided, for example a lexicon or a word net. Yet another way would be the use of user interaction data, which is stored in some kind of activity log.

In addition to the first mentioned way to expand queries, different attempts have been made to automatically expand queries using WordNet [Fellbaum, 1998] by exploiting lexical-semantic relations [Voorhees, 1994]. Even though these experiments did not show a significant improvement in query performance by just linking WordNet to an Information Retrieval system, this effect can indeed be reached with a more refined approach. [Kim et. al., 2004] demonstrated that performance can be enhanced by disambiguating the query terms first before expanding them. The authors suggest to disambiguate query terms by determining their root sense according to their context. Obviously, in a query for a meta search engine, there is not much context to draw from, so the usefulness of this approach would be limited in our scenario.

A more promising approach has been made by Liu et al. All synonyms that have a similar meaning are saved in a synset in WordNet. The correct meaning of a given term can be found by determining the most appropriate synset. According to [Liu et al., 2004], this can be done effectively by using the information in the synset definition. For two words that are part of a nominal phrase, a check is made whether their synsets contain any information that helps to determine the correct meaning in this context. The synset definition might provide terms useful for query expansion. The approach has lead to a precision improvement of 15.6 to 21.5 % on the TREC 9, 10 and 12 datasets.

Recently, some more effort has been made to analyze query logs in order to identify good query expansion terms. As proposed by [Cui et al., 2002], this can be even more effective than local context analysis. Here the authors use query logs as a basis for query expansion. However, the disadvantage for meta search systems regarding the need of content remains. One idea to address this issue is the approach proposed by Fonseca et al. in [Fonseca et al., 2005]. Here the query logs are mined for association rules by inspecting which queries frequently co-occur in a user session. The brilliant idea coming from this approach is to equate itemsets and transaction sets known from association rule mining with sets of queries and sets of user sessions. For a given query, a relation graph is built, starting from the user query and showing the transitive associations between the queries. Circuits in the graph are called concepts. The concepts are candidates for query expansion. Compared to other approaches presented in this paper, this
one involves the interaction of the user. That means that a suitable concept needs to be explicitly chosen by the user among the given options. Furthermore, the user can also specify the kind of relation between query and chosen concept, leading to a different Boolean connection between query and concept. Synonyms and specializations are connected to the query via the OR operator. Generalizations and associations are connected via the AND operator. According to Fonseca et al. this approach leads to an increase in precision of 53% on average when tested with a web search engine.

Within our research work we implemented the approach presented by Fonseca et al. [Fonseca et al., 2005] and evaluated its usefulness for meta search engines. To use this approach in the context of meta search systems, different modifications have to be made, which will be present in this paper.

Before elaborating on this, however, we need to discuss how an effective interactive recommender system for query expansion should look like. Harman shows through experiments in the Cranfield 1400 test collection in [Harman, 1988] that the effectiveness of the system significantly increases, if it draws on two distinct sources for the expansion terms. This is what we want to call the two-window approach. A third source did not bring as much improvement, possibly because the terms presented are already included in the first two sources.

3 Implementation

This leads us to our concept of building a hybrid recommender systems that is based on 1) a lexical-semantic analysis and 2) query log analysis using a mixture of the approaches proposed by [Liu et al., 2004] and [Fonseca et al., 2005]. In presenting the suggested query terms, we want to follow the two-window approach by [Harman, 1988].

For our research prototype we used EzDL1, a meta search system for digital libraries. EzDL has already proven its usefulness in different research activities such as the implementation and evaluations of interactive information retrieval scenarios [Klas et al., 2004; Klas and Hemmje, 2009] at the University of Duisburg-Essen and the DistanceUniversity of Hagen. As described by Beckers et al. in [Beckers et al., 2012], EzDL is a service-oriented system that can be used as a meta-search system for heterogeneous sources or digital libraries. In addition it provides an evaluation framework with already existing tools and rich user logs. EzDL consists of a backend agent based system and a rich user client, giving access to the services.

To address the cold start problem present in collaborative recommender systems, we initially use WordNet. It is used here as a database for recommendations based on lexical-semantic relationships. First, after performing stemming on the query term, the term is looked up in WordNet for all parts of speech. Potential neighboring words in the query are used to disambiguate the synset following the approach of [Liu et al., 2004]. The most appropriate synset is given the highest rank in the list. Then, all synsets related to the best synset are added to the list of suggestions as related synsets. The suggestions are displayed in a drop down box which opens when the user clicks on the term within the query (see figure 1). This disambiguation helps to avoid information overload.

---

1http://www.ezdl.de

![Figure 1: Popup box with search suggestions for the word appendix.](image)

Since a meta search system often integrates different heterogeneous data sources, information search takes longer than in local retrieval solutions. In this case, users are encouraged to carefully formulate their query. For this purpose, EzDL offers the possibility to specify query terms more precisely by using various more meaningful input fields like title, author, and year of publication. We argue that when using meta search systems, queries are more sophisticated than in other systems like web search solutions where users usually submit very short and ambiguous queries. This means that the probability that two distinct users will enter exactly the same query is not as high as in many web retrieval systems.

As a consequence to this, expanding the query as it is suggested by [Fonseca et al., 2005] is not sufficient. Rather, the particular query terms should be used as the basis for an association rule mining among the query logs. Association rule mining is a computationally expensive process. Therefore, the computation is performed during the start of the client application of EzDL. The results are stored in a database so that they are immediately available upon the next start of the client. In this way, the client is instantly supplied with working data.

The ChARM algorithm introduced by [Zaki and Hsiao, 2004] provides a very efficient method for computing association rules. The big advantage of the algorithm is that it only acquires the closed frequent itemsets, which avoids a lot of redundancy found in other association rule mining algorithms. The algorithm does so by taking a “round trip” over the sets of items and transactions through a Galois connection. Considering also the set of transactions avoids having to solve an NP-complete problem, namely, finding all frequent itemsets. The ChARM algorithm, instead, only finds the closed frequent itemsets. In the next step, ChARM mines non-redundant association rules by utilizing the concept of minimal generators which is applied to the closed frequent itemsets, as explained in [Zaki, 2004]. Reducing redundancy is key in making this algorithm so efficient. In comparison to Apriori, ChARM reduces the generation of redundant rules up to a factor of 66.

The ChARM algorithm can be configured by setting the values of minimum support and minimum confidence. For testing purposes, we used a minimum support of 2 and a minimum confidence of 30%.

Using the association rules stored in the database, a query relation graph is built considering each term in the query. For each term, binary association rules containing the term are considered for expanding the tree. Binary association rules are rules that identify a mapping between exactly two terms. Each term is represented by a node, but no term is represented by more than one node. This way of building the graph reflects transitive relationships between
the query terms. The transitive relationships can be identified by finding all elementary circuits in the graph. After all of those are found, it could be decided whether the graph is Hamiltonian, i.e., if the graph consists of one circuit containing all the nodes of the graph. This question in itself is not of our concern, but it is interesting to note that the question whether a graph is Hamiltonian is an NP-complete problem.

The procedure of building a query graph is induced every time the query is changed, and thus it needs to be executed very fast. Clearly, messing with NP-complete problems would not be something we would like to deal with on a regular basis. The algorithm by Tarjan presented in [Tarjan, 1973] finds all elementary circuits with a complexity of \( O((|V| \cdot |E|)(|C| + 1)) \) for \(|V| \) nodes, \(|E| \) edges, and \(|C| \) circuits. Thus, by using this algorithm we can reach polynomial complexity as long as we do not have to deal with a huge number of circuits.

If all the nodes of a given circuit are already contained in another circuit, the first circuit is redundant, and it will be removed from the set of circuits. The remaining circuits are presented to the user as concepts for query expansion. In the presentation, words of the concept that are also part of the current user query are omitted. The user can choose the kind of relationship between concept and current query, which determines how the concept is linked to the current Boolean query (see figure 2).

4 Evaluation

The modified client was evaluated with six undergraduate and graduate students, but none were experts in computer science or literature. The group included representatives of both genders. The students were asked to search for information objects about deadlocks. They were instructed to find relevant sources for writing a research paper about this topic. Before they started, they were briefly introduced about the concept of deadlocks in computer science. While searching, they verbalized their thoughts. In addition, the screen was recorded. In the beginning, the students had trouble identifying the recommendation tool at all, due to misplacement on the screen or because they did not realize the functionality of the tool. The first three had to be encouraged to take a look. As a response to this, the user interface was changed to highlight the query expansion tool.

The result regarding the suggestions given by WordNet were only noticed by some users, and they were quickly dismissed as not relevant to the query. The suggestions created from the query logs were treated differently. While the query expansion tool integrated in EzDL (figure 2) was often treated with initial scepticism, the suggestions proposed lead at the end to relevant search results in most of the cases. Since the users were not familiar with the concepts of deadlocks before the evaluation, the suggestions helped them to see which other concepts might be related to the topic, and which are the key authors on this topic. Even if the suggestions were not used via the tool, the students read and reused the suggested terms in new queries.

As a side finding, the Boolean expressions of the suggestions were mostly not understood. In fact, the users expected queries to be linked exactly the other way around than how Fonseca et al. did it in their recommendation system, i.e., they expected generalizations to be linked by the OR operator. Another evaluation on a larger scale needs to show if the sample in this case was too small, if the evaluation by Fonseca et al. was somehow faulty, or if the situation of this case affects the evaluation to turn out differently.

5 Discussion and Next Steps

In this paper we proposed, implemented and evaluated a two step recommendation system for query expansion in meta search engines. The system adapts to all users, as the query base increases.

The next steps will be manifold. First, further evaluative research will show whether the linking of Boolean expression needs to be done in a different way, and whether the values that we have used for minimum support and minimum confidence are appropriate. Secondly, the integration of other services like Wikipedia for a better disambiguation and suggestion of query terms will be tried. Thirdly, we will investigate, from the human-computer interaction point of view, how to better highlight the suggestions components and how to make them more recognizable without disturbing the work flow of the user. And fourthly, we will make the system task aware, as described in [Backhausen, 2012], in order to learn task based and not with respect to all user logs. This way, the suggestions should be more focused. Finally, we will investigate query formulation which can be assisted by building suggestions using the meta information of objects that are marked as relevant by other users or stored in their personal library, as described in [Landwich et al., 2009].
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Figure 2: Concepts for query expansion suggested for the query “deadlock”.
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Abstract

Language Modelling (LM) and TF-IDF are two retrieval models with different foundations. There have been efforts aiming at establishing the relationship between these models, and whether one includes the other. Whether their combination could yield a third and better model is an open research question. This paper revisits the foundations of LM and TF-IDF and explores how these models’ bare structures relate and how these structures can be combined. We begin with the premise that TF-IDF is the $P(d|q)/P(d)$ side of retrieval, which complements the common view that LM is $P(q|d)/P(q)$. Next, a hybrid framework based on the decomposition of the product of the two sides, $P(d|q)/P(d) = P(q|d)/P(q)$, is developed. This leads to the D2Q2 family of models, which joins the inner components of LM and TF-IDF instead of combining their scores. This paper provides new insights into the relationship between LM and TF-IDF, and experimental results show that the D2Q2 models perform comparably to competitive baselines.

1 Introduction

There has been significant research into how to combine retrieval models and how to relate them. Approaches such as [Bartell et al., 1994; Croft et al., 1990; Lee, 2005;] have shown the importance of combining different retrieval models through, for example, score fusion. Other approaches have proposed how to analyse different retrieval models’ components and compare them [Fang and Zhai, 2005]. Both research directions have furthered the development of more effective models.

Two types of retrieval models that have been closely analysed and compared are language modelling (LM), and those based on term frequency (TF) and inverse document frequency (IDF). These models have different foundations. Variants of the former are based on the mixtures (smoothing) [Zhai and Lafferty, 2004; Zaragoza et al., 2003]. TF-IDF models differ with regard to the TF quantification and normalisations employed [Robertson et al., 1994; Singhal et al., 1996; He and Ounis, 2005; Kwok, 1996; Taylor et al., 2006]. Efforts to establish the relationship between these models and whether or not the former includes the features of the latter include [Zhai and Lafferty, 2001]. By examining the foundations of these retrieval models we learn that LM directly derives from the conditional probability $P(q|d)$ ($q$ is the query, $d$ is the document) $P(d|q)/P(d)$, which complements the common view that LM is $P(q|d)/P(q)$. Next, a hybrid framework based on the decomposition of the product of the two sides, $P(d|q)/P(d) = P(q|d)/P(q)$, is developed. This leads to the D2Q2 family of models, which joins the inner components of LM and TF-IDF instead of combining their scores. This paper provides new insights into the relationship between LM and TF-IDF, and experimental results show that the D2Q2 models perform comparably to competitive baselines.

This paper is structured as follows. Section 2 consolidates the preliminaries necessary to appreciate the contri-
bution of this paper. Section 3 shows the relationship between LM and D2Q2. More precisely, it shows that LM corresponds to D2Q2. The relationship between TF-IDF and D2Q2 is shown in Section 4 (TF-IDF corresponds to Q2). Section 5 discusses the relationship between LM and TF-IDF. From these follows in Section 6 the description of the D2Q2 framework, a theoretically sound combination of the LM and TF-IDF models into a family of hybrid models. Section 7 shows that the D2Q2 retrieval models perform comparably to competitive baselines.

2 Background & Preliminaries

2.1 LM and TF-IDF

We present the LM and TF-IDF models\footnote{Similar investigation was carried out for the BM25 model; however in this paper we focus on LM and TF-IDF.}. Note that TF-IDF is also referred to as a weighting scheme in the context of the vector space model. This paper emphasises that TF-IDF is a retrieval model at the same level as LM, as in [Hiemstra, 2000].

Let \( d \) be a document, \( q \) a query, \( c \) a collection and \( t \) a term. The standard definition of the retrieval status value associated with the LM model can be written as follows:

\[
RSV_{LM}(d, q, c) := \sum_{t \in q} TF(t, q) \cdot \log \left( \frac{1 - \lambda_d + \lambda_d \cdot P(t|d)}{P(t|c)} \right) \quad (1)
\]

\( TF(t, q) \) is the within-query term frequency, \( P(t|d) \) is the within-document (foreground) term probability, \( P(t|c) \) is the collection-wide (background) term probability, and \( \lambda_d \) is the document-dependent mixture parameter.

In the Dirichlet-based LM [Zhai and Laﬀerty, 2004], \( \lambda_d := \frac{d_l}{\sum d_l} \), where \( d_l \) is the document length and \( \mu \) is a parameter. This setting of \( \lambda_d \) reflects trust in probabilities estimated from long documents.

\[
RSV_{Dirich-LM}(d, q, c) := \sum_{t \in q} TF(t, q) \cdot \log \left( \frac{\mu + d_l}{\mu + d_l + \lambda_d} \cdot \frac{P(t|d)}{P(t|c)} \right) \quad (2)
\]

The retrieval status value associated with the TF-IDF model can be written as follows:

\[
RSV_{TF-IDF}(d, q, c) := \sum_{t \in d \cap q} TF(t, d) \cdot TF(t, q) \cdot IDF(t, c) \quad (3)
\]

\( TF(t, d) \) is the within-document term frequency quantification; \( TF(t, q) \) is for the query. For independence of term occurrences, the setting is \( TF(t, d) := tf_d \) where \( tf_d \) is the total within-document term frequency. This setting is known to be inferior to \( TF(t, d) := tf_d / (tf_d + K_d) \), the setting known from BM25 [Robertson et al., 1994], where \( K_d \) is a normalisation factor proportional to the pivoted document length, \( pivd(c) := d_l / \text{avgdl}(c) \). We refer to this TF quantification as BM25-TF, and we also denote it as \( TF_K(t, d) \), to make explicit the parameter \( K \). For IDF, the common setting is \( IDF(t, c) := -\log P_D(t|c) \), where \( P_D(t|c) = df(t, c) / N_D(t|c) \) is the Document-based term probability (based on the set of Documents, hence, the subscript capital \( D \)), and \( df(t, c) \) is the collection-wide document frequency of term \( t \).

Note that IDF is based on a Document-based term probability \( P(t|c) := P_D(t|c) \), whereas LM is Location-based \( P(t|c) := P_L(t|c) \) [Hiemstra, 2000]. We return to these two event spaces (Documents vs. Locations) in Section 4.5, where an essential assumption is made to establish the connection between TF-IDF and D2Q2.

2.2 Document-Query (In)dependence (DQI)

An common measure in probabilistic models is the document-query independence, formalised as follows:

\[
DQI(d, q) := \frac{P(d|q) \cdot P(d|q)}{P(d) \cdot P(q)} \quad (4)
\]

The DQI measures the document-query (in)dependence. \( DQI = 1 \) means that document and query intersect as if they were independent; \( DQI < 1 \) means that the intersection is less; and \( DQI > 1 \) means that the intersect is greater than if they were independent.

The DQI is a concept related to information theory. It is the inner component of the “mutual information” \( MI(X, Y) := \sum_{x,y} P(x,y) \cdot \log \frac{P(x,y)}{P(y)\cdot P(x)} \). The DQI is the argument of the log. The relationship of DQI to MI (and hence to conditional entropy) backs DQI as an information-theoretic measure [Gale and Church, 1991]. It also shows the theoretical justiﬁcation of D2Q2, which leverages the DQI measure in its derivation. Lastly, DQI is related to exhaustiveness and specificity (another foundation of D2Q2).

2.3 Exhaustiveness and Specificity

The product \( P(q|d) \cdot P(d|q) \) can be interpreted as exhaustiveness · speciﬁcity, where \( P(q|d) \) is set to measure exhaustiveness and \( P(d|q) \) specificity. These concepts were used in logic-based retrieval frameworks [Nie, 1992; Wong and Yao, 1995]. We retain the idea, and deﬁne an exhaustiveness-speciﬁcity measure:

\[
ES(d, q) := P(q|d) \cdot P(d|q) \quad (5)
\]

From this deﬁnition, it immediately follows the relationship between ES and DQI, which can be expressed in as follows:

\[
ES(d, q) = \frac{P(d|q) \cdot P(d|q)}{P(d) \cdot P(q)} = P(d, q) \cdot DQI(d, q) \quad (6)
\]

The role of \( ES(d, q) \) and \( DQI(d, q) \) is explained in Section 5. Mainly, the combination of exhaustiveness and speciﬁcity, plus the meaning of DQI, give a meaning to D2Q2.

To estimate \( P(q|d) \) and \( P(d|q) \), the query \( q \) and document \( d \) are viewed as sequences of independent term events. However, the independence assumption can be seen as sub-optimal. Hence, many approaches such as [Gao et al., 2004; Hou et al., 2011] capture dependence when estimating the document and query probabilities. Similarly, D2Q2 considers dependence by using the notion of semi-subsumed events. This next section reviews this assumption and relates it to the BM25-TF; this justiﬁes why the BM25-TF is later used in D2Q2.

2.4 Semi-subsumed Events

The superior retrieval quality achieved by the BM25-TF is evidence for the dependence of the multiple occurrences of the same term [Robertson et al., 1994]. For instance, [Wu and Roelleke, 2009] pointed out that the BM25-TF
can be explained by assuming term occurrences to be semi-
subsumed events, an important concept for making the pro-
posed hybrid D2Q2 framework a with solid and probabilistic
foundations.
In general, the decomposition of event \( d \) into term events can be written as:

\[
P(d|q) = \prod_{t \in d} P(t|q)^{TF(t,d)}
\]

The setting of \( TF(t,d) \) reflects probabilistic assumptions:

\[
TF(t,d) = \begin{cases} 
  tf_d & \text{independent} \\
  2 \cdot tf_d / (tf_d + 1) & \text{semi-subsumed} \\
  1 & \text{subsumed}
\end{cases}
\]

\( TF(t,d) = tf_q \) (total term frequency) views the occurrences as independent, whereas \( TF(t,d) = 1 \) views them as sub-
sumed events. Semi-subsumed is between the two. Figure 2 illustrates the computation of \( P(e_1, e_2) \) for the case of independent and semi-subsumed events. For IR, event \( e_i \) corresponds to the multiple occurrence of a term \( t_i \). For in-
dependent events, we obtain \( P(e_1, e_2) = 0.3^2 = 0.09 \); and for semi-subsumed events, \( P(e_1, e_2) = 0.3^2 / (2 + 1) \approx 0.2 \). The conjunctive probability of semi-subsumed events is larger than that of independent events. The success of the BM25-TF proves that the multiple occurrences of a term are not independent. The notion of semi-subsumed events assigns a sound semantics to the BM25-TF, making it a well-defined ingredient of D2Q2.

We have discussed the preliminaries of LM and TF-IDF, document-query-(in)dependence (DQI), exhaustiveness and specificity, and semi-subsumed events. The next two sections use these to show the connection between LM and D2, and TF-IDF and Q2.

3 LM as the D2 side of D2Q2

We demonstrate that LM corresponds to the D2 side of D2Q2. We start with reviewing the probabilistic roots of LM as explored in [Hiemstra, 2000; Zhai and Lafferty, 2004]. The notation D2Q stands for \( P(q|d) \), and D2 for \( P(q|d)/P(q) \), which we denote as D2/Q.

\[
\text{D2Q} := P(q|d), \quad \text{D2} := \text{D2Q} / Q := \frac{P(q|d)}{P(q)}
\]

This section addresses the estimation of \( P(q|d) \), or more precisely, of \( P(q|d,c) \), where the notation makes explicit the collection “\( c \)" used to estimate the background term probability.

3.1 Term (In)dependence Assumption

To estimate \( P(q|d,c) \), the query is decomposed into terms:

\[
P(q|d,c) = \prod_{t \in q} P(t|d,c)^{TF(t,q)}
\]

The conditional \( d, c \) makes it explicit that the query and term probabilities depend on both the document \( d \) (foreground) and the collection \( c \) (background). The setting of \( TF \) reflects two common assumptions made for term events:

\[
TF(t,q) := \begin{cases} 
  tf_q & \text{independent} \\
  1 & \text{subsumed}
\end{cases}
\]

For \( P(q|d,c) \), and therefore, D2Q, which assumption is followed is not crucial since often \( tf_q \approx 1 \) for short queries. Next we discuss the estimation of \( P(t|d,c) \).

3.2 Term Probability Mixture

\( P(t|d,c) \) is estimated using a mixture of foreground and background probabilities, essentially to avoid the so-called “zero-probability problem” [Zhai and Lafferty, 2004]. The within-document term probability \( P(t|d) \) is mixed with the collection term probability \( P(t|c) \) to obtain \( P(t|d,c) \):

\[
P(t|d,c) = \lambda_d \cdot P(t|d) + (1 - \lambda_d) \cdot P(t|c)
\]

The parameter \( \lambda_d \) may be set constant (Jelinek/Mercer mix-
ture, for example, \( \lambda_d \approx 0.8 \), [Hiemstra, 2000]). Alternatively, \( \lambda_d := \frac{d}{d+c} \) (Dirichlet mixture, \( d \) is document length) means that the estimate of \( P(t|d) \) is more trusted for longer documents.

We discussed the estimation of \( P(q|d,c) \), including the (in)dependence assumption, leading to the formulation of D2Q. We also referred to D2 as D2Q/Q, that is D2 is equal to D2Q normalised by Q. We discuss the normalisation step next, which leads us to the formulation of D2.

3.3 Normalisation

Applying Equation 9 to Equation 8, making the collection \( c \) explicit, and decomposing \( P(q|c) \) in the same way as \( P(q|d,c) \) (Equation 9), D2 can be decomposed as follows:

\[
D2 = \text{D2Q} / Q = \frac{P(q|d,c)}{P(q|c)} = \prod_{t \in q} \left( \frac{P(t|d,c)}{P(t|c)} \right)^{TF(t,q)}
\]

Using the term probability mixture estimation of \( P(t|d,c) \) (Equation 11), we arrive at the following form of D2, which we denote D2-linear, where the subscript indicates the type of the mixture (here a linear mixture):

\[
D2_{\text{linear}} := \prod_{t \in q} \left( 1 - \lambda_d \right) + \lambda_d \cdot \frac{P(t|d)}{P(t|c)}^{TF(t,q)}
\]

We define a second form of D2, denoted D2-extreme, to capture the case of \( \lambda_d = 1 \) if \( t \in d \), and \( \lambda_d = 0 \) otherwise:

\[
D2_{\text{extreme}} := \prod_{t \in d \cap q} \left( \frac{P(t|d)}{P(t|c)} \right)^{TF(t,q)}
\]

We discuss in more detail the extreme mixture when we present Q2, as it establishes the relationship between Q2 and TF-IDF.
3.4 Retrieval Status Value

For each of the D2 forms above, we define an associated retrieval status value (RSV), which can serve as a ranking function. Essentially, the RSV’s apply the logarithm.

\[
\text{RSV}_{\text{D2-linear}}(d, q, c) := \log \frac{P(d|q)}{P(d)} \quad (15)
\]

\[
\text{RSV}_{\text{D2-extreme}}(d, q, c) := \log \frac{P(t|q)}{P(t)} \quad (16)
\]

In decomposed form, the RSV’s become:

\[
\text{RSV}_{\text{D2-linear}}(d, q, c) = \sum_{t \in d\cap q} \log \left( 1 - \lambda_d + \lambda_d \frac{P(t|d)}{P(t)} \right) \quad (17)
\]

\[
\text{RSV}_{\text{D2-extreme}}(d, q, c) = \sum_{t \in d\cap q} \log \left( \frac{P(t|d)}{P(t)} \right) \quad (18)
\]

We next make the connection between LM and D2 explicit, namely that D2=LM for the linear form of LM.

3.5 D2 and LM

The following theorem (proof omitted) shows the exact relationship between D2 (the linear form) and LM:

**Theorem 1** D2-linear is an interpretation of LM:

\[
\text{RSV}_{\text{LM}}(d, q, c) = \text{RSV}_{\text{D2-linear}}(d, q, c) \quad (19)
\]

Showing that D2=LM does not reveal a new result; the estimation of D2 (leading to D2-linear) was carefully chosen to lead to LM. We nonetheless presented the above steps to prepare for the more complex case demonstrating the relationship between Q2 and TF-IDF.

4 TF-IDF as the Q2 side of D2Q2

We have shown that LM is the D2 := \(P(q|d)/P(q)\) side of D2Q2. Next, we show that TF-IDF is the \(Q2 := P(d|q)/P(d)\) side of D2Q2. This section on TF-IDF is organised analogously to the previous one on LM. For TF-IDF, \(P(d|q)\) is the starting point, from where we mirror the steps followed in Section 3. Q2D stands for \(P(d|q), Q2 \) for \(P(d|q)/P(d)\), where \(Q2\) is Q2D normalised by \(D\) denoted Q2D/D.

\[
\text{Q2D} := P(d|q), \quad \text{Q2} := \frac{P(d|q)}{P(d)} \quad (20)
\]

Equation 20 (Q2D) corresponds to Equation 8 (D2Q). Next, we estimate \(P(d|q)\).

4.1 Term (In)dependence Assumption

Again we explicate the collection \(c\). To estimate \(P(d|q, c)\), the document is decomposed into terms:

\[
P(d|q, c) = \prod_{t \in d} P(t|q, c) \quad (21)
\]

Equation 21 corresponds to Equation 9 (\(P(q|d, c)\)). There are three assumptions encoded in the TF quantification:

\[
\text{TF}(t, d) := \begin{cases} 
\frac{t_f^d}{2 \cdot t_f^d + K_d} & \text{independent subsumed} \\
\frac{1}{t_f^d + K_d} & \text{subsumed} 
\end{cases} \quad (22)
\]

The semi-subsumed assumption (BM25-TF) led to superior retrieval performance [Robertson et al., 1994]. The parameter \(K_d\) is proportional to the pivoted document length \(pivdl = d/\text{avgdl}\). The parameter adjusts the semi-subsumption assumption.

4.2 Term Probability Mixture

We again use a mixture model to estimate \(P(t|q, c)\):

\[
P(t|q, c) = \lambda_q \cdot P(t|q) + (1 - \lambda_q) \cdot P(t|c) \quad (23)
\]

Equation 23 corresponds to Equation 11 (\(P(t|d, c)\)).

4.3 Normalisation

Normalisation leads to \(Q2\) (as Q2D/D).

\[
Q2 = \frac{Q2D}{D} = \frac{P(d|q, c)}{P(d|c)} = \prod_{t \in d} \left( \frac{P(t|q, c)}{P(t|c)} \right)^{\frac{TF(t,d)}{2}} \quad (24)
\]

Equation 24 corresponds to Equation 12 (D2). As for D2, we define two forms of \(Q2\), linear and extreme. \(Q2\)-linear derives directly from applying the term probability mixture to estimate \(P(t|q, c)\).

\[
Q2_{\text{linear}} := \prod_{t \in d} \left( 1 - \lambda_q + \lambda_q \cdot \frac{P(t|q)}{P(t|c)} \right)^{\frac{TF(t,d)}{2}} \quad (25)
\]

Equation 25 corresponds to Equation 13 (D2-linear).

The extreme mixture comes from setting \(\lambda_q = 1\) if \(t \in q\), and \(\lambda_q = 0\) otherwise.

\[
Q2_{\text{extreme}} := \prod_{t \in d} \left( \frac{P(t|q)}{P(t|c)} \right)^{\frac{TF(t,d)}{2}} \quad (26)
\]

Equation 26 corresponds to Equation 14 (D2-extreme). Section 4.6 will show that it is the extreme form of \(Q2\) that is related to TF-IDF.

4.4 Retrieval Status Value

We take the log to define the corresponding retrieval status value for both forms of \(Q2\), and obtain the following:

\[
\text{RSV}_{Q2\text{-linear}}(d, q, c) = \sum_{t \in d\cap q} \log \left( 1 - \lambda_q + \lambda_q \cdot \frac{P(t|q)}{P(t|c)} \right) \quad (27)
\]

\[
\text{RSV}_{Q2\text{-extreme}}(d, q, c) = \sum_{t \in d\cap q} \log \left( \frac{P(t|q)}{P(t|c)} \right) \quad (28)
\]

Note the symmetry between Equation 27 and 17, and between Equation 28 and 18.

We continue with \(Q2\)-extreme, showing that it corresponds to TF-IDF. Equation 28 has a factor \(1/P(t|c)\), the inverse term probability, which reminds of \(IDF(t, c) := \log \left( 1/P_D(t|c) \right)\), which we recall is based on the space of \(Documents\). However, all the probabilistic estimates so far are based on the space of \(Locations\) (terms occur at locations). The next section reviews the assumption that allows to transfer the \(Location\)-based probability \(P_L(t|c)\) into the \(Document\)-based probability \(P_D(t|c)\). The transformation between event spaces is necessary to demonstrate since it is one of the pillars between \(Q2\) and TF-IDF.

4.5 Query Term Probability Assumption

We review first the query term probability assumption discussed in [Roelke and Wang, 2006], which allows the transfer of the Location-based probabilities, \(P_L(t|q)/P_L(t|c)\) in Equation 28, to the Document-based probabilities, \(1/P_D(t|c)\).

To illustrate the difference between the two spaces, Documents and Locations, consider the following example.
Let term \( t \) occur in \( tf_c = n_L(t, c) = 1,000 \) Locations of collection \( c \). Let it occur in \( df(t, c) = n_D(t, c) = 200 \) Documents of collection \( c \). The notation conforms with traditional formulation, and indicates the duality between counting Locations and counting Documents. Then, the average (expected) within-document term frequency is: 
\[
avg(t, c) = \frac{tf_c}{df(t, c)} = \frac{1,000}{200} = 5.
\]
Now let the collection \( c \) have \( N_L(c) = 10^6 \) Locations, and \( N_D(c) = 10^6 \) Documents. The Location-based probability is \( P_L(t|c) = n_L(t, c)/N_L(c) = 1,000/10^6 \); the Document-based one is \( P_D(t|c) = n_D(t, c)/N_D(c) = 200/10^6 \). The average document length is \( avgdl(c) = N_L(c)/N_D(c) = 10^3 \).

Then, for the fraction of term probabilities, we obtain:
\[
\frac{P_L(t|c)}{P_D(t|c)} = \frac{n_L(t, c)/N_L(c)}{n_D(t, c)/N_D(c)} = \frac{avg(t, c)}{avgdl(c)} \tag{29}
\]
This equation has been referred to as Poisson bridge [Roelleke and Wang, 2006], since it is related to a Poisson 'traditional formulation, and indicates the duality between

Document-based term probability enables us to establish the relationship between Q2 and TF-IDF. The relationship is based on the following query term probability assumption:
\[
P_L(t|q) = \frac{avg(t, c)}{avgdl(c)} \tag{30}
\]
What does this assumption express? In the example above, the average document length is \( avgdl(c) = 1,000 \) and the average within-document term frequency is \( avg(t, c) = 5 \); therefore, \( P_L(t|q) = 5/1,000 \). With this assumption bursty terms obtain higher probabilities than less bursty ones; the query term probability is proportional to the burstiness of the term, a reasonable assumption to make.

This assumption leads to \( P_L(t|q) = P_L(t|q) \cdot P_D(t|c) \). In turn, this transform the fraction \( P_L(t|q)/P_D(t|c) \) (see Equation 28) into an expression based on the Document-based term probability as in IDF:
\[
\frac{P_L(t|q)}{P_D(t|c)} = \frac{P_L(t|q)}{P_L(t|q) \cdot P_D(t|c)} = \frac{1}{P_D(t|c)} \tag{31}
\]
This establishes the relationship between Q2 and TF-IDF.

\[
\log Q_{2\text{extreme}} = \sum_{t \in q} TF(t, d) \cdot \log \frac{1}{P_D(t|c)} \tag{32}
\]
Next we give the formal proof that shows Q2 (extreme form) is the probabilistic interpretation of TF-IDF.

### 4.6 Q2 and TF-IDF

In Section 3.5, the relationship between D2 and LM was a direct one. The relationship between Q2 and TF-IDF is less direct, as it relies as above shown on the "query term probability assumption". In addition, whereas showing the relationship between D2 and LM, i.e. LM=D2, relied on a linear mixture, showing the relationship between TF-IDF and Q2, i.e. Q2=TF-IDF, relies on the extreme mixture.

Given the query term probability assumption, the relationship between Q2 and TF-IDF is expressed as follows.

**Theorem 2** Q2extreme is an interpretation of TF-IDF, if \( P_L(t|q) = P_L(t|q)/P_D(t|c) \):
\[
P_L(t|q) = \frac{P_L(t|q)}{P_D(t|c)} \Rightarrow RSV_{TF-IDF}(d, q, c) = RSV_{Q2_{extreme}}(d, q, c) \tag{33}
\]
define D2Q2 as the product of D2 (Equation 8) and Q2 (Equation 20):

$$D2Q2 := D2 \cdot Q2$$  \hspace{1cm} (36)$$

where D2 relates to LM and Q2 (extremeness) corresponds to TF-IDF. We also know that D2 (linear) corresponds to LM and Q2 (extremeness) corresponds to TF-IDF. In other words, D2Q2 "joins" LM and TF-IDF.

We show now that D2Q2 corresponds to DQI, where one of the DQI relates to LM and the other relates to TF-IDF. This is expressed as follows:

$$D2Q2 = DQI^2$$

By inserting Equation 36 for D2Q2 and Equation 4 for DQI, we obtain the decomposed form:

$$\frac{P(q|d)}{P(q)} = \frac{P(d|q)}{P(d)} \cdot \frac{P(d)}{P(q)} \cdot \frac{P(d, q)}{P(q)}$$  \hspace{1cm} (37)$$

We continue now with the two forms of D2Q2, namely, D2Q2\textsuperscript{extreme} and D2Q2\textsuperscript{linear}, which we further decompose:

$$D2Q2_{\text{extreme}} = \prod_{t \in d | q} \left( \frac{P(t|d)}{P(t|c)} \right)^{TP(t,q)} \cdot \left( \frac{P(t|q)}{P(t|c)} \right)^{TR(t,d)}$$  \hspace{1cm} (38)$$

$$D2Q2_{\text{linear}} = \prod_{t \in d | q} \left( 1 - \lambda_d + \lambda_d \cdot \frac{P(t|d)}{P(t|c)} \right)^{TP(t,q)} \cdot \left( 1 - \lambda_q + \lambda_q \cdot \frac{P(t|q)}{P(t|c)} \right)^{TR(t,d)}$$  \hspace{1cm} (39)$$

Equations 38 and 39 contain the core contribution of this paper: the seamless and symmetric composition of probabilistic parameters into a score that embeds LM and TF-IDF. The main properties of D2Q2 are:

1. A symmetric pattern of the two models’ components: for LM these are $P(t|d)$ and $TF(t,q)$, and for TF-IDF these are $P(t|q)$ and $TF(t,d)$; the collection-wide term probability $P(t|c)$ is common to both. The term frequency $TF(t,d)$ and $TF(t,q)$ can be set as in BM25: $TF_K(t,x) := tf_x/(tf_x + K_x)$, which corresponds to assuming the occurrences of $t$ to be semi-subsumed; alternatively, if assuming independence, then $TF(t,x) := tf_x$, where $tf_x$ is the total term frequency count.

2. Derivation and interpretation based on conditional probabilities and document-query independence (DQI): $D2 = \frac{P(q|d)}{P(q)} / \frac{P(t|q)}{P(t)} = DQI$ relates to LM, and $Q2 = \frac{P(d|q)}{P(d)} / \frac{D2}{DQI}$ relates to TF-IDF. To decompose $D2$ and $Q2$, the “extreme” or the “linear” mixture assumption is applied to both $P(t|d,c)$ and $P(t|q,c)$, leading to $P(t|d,c)/P(t|c)$ and $P(t|q,c)/P(t|c)$.

3. The two fractions $P(t|d)/P(t|c)$ and $P(t|q)/P(t|c)$ measure “divergence”, i.e., they express that a term with $P(t|d) > P(t|c)$ and $P(t|q) > P(t|c)$ is a good term, where a term is good if its probability in $d$ is greater than in collection $c$. Conditional entropy and Kullback-Leibler divergence incorporate such factors.

4. The “discriminativeness”, expressed by $1/P(t|c)$, occurs twice, for the document side and for the query side; this is similar to the vector-space model, where the $idf$ is in both the document and query vectors.

For each of D2 and Q2, there is the choice to apply either a linear or the extreme mixture. Our experiments, described next, focus on D2Q2-extreme, which does not involve any mixture parameter, and D2Q2-linear, the model with two mixture parameters ($\lambda_d$ and $\lambda_q$). We define the D2Q2 retrieval status value using logs:

$$RSV_{D2Q2}(d, q) := \log D2Q2$$  \hspace{1cm} (40)$$

The next equations show the decomposed, logarithmic form of D2Q2\textsuperscript{extreme} (Equation 38) and D2Q2\textsuperscript{linear} (Equation 39):

$$RSV_{D2Q2-\text{extreme}}(d, q, c) = \sum_{t \in d | q} \left[ TF(t,q) \cdot \log \left( \frac{P(t|d)}{P(t|c)} + TF(t,d) \cdot \log \left( \frac{P(t|q)}{P(t|c)} \right) \right]$$  \hspace{1cm} (41)$$

$$RSV_{D2Q2-\text{linear}}(d, q, c) = \sum_{t \in d | q} TF(t,q) \cdot \log \left( (1 - \lambda_d) + \lambda_d \cdot \frac{P(t|d)}{P(t|c)} \right) + TF(t,d) \cdot \log \left( (1 - \lambda_q) + \lambda_q \cdot \frac{P(t|q)}{P(t|c)} \right)$$  \hspace{1cm} (42)$$

The above decomposed forms illustrates how D2Q2 joins the inner components of LM and TF-IDF, showing that D2Q2 is hybrid, i.e. a model beyond combining scores.

7 Experiments

Although the main contribution of this paper was the relationship between LM and TF-IDF, it remains interesting to investigate the experimental performance of D2Q2.

7.1 Set-up

We introduced two retrieval functions derived from D2Q2, $RSV_{D2Q2-\text{extreme}}$ and $RSV_{D2Q2-\text{linear}}$. We now investigate their retrieval performance on a range of collections, outlined in Table 1, of varying size and content.

<table>
<thead>
<tr>
<th>Model</th>
<th>Documents</th>
<th>Topics</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC-2</td>
<td>700,000+</td>
<td>50</td>
<td>1.3 GB</td>
</tr>
<tr>
<td>TREC-3</td>
<td>700,000+</td>
<td>50</td>
<td>1.3 GB</td>
</tr>
<tr>
<td>TREC-8</td>
<td>500,000+</td>
<td>50</td>
<td>834 MB</td>
</tr>
<tr>
<td>WT2g</td>
<td>247,000</td>
<td>50</td>
<td>2 GB</td>
</tr>
<tr>
<td>Blog06</td>
<td>3,200,000+</td>
<td>50</td>
<td>88.8 GB</td>
</tr>
</tbody>
</table>

Table 1: Collection Statistics

Following TREC settings [Ounis et al., 2006], for the Blog06 collection, we index only the permalinks (the blog posts and their associated comments). The Porter stemmer was used for stemming. No stopwords removal was applied. We only used the title topic field. We measure retrieval quality with Mean Average Precision (MAP) (topical MAP on Blog06 [Ounis et al., 2006]) and P@10.

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM\textsuperscript{Dirich}</td>
<td>Equation 2</td>
</tr>
<tr>
<td>TF\textsuperscript{K,IDF}</td>
<td>Equation 3</td>
</tr>
<tr>
<td>LM + TF\textsuperscript{K-IDF}</td>
<td>Combinations of retrieval scores</td>
</tr>
<tr>
<td>D2Q2\textsuperscript{extreme,TF\textsuperscript{K}}</td>
<td>Equation 41</td>
</tr>
<tr>
<td>D2Q2\textsuperscript{linear,TF\textsuperscript{K}}</td>
<td>Equation 42</td>
</tr>
</tbody>
</table>

Table 2: Retrieval Models.

Table 2 associates the retrieval models with their respective equations. The first two correspond to the LM and TF-IDF models, the third to the combination of scores of LM
and TF-IDF, and the last two are the two models derived from D2Q2. In TF-K and TF-IDF, the TF component is the BM25-TF, i.e., $TF_K(t, d) = tf_d / (tf_d + K_d)$, where the common setting is $K_d = k_1 \cdot (b \cdot dl / avgdl + (1 - b))$. We also set $K_d = 1$ to observe the effect of the BM25-TF on performance.

We used $TF_{K(b=0.25,k1=1.2)} \cdot$ IDF (which corresponds to BM25 with no relevance information), LM with Dirichlet smoothing and the combination LM+TF-K-IDF as baselines. The parameters $b$, $k_1$ and $\mu_D$ were set to 0.25, 1.2 and 2000, respectively, while $\mu_Q$ was set to the average query length. The aforementioned settings were applied across all of the collections, i.e. the retrieval models were not tuned per collection.

For LM+TF-K-IDF we used two methods to combine LM and TF-K-IDF inspired by [Larkey and Croft, 1996], and for each method we use two normalisation scheme. The first method is based on adding the normalised scores of the documents retrieved by both LM and TF-K-IDF. The normalisation was done either by dividing each individual score by the maximum score for each retrieval model or by dividing by the sum of the scores for each model. The other combination was performed by multiplying the normalised scores which were retrieved by both retrieval models. The normalisations were applied in a similar fashion as for the first method.

7.2 Results and Analysis

Table 3 shows for selected models the MAP and P@10. The performance of the TF-IDF with independence assumption, where $TF(t, d) = tf_d$, was omitted since too poor to be considered as a baseline (MAP in average was one third of the MAP achieved by TF-K-IDF). Similar observations were made for D2Q2 with independence assumption, and as such the corresponding results are omitted.2

The setting $TF_K := tf / (tf + K)$ is instrumental in achieving competitive retrieval performance, and hence we report only results for this setting. We discussed the notion of “semi-subsumed” events which embeds the BM25-TF into D2Q2. In D2, $TF_K(t, q)$ is applied whereas in Q2, it is $TF_Q(t, d)$. D2Q2-extreme has no mixture parameters, whereas for D2Q2-linear, the parameter $\mu_D$ controls the Dirichlet mixture parameter $\lambda_d$ (and $\mu_Q$ controls $\lambda_q$). The overall result is expressed by the relative distance between models (last row of Table 3).

Overall, most candidates deliver about the same performance, with marginal differences among the top candidates. Only one score combination (multiplication of normalised LM and TF-IDF scores) is a poor outlier. The D2Q2 family of models has in half of the cases (5 of 10 benchmarks) the best performer. Some members of the D2Q2 family perform better than others, where in tendency, the linear mixtures are better than extreme mixtures. This is as expected, since the extreme mixtures rely on assumptions that neglect the Dirichlet mixture parameter.

We ran statistical significance tests based on Student’s paired t-test with confidence levels $\alpha = 0.01$ and $\alpha = 0.05$. In all cases, the results for the best D2Q2 model and the best traditional model were not significantly different. On one hand, this confirms the reasonable performance of the D2Q2 models. On the other hand, if we had expected an improvement from devising a new model that consists of the inner organs of LM and TF-IDF, then we are disappointed, since the single models perform already relatively well on their own.

Overall, the experimental results show that the hybrid D2Q2 performs within the main-fold of the retrieval quality reported for the baselines. Regarding the comparison of the score aggregation LM+TF-K-IDF versus the hybrid D2Q2, the score aggregation is outperformed by the hybrid (except for TREC-2 where the difference is marginal). In the light of the aforementioned expectation that combining two models delivers the averaged quality, the performance of D2Q2 underlines the effect of hybridity. This supports the conclusion that D2Q2 combines the LM and TF-IDF features such that a micro combination of probabilities performs better than a macro combination of scores as expressed by LM+TF-K-IDF.

D2Q2 shows a stable performance that is marginally better than the baselines, but D2Q2 does not significantly outperform the baselines. The experiments confirm the rationale underlying D2Q2, a framework that encompasses LM and TF-IDF, and their combinations. In particular, D2Q2 truly combines the LM and TF-IDF features into a theory based on probabilities, exhaustiveness and specificity.

8 Conclusions

This research was motivated by investigating the relationship between LM and TF-IDF to attempt to provide answers to statements such as “we know why TF-IDF works, and we know that LM works, but we do not know why LM works”. By developing a side-by-side derivation of LM and TF-IDF, a framework based on $P(q|d) \cdot P(d|q)$ emerged, which we named D2Q2. The main contribution of this paper is the theory that underpins the probabilistic framework D2Q2, where the D2 side is LM, and the Q2 side is TF-IDF. This theory reveals the link between LM and TF-IDF, and the D2Q2 framework shows how the features of both models can be combined in a theoretically sound manner. In addition, D2Q2 shows comparable retrieval performance to competitive baselines, making D2Q2 to be not just another unifying framework but a retrieval model in its own right.

Our emphasis was on LM and TF-IDF. Future work will elaborate on the relationship between BM25 and D2Q2. D2Q2 establishes a balanced view on LM and TF-IDF, and this can potentially lead to a consolidated anatomy of the models, viewing LM and TF-IDF as the models for missing relevance, and devising BM25-D2 (an LM-based BM25) and BM25-Q2 (TF-IDF-BM25) as relevance models.
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<td>MAP @ P@10</td>
</tr>
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</table>

| LMd_{\text{0.05-2000}} | 18.02 | 42.80 |
| LMd_{\text{0.05-2000}} + TF_{\text{KB}}(b=0.25,k1=1.2): IDF (Max norm) | 18.65 | 44.40 |
| LMd_{\text{0.05-2000}} + TF_{\text{KB}}(b=0.25,k1=1.2): IDF (Sum norm) | 18.72 | 44.00 |
| LMd_{\text{0.05-2000}} + TF_{\text{KB}}(b=0.25,k1=1.2): IDF (Max norm) | 13.56 | 43.20 |
| LMd_{\text{0.05-2000}} + TF_{\text{KB}}(b=0.25,k1=1.2): IDF (Sum norm) | 6.58 | 5.80 |

**Table 3:** MAP and P@10 (Best traditional model italicised, best overall model in bold).
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Abstract

The documentation of processes or employee- and product-related-data in the enterprise does comprehensively contribute to the preservation and future access to acquired in-house knowledge. Sophisticated access to this data is an essential part of successful knowledge management. With the increasing use of semantic web recommendations and technologies in enterprise new challenges and opportunities concerning data access arise. Search for experts in documented enterprise data has been a famous research topic for years. A major reason for this is its beneficial impact on accessing existing enterprise potential. Thus search for experts is a valuable application for the enterprise advancement.

However, recent expert search systems largely implement relevance ranking on basis of topic relevance between a potential expert and the topic of the query. Nevertheless, even though the query topic as relevance evidence source has been proven as one of the most important factors in expert search; it only reflects the relevance between the query topic and the closeness of an expert to the topic. The analysis of further evidence sources is part of researches in the field of expertise seeking. Such research results are rarely taken into account in recent expert search implementations. The provision of comprehensive semantic annotations in enterprises opens new potential and challenges for the implementation of sophisticated expert search systems, taking into account not only topic closeness.

1 Introduction

SMART VORTEX is an integrated project co-financed by the European Union within the 7th Framework Program. The project objective is the provision of an extensive set of intelligent and interoperable tools, methods and services for the management of massive data streams alongside the whole product lifecycle spanning from product idea generation, design, manufacturing and service to product disposal. Within this objective one focus is on supporting collaboration of people involved in the product lifecycle. Part of this objective is the identification of in house experts for collaboration initiation.

Recent expert search systems calculate expert relevance on basis of topic closeness. Beside topic closeness, various additional evidence sources are part of a holistic expert relevance ranking calculation. Those findings are part of studies in the field of expertise seeking. In SMART VORTEX enterprise data encompasses models of various entities such as for instance people, products and their interrelation in the enterprise. As a common basis for modeling and data representation in SMART VORTEX expert search recent semantic web recommendations and tools are applied. In fact the present data represents a semantic information integration of various existing heterogeneous data sources such as ERP systems, PLM systems as well as employee- or product information data bases among others. Various person features are implicit part of this semantic enterprise graph and valuable for the representation of diverse expertise seeking evidence sources.

1.1 Problem statement

Finding experts within an enterprise for any kind of problem is a complex and time consuming task. Few isolated applications for expert finding exist, however the demand for comprehensive solutions keeps on being a non-trivial task. According to Balog et al. [Balog et al., 2012] in the field of expert search a clear distinction between the two fields of expertise retrieval and expertise seeking could be made.

Expertise retrieval includes all content-related approaches that process a document database using information extraction and data mining techniques, among others. The processed data in this case could be searched subsequently with the aid of known information retrieval algorithms. In contrast to the content-related approaches, researches in the field of expertise retrieval analyze all further evidence sources that lead to the decision if the potential expert is relevant from a user perspective. Such evidence sources include for instance the freshness of knowledge, experience, reliability or social closeness. However, recent expert search applications widely realize expertise retrieval approaches and rarely take into account results from expertise seeking researches [Hoffmann et al. 2012 and Balog et al., 2012]. Various features relevant for expertise seeking are implicit part of the SMART VORTEX semantic enterprise graph. In order to use these implicitly modeled features in ranking tasks they need to be computable. This could be realized through the application of known algorithms in the field of the semantic search or through simple functions basing on graph functions. Relevance calculations in the field of semantic web are for instance the calculation of popularity, rarity or association length approaches. Generally such features are independent from the query itself. Query dependent calculations similar to Albertonie et al. [Albertonie et al., 2006] that base on the specification of a path in the semantic graph in contrast are query dependent.

1 http://smartvortex.eu/
evidence source could be for instance the number of connections to enterprise roles with specific constraints (e.g. only management or service roles) or the freshness of knowledge given a specific query topic.

However query dependent and independent calculations only make statements about the graph structure. The resulting assessment is dependent on the task at hand and has to be given retrospectively. Furthermore, the assumption that several features are part of the overall relevance assessment lead to the problem of meaningful aggregation of features into one ranking function. Aggregation of relevance calculation constituents is a common problem in retrieval tasks. Learning to rank is an approach that has recently been applied for similar problem statements.

1.2 Objectives

The aim of the work introduced in this short paper is the development of an expert search approach in a semantically annotated enterprise knowledge base. The approach should integrate various sources of expertise evidence beyond content-related proximity. To reach this goal the approach shall take into account the results of various expertise seeking investigations in order to enhance expert relevance calculation in the sense of expertise seeking findings. Calculation of evidence could be dependent- or independent from a query and should take into account existing relevance calculation approaches from research in the field of the semantic web. These various evidence calculations must in the end be aggregated and assessed according to the relevance aspects to be fulfilled.

2 Sources of evidence in expertise seeking tasks

The research areas of expertise seeking and information seeking are closely related. Expertise seeking investigations take a user centric perspective in an expert search task. The focus of these investigations is the analysis of those evidence sources that are crucial for choosing an expert from a user point of view.

Karunakaran et al. [Karunakaran et al., 2012] emphasize the physical proximity of an expert, especially under the consideration of the degree of acquaintanceship. Woudstra et al. [Woudstra et al., 2008] as well as Helms et al. [Helms et al., 2013] consider this finding as part of an access related aspect. Especially the influence of social factors with varying characteristics is part of expertise seeking investigations. Yuan et al. [Yuan et al., 2007] emphasize that social closeness between people in particular is valuable for expert search, because user and expert are unbiased in their communication. Woudstra et al. respond in their investigation to quality related factors like e.g. the actuality of acquired knowledge or the reliability of a potential expert.

Some of the mentioned aspects like e.g. the degree of acquaintanceship in a semantically annotated knowledge base could be calculated via famous semantic web techniques such as for instance popularity. Popularity calculates the degree of connectivity in the graph. Such calculations are independent from the query itself. Other sources of evidence cannot be calculated by these well-known relevance measures. In the case of approachability [Woudstra et al., 2008] for instance, the relevance of an expert candidate can be calculated by the fact that he is part of the same working group, project or else. This condition is query dependent and could not be calculated by known semantic web relevance measures.

2.1 Query dependent relevance calculations

Query dependent calculations could be characterized by the fact that they could only be calculated based on the query itself. The calculated value in this respect describes a proportion to a query on base of specified basic conditions. Specification of such conditions in a semantically annotated knowledge base demands knowledge about the representation and relation between modeled entities. Since this knowledge is not explicitly part of the model itself, it is external. A considerable similar problem statement and approach has been published by Albertonie et al. [Albertonie et al., 2006] in order to calculate the similarity between instances of a semantic knowledge base. Albertonie et al. have applied simple calculation units specifying paths and a similarity function. A query dependent calculation in this sense is for instance the amount of relations between an expert and the topics of the search query.

2.2 Query independent relevance calculations

Plenty of the applied relevance measures in the semantic web community are graph based algorithms. Such relevance measures are inspired by findings in the field of graph theory. A famous measure e.g. is popularity, which measures the amount of in- and outgoing links of an instance. Furthermore, the association length analyses the length between instances or subsumption which takes into account the taxonomic graph structure. The problem with such measures is that their result is depending on the task at hand. For instance a long association length could be interesting because it identifies an unobvious relation between instances. On the other hand shortest paths could be preferred, because they reflect a tight coupling of instances. Same holds true for the popularity measure. Here an instance with lots of relations could be relevant because of its high connectivity, but on the other hand an instance with few connections is specific and hence could be relevant. All of these measures are based on the graph structure itself and can be calculated independent from the search query.

3 Rules for configurations of interdependencies between relevance calculations

As stated above, the relevance degree of a query independent measure has to be assessed regarding the search task at hand. The same also holds true for the query dependent measures. In contrast to a general purpose entity search, in the scope of this work it is clear if a high or a low measure value indicates relevance or irrelevance. For instance, if the aim of the search is to find an expert as a course leader it might be of relevance if the potential expert already has course leader experience. This fact could be inferred by counting the number of course leader roles one has already taken. On the other hand it might be better to find a potential expert with few active roles to find someone with appropriate time capacities.

In order to illustrate the approach described above, the example search for a course leader is introduced. Following sources of evidence (SE) are part of the search:
SE 1: How good is the potential expert’s (P) insight in enterprise processes? [Heath et al., 2006]

SE 2: Does the potential expert match the query topic exactly or more specifically? E.g. in a query with the topic ObjectOrientedProgramming, an expert matching this topic exactly will be preferred over an expert with more specific knowledge (e.g. Java), because the course will introduce general concepts of object oriented programming as opposed to concepts specific to Java. Topic of knowledge [Woudstra et al., 2008]

SE 3: A high number of connections of the potential expert in the enterprise should be preferred, because if the potential expert is well connected in the enterprise, it could be stated that he has a good standing. Nevertheless, besides good standing, a tight coupling between user and expert is of importance. Among others Familiarity [Woudstra et al., 2008]

In this example the search for an expert shall be evaluated as the sum of the above three evidence calculations. The calculation of these sources of evidence can be implemented as follows. Source of evidence 1 can be calculated by simply counting the enterprise roles a potential expert has already taken. This approach is pretty similar to the count function definition by Albertonie et al. The assumption is that the more roles a potential expert has taken the better he knows internal enterprise processes. Source of evidence 2 can be calculated by applying subsumption. In this application a more general result is preferred. Source of evidence 3 spans two calculations. The degree of a potential expert connection can be calculated by the popularity measure. The tight coupling between user and expert is measured through application of the association length measure. In this application shortest paths are preferred.

Based on the above assumptions the search application needs a function to count how often a relation between potential expert and enterprise roles exist. Furthermore, the functions subsumption, popularity and association length are part of the whole calculation. Hence, the above mentioned calculations are aggregated through the definition of the following person feature vector:

\[
\begin{pmatrix}
\text{feature 1: count} \\
\text{feature 2: subsumption} \\
\text{feature 3: popularity} \\
\text{feature 4: associationLength}
\end{pmatrix}
\]

Two sample instances of above feature vector could be as follows:

\[
P_1 = \begin{pmatrix}
3 \\
0.7 \\
0.8 \\
0.2
\end{pmatrix} : P_2 = \begin{pmatrix}
1 \\
0.5 \\
0.9 \\
0.6
\end{pmatrix}
\]

Given these sample instances of feature vectors, it is obvious that the calculated values just express the values of the applied functions. To fully support the source of evidence described above, rules have to be applied in order to make a statement about how well a calculated value supports the relevance of potential experts. In this sample application, a potential expert with a high value related to source of evidence 1 should be preferred. The following rule supports this statement: if \{feature1\text{p1} > feature1\text{p2} \rightarrow P_1\} else \{P_2\}. However, an expert is even more relevant if the value of source of evidence 2 is low. This could be expressed by the rule: if \{feature2\text{p1} < feature2\text{p2} \rightarrow P_1\} else \{P_2\}. The calculation of source of evidence 3 is more complex, because it is composed of two sub calculations. The following rule expresses the required statement: if \{(feature3\text{p1} > feature3\text{p2}\) AND (feature4\text{p1} < feature4\text{p2}) \rightarrow P_1\} else \{P_2\}.

The aggregation of these query dependent und independent features via rules apparently is a promising approach to express expertise seeking evidence sources. In fact the application of rules for the assessment of query dependent and independent feature calculation can be regarded as the description of a relevance pattern. To calculate a ranking model from a relevance pattern definition like that defined by above rules, the application of learning to rank is promising.

4 Application of learning to rank for relevance pattern learning

Learning to Rank (LTR) is an application in the research field of machine learning. LTR is used to learn a relevance ranking model of objects that are represented by relevance labeled feature vectors. In fact LTR learns a relevance pattern. Those learned ranking models are coefficients of a ranking function that calculates a relevance value for an object from its feature values. A machine learning algorithm like Support Vector Machines is applied to analyze the training data with the aim to find an appropriate model based on the data. Hence, a good model does not only match the rankings represented by the training data, but can be applied to general search queries not part of the training data set.

Liu [Liu, 2009] distinguishes between the three learning approaches pointwise, pairwise and listwise. The chosen approach influences the structure of the training data, and thus also the machine learning algorithms used to analyze this data. To date LTR is often applied in document retrieval tasks, like in Joachims, 2002 [Joachims, 2002]. Recently, some researches have been made that apply LTR in semantically annotated knowledge bases. Dali et al. [Dali et al., 2012] use LTR to learn a ranking model for the aggregation of query-independent relevance measures in semantic databases. Features in this case include popularity related calculations. Labels for the test data are gathered by crowd sourcing among others. Fujita et al. [Fujita et al., 2012] use LTR to recommend queries that are semantically similar to the original query. Chen et al. [Chen et al., 2011] apply LTR to rank relationships in RDF graphs. In this approach LTR is used in order to learn the user’s preference based on various graph measures like association length or popularity. However, LTR-techniques include approaches which learn a ranking model based on labeled training data. Hence, critical requirement for each application that make use of an LTR approach is the existence of test data annotated with relevance.
vance labels. Generally, relevance labeling is done by experts or collected through crowd sourcing. The disadvantages of these approaches are the high costs and high failure rates.

However, in the application described here the relevance pattern is already known and described through rules (c.f. section 3). Hence, test data labeling in this case doesn’t have to be realized by experts or else but by the evaluation of rules.

The following approach is conceivable for test data labeling based on rules as introduced above, in a pairwise LTR application. In a pairwise LTR setting feature vector instances are treated in pairs. Each pair is sorted into one of two classes if possible, depending on which of the vectors is more relevant. If no such decision can be made, the pair is not classified. Thus, algorithms for this approach have to solve a binary classification problem. The above defined rules are evaluated for each pair of feature vector instances as follows: Each possible pair of feature vector instances has to be evaluated given the above described rules. The evaluation result for each rule votes for one of the two feature vector instances. Two results of this voting approach are possible. In the case that one of the two vectors has more votes than the other, the vector with more votes is labeled as more relevant. In case of a tie, both vectors are too similar and thus can’t be taken into consideration for the learning process.

The example feature vector instances (P1, P2) are evaluated on basis of above rules as follows:

- SE 1: 3 > 1, votes for P1
- SE 2: 0.7 < 0.5, votes for P2
- SE 3: (0.8 > 0.9) AND (0.2 > 0.6), votes for P2

The result of the evaluation is one vote for P1 and two votes for P2. Hence in a pairwise LTR approach feature vector instance P2 is labeled as more relevant as P1. Given a reasonable amount of those test data LTR is able to construct a relevance ranking model that reflects the relevance aspects described through rules.

5 Summary and outlook

This short paper introduced an approach for the integration of query dependent and independent relevance measures in a semantically annotated knowledge base, for the integration of expertise seeking parameters in an expert search task. The described approach aggregates several sources of evidence for the task of expert search going behind pure topic based relevance ranking. The application of rules as specification of a relevance pattern to be learned is the input for an LTR approach that learns a ranking model for unseen queries.

Open questions among others are the evaluation of this approach and hence which expertise seeking parameters can be calculated. Which of these parameters are dependent on a registered user and which can be calculated without registered users? With respect to the LTR application it is crucial to evaluate the dependency between size of database, required amount of training data and dimension of the feature vector.
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Abstract

In the domain of engineering large corpora of technical documents are commonly created and used. Applications such as semantic search offer advantages in accessing those documents, but require them to be semantically annotated. Annotating these corpora manually is in most cases not feasible. In recent years a lot of machine learning methods have proved their ability to annotate documents automatically. The downside of these methods is their need for training data. We present a holistic approach for the semantification of technical documents without training data. The approach tackles different challenges such as terminology extraction, semantic annotation, and reviewing. Our approach has been successfully applied to the technical documents corpora of two German machine builders.

1 Introduction

Large corpora of technical documents exist in the domain of engineering. In contrast to other corpora they are often multilingual and consist of large, contentually structured and illustrated documents. Examples are operation manuals, installation guides or repair manuals. One of the main characteristics of these documents is the standardized terminology in form of a controlled vocabulary.

Exploiting the information contained in such documents can be useful for a variety of application scenarios. An example of such a scenario is the fast and effective access of information, which can be useful when searching for the repair instructions of a special assembly. Semantic Search [Guha et al., 2003] enables such an information access. In contrast to traditional search engines ontologies are used to connect textual content with semantic information which can then be exploited during the retrieval to improve search results.

The connections between text resources and semantic information are created in a process called Ontology Population [Buitelaar and Cimiano, 2008], where an ontology structure is filled with instances. These instances describe for example what the main subject (in terms of ontology concepts) of a document is. This is vaguely related to Subject Indexing [Hutchins, 1978; Albrechtsen, 1993] which in turn can be considered as part of the more general problem of Document Classification [Sebastiani, 2002]. Creating these instances manually requires an in-depth analysis of the underlying documents, which is time-consuming and often cost-intensive.

In the field of Information Extraction there exist established methods for the extraction of semantic information from natural language texts. Most of these methods are based on supervised Machine Learning approaches, which require a sufficient amount of training data for good results. In real-world scenarios such training data is often not available and the creation under the cost-benefit ratio not economic. The absence of training data implies in most cases missing test data which leads to a challenge regarding the evaluation, as standard measures like precision, recall and f-measure can not be estimated.

In this paper we present an holistic approach for the automatic semantification of technical documents that does not require training data. We call our approach holistic, as it is an complete process that covers all steps necessary for the semantification of existing technical documents. In our context semantification means the identification and annotation of the main subjects for a given document. The contribution of this paper is a process that relying on well established methods tackles the problem of semantifying technical documents without training data. The remainder of this paper is structured as follows: In Section 2 we give an overview of our approach. Section 3 describes the semantic annotation in detail, Section 4 shows the applicability of our approach in an industrial case study, Section 5 gives an overview of related work while Section 6 shows some future directions regarding our approach before concluding.

2 Process Overview

In this section we give an overview of our approach as depicted in Figure 1. Starting with unstructured technical documents (mainly PDF files) we enrich, segment, and process them in order to reach our goal of semantification. The semantification requires the availability of terminology, which is extracted from various sources. We added an explicit review stage to the process, as the results are in most cases crucial for the performance of target applications and we are not able to evaluate them due to the absence of adequate test data. Reviewed documents are also used as sources for the terminology extraction stage. In a postprocessing stage the data is prepared for target applications.

2.1 Preprocessing

The first stage of our process consists of a series of preprocessing steps. The preprocessing is necessary to prepare the input documents for the semantic annotation. In detail
Figure 1: Overview of the semantification process.

the steps of this process stage are (1) the conversion and (2) the segmentation of the input documents as well as (3) the addition of structure to the segments.

As stated before we are mainly confronted with documents in the PDF format. To simplify the further processing we convert all documents to XML. Therefore we evaluated different PDF conversion tools and chose the Xpdf-based tool “pdf2xml”\(^1\), as the generated XML provides a lot of exploitable information about the document’s original structure. In order to achieve our goal of identifying the main subjects for each segment, we first need to split the input documents into segments. Depending on the data quality of the input documents different segmentation methods are used, e. g. structural segmentation based on the PDF outline (provided as PDF bookmarks), formatting or lexical analysis. An example for the latter one is the well established TextTiling [Hearst, 1997] approach. Each segment is enriched with structure using different methods from Natural Language Processing like Tokenization, Part-of-Speech Tagging or Parsing.

Figure 2: Converting documents to enriched segments.

2.2 Terminology Extraction

A characteristic of technical documents is the usage of a special and relatively fixed and controlled vocabulary. We exploit this characteristic by limiting the set of identifiable subjects to a given set of concepts. Together with related terms they form the terminology which is the basis for the semantic annotation method presented in Section 3. The goal of this processing step is the extraction of the terminology from various sources (see Figure 3).

Figure 3: Extracting terminology from different sources.

The set of concepts is derived from the structural description of real world entities like machines. We assume that each concept has a human readable label. These labels are used as the most important element in the set of related terms. This set of terms is complemented by terms derived from concepts that have a relation to our given set of concepts but are not included in the set of identifiable subjects, e. g. assuming that our given set of concepts covers all assemblies of a machine, related concepts could be all parts the assemblies consist of.

A reasonable way to formalize knowledge is the definition of an ontology. There exist a couple of standardized languages for the formalization of ontologies, e. g. RDF(S) [Brickley and Guha, 2004] or OWL [Krötzsch et al., 2012]. Hence it is not surprising that the structural description of real world entities like machines is often provided in the form of an ontology. When confronted with an ontology we use domain-specific SPARQL [Harris and Seaborne, 2012] queries to extract the terminology, i. e. in most cases the labels of concepts. As stated before, our process implies an explicit review step, producing reviewed documents. These documents can also be exploited in terms of terminology extraction.

2.3 Entity Recognition

For each segment we now need to identify occurrences of terminology terms, as our semantic annotation algorithm is based on these terms. So, the extracted terminology is the basis for an entity recognition step. As we are confronted with a controlled vocabulary and thus exactly know what entities (terms) we want to recognize, we use a dictionary-based entity recognition method to identify all occurrences of terminology terms in the segments. At the moment the lookup of terms is based on word stems produced by a standard Porter stemmer [Porter, 1980]. Regarding multi-word terms, we allow order independent matches, i. e. all permutations as well as non-contiguous matches, i. e. ignoring non-matching tokens between tokens belonging to a term.

2.4 Semantic Annotation

After the entity recognition step we are usually confronted with a lot of identified terms, indicating different concepts. For each segment the task is now the inference of the main concepts based on the recognized terms. We use an approach derived from Explicit Semantic Analysis proposed by [Gabrilovich and Markovitch, 2007]. This method will be described in detail in Section 3.

\(^1\)https://sourceforge.net/projects/pdflxml/
2.5 Review

Depending on the requirements regarding the data quality, we propose a manual review of the results of the semantic annotation by domain experts. As the availability of domain experts is a crucial element in this step, we propose the usage of an appropriate interactive review tool (see Figure 4 for an example) that helps to decrease the review time.

For our task such a review tool needs to fulfill at least the following requirements: (1) Display the hierarchical segmentation of a specific document, (2) display the main subjects for each segment, (3) allow the addition and deletion of subjects. In order to minimize the review time for each document we additionally propose the usage of a visual component and the highlighting of critical annotations. The visual component should be able to display the semantic similarity of identified subjects, as in technical documents the subject in a sequence of segments often stays constant or at least semantically similar. An example for this claim is a technical document that covers the mounting and unmounting of assemblies. In such a document the probability is high that the corresponding segments of a specific assembly are in a sequence. In the visual component we then expect characteristic patterns like the steps displayed in Figure 4. Additionally, we propose that segments without any annotations or with a lot of semantically unrelated annotations should be automatically detected and highlighted.

There exist various metrics for the computation of semantic similarities. Examples for approaches based on WordNet [Fellbaum, 1998] were proposed among others by Jiang et al. [Jiang and Conrath, 1997] or Lin [Lin, 1998]. These metrics might be adapted due to the specificity of the used terminology.

Figure 4 shows a sample review tool. In the left the title of the current document is displayed and a status for the document (new, in progress, reviewed) can be specified by the reviewer. Below, the hierarchical segmentation of the document is displayed in a tree view element. The tree view can be used for checking and navigating through the segmentation. Clicking on an element in the tree view loads the information regarding the semantic annotations for the selected segment. The loaded information is displayed in the right part of the application. In the upper part a visual component (Visual Report) displays the results based on semantic similarity\(^2\). Missing annotations are indicated using a red placeholder. At the bottom of the right part detailed information (Details) about the semantic annotations are available. They can be accessed by scrolling the view or by clicking on a data point in the visual component. For a thorough review it may be necessary to look up the text of a segment, thus we provide direct access to the text in the original document. The detail view also provides possibilities for the addition and removal of concepts.

2.6 Postprocessing

The final step in the proposed process is concerned with postprocessing tasks. Such tasks typically handle the resource preparation for the target applications, evaluate the results or apply measurements to the extracted data.

3 Semantic Annotation of Technical Documents

For the identification of the main subjects of a segment we use an approach derived from Explicit Semantic Analysis [Gabrilovich and Markovitch, 2007]. It was originally developed for the determination of semantic relatedness of texts and is based on a semantic interpreter which copes with a fixed set of concepts, representing each of them as an attribute vector of words. The concepts correspond to Wikipedia articles. The words are extracted from the article text and assigned weights using the TFIDF scheme [Salton and Buckley, 1988]. The semantic interpreter is realized as an inverted index that maps each word into a list of concepts in which it appears. When confronted with an input document, the relevance of the concepts contained in the index can be computed by using the semantic interpreter. For each word in the input document the inverted index is asked for the corresponding concepts and their TFIDF weights. The relevance of the concepts is computed by summing up the weights. The result is a weighted vector of concepts, where the top-ranked concept is the most relevant for the underlying document. The semantic relatedness of texts can then be determined by comparing the computed weighted concept vectors.

3.1 Building the Semantic Interpreter

In the presented approach we also use a semantic interpreter. However its purpose is not the determination of semantic relatedness of texts but the identification of the main subjects of a segment. Therefore terms and concepts are extracted from the terminology. Instead of TFIDF weights we use acquired domain knowledge to manually specify the weights, e.g. assuming we have a hierarchy of assemblies, then labels of the direct predecessors and successors of an assembly are weighted higher than the transitive ones. Another example are parts lists where we determine the weight of the parts’ labels as a function of the components they are used in, i.e. parts that are used in only one component get the highest weight. In the following let \( C = \{ c_j \} \) be the set of concepts, \( T = \{ t_j \} \) be the set of terms, \( k_j \) be an inverted index entry for term \( t_j \), where the weight \( k_j \) represents the strength of the association between term \( t_j \) and concept \( c_j \).

3.2 Using Document Characteristics for Term Weighting

To determine the main subject of a segment, we first represent a segment as a list of terms. The terms correspond to annotations made by the dictionary-based entity recognition method used in a preceding process stage. In contrast to [Gabrilovich and Markovitch, 2007] we also take document characteristics into account by weighting the terms. We consider several document specific information like relevance in the document (segment frequency)\(^3\), formatting (bold, italics, underscoring) or the position in the segment (headline). In the following let \( S = \{ t_i \} \) be the segment, and let \( v_i \) be its weight vector, where \( v_i \) is the weight of term \( t_i \).

3.3 Ranking Concepts

For each segment we then use the semantic interpreter to get a ranked list of concepts. The ranking is done using the algorithm given as pseudo code in listing 1.

\(^2\)In the example we use taxonomic information for the computation of semantic similarity.

\(^3\)As we split the document in segments, the segment frequency corresponds to the document frequency in other corpora.
Listing 1: An algorithm for the term-based ranking of concepts.

The algorithm basically iterates through all terms $t_i$ in a segment $S$, asks for the inverted index entry $(k_j)$ of all concepts $c_j$ related to term $t_i$, and sums up the product of term weight $v_i$ and relation strength $k_j$, we call it weighted relatedness. The temporary results are saved in a map which gets sorted for the final result in descending order on the weighted relatedness score. This score expresses the relevance of the concepts for the segment, i.e. a higher score means higher relevance.

3.4 Determining the Sprint Group

The algorithm described in the last section produces a ranking of relevant concepts. We now need to identify the most relevant concepts — we call it the sprint group.

For the determination of the sprint group we propose two different strategies. The first one simply uses a threshold, the second one is based on statistical outlier tests. So the basic approach for determining the sprint group is taking the score of the most relevant concept. Based on this score we add all concepts to the sprint group that are within a specified threshold, e.g. 90% of the highest score. Basically this yields good results, but there are scenarios where it does not fit. An example for such a scenario is when all concepts have low scores, i.e. no concept is really relevant for the segment. Using the basic approach the majority of the concepts would enter the sprint group. To tackle this issue we propose the usage of statistical outlier tests. Using such tests we can determine whether scores exist that offset from the rest. A simple test is for example to compute the interquartile range ($IQR = Q_{75} - Q_{25}$) and then to treat all scores that are higher than $Q_{75} + \alpha \cdot IQR$ as outliers. There are more sophisticated outlier tests like Grubbs’ test for outliers [Grubbs, 1969].

4 Case Study

We have already applied our approach to corpora of two German mechanical engineering companies. In the following we describe the procedure for an engineering company for harvesting technology.

4.1 The data set

The corpus contains about 9000 technical PDF documents, covering different machines. Each document has up to 200 pages and is of a certain type, e.g. repair manual, operation manual, circuit diagram or installation guide. The documents address different target groups ranging from maintenance staff to end users which influences the structure and the level of detail.

The terminology was mainly extracted from two ontologies. The first ontology describes relations of assemblies,
products, and machines, e.g., that the cylinder block assembly is part of the engine assembly, which itself is a part of a certain product or machine — in the following we will refer to this ontology as `core ontology`. The second ontology describes in detail which parts are build in a special assembly, e.g., that a certain valve is part of the cylinder head — we call this ontology the `parts ontology`. Assemblies and parts have had labels attached as literals using the RDFS property `rdfs:label` and language attributes. We used SPARQL to extract concepts (assemblies) and terms. Concepts were represented using their URI while the labels described above were used as terms.

4.2 Processing the corpus

The corpus of technical documents ran through the complete process as described in Section 2. The documents were provided in the PDF format and got converted to XML. Then a segmentation algorithm used the included PDF bookmarks to segment the documents. Structure was added to the produced segments, using a standard whitespace tokenizer and a maximum-entropy part-of-speech tagger. Then a dictionary-based entity recognition algorithm annotated all occurrences of terms extracted from the core and parts ontologies. A semantic interpreter with domain-specific weights (see next section) identified the main subjects of each segment. The results were reviewed using the review tool depicted in Figure 4. The reviewed results were finally converted into an XML format compatible with the target application.

4.3 Weighting term-concept relations

In the following we describe the weighting of the term-concept relations in detail. The \( k_j \) values indicating the strength of the association between term \( t_i \) and concept \( c_j \) were computed differently for assembly and part terms. For terms extracted from the core ontology we identified the weight as \( k_j = \frac{1}{\text{#edges between concepts}} \), i.e., the label of the concept in focus will get the maximum weight of 1, which means that this label indicates the concept best. Predecessors and successors in the assembly hierarchy got lower weights, e.g., the parents and children got the weight 0.5, grandparents and grandchildren the weight 0.33.

This approach was not feasible for terms from the parts ontology, because there are parts that are semantically different but have the same label (e.g., “valve” or “screw”). The more parts have the same label, the less suitable are they for the inference of a particular concept, i.e., their weight should be adapted accordingly. We decided to define the weight for terms from the parts ontology as \( k_j = \frac{\text{concept frequency}}{n_{\text{concepts}}} \), where `concept frequency` is the number of concepts that have a part represented by a particular label. This procedure shifts the focus from concepts to labels for terms from the parts ontology. The maximum weight of 1 is assigned to parts that have a unique label and are built in only one assembly. Parts with common labels that are used in a variety of assemblies get lower weights, e.g., parts with the label “screw” are built in more than 500 assemblies, so the weight is as low as 0.002.

4.4 Evaluation

The evaluation of our approach covers the performance regarding the semantic annotation of the segments, i.e., the identification of the main subject. As described above no training or test data were supplied, so we used documents that were reviewed by domain experts using the proposed review tool.

This allowed us to measure different key performance indicators, ranging from precision, recall, and f-measure to the number of corrections that needed to be made by the domain expert. We additionally measured the time needed for the correction of the automatically generated results for a couple of chapters using the proposed review tool.

For the evaluation we selected five documents from the corpus. These documents covered different machines, document types and languages. Table 1 shows the results, where the first three columns correspond to precision, recall, and f-measure and the forth and fifth column show the number of corrections made by a domain expert — the minus (−) indicates the removal of an assigned concept and the plus (+) the addition of a missing concept.

<table>
<thead>
<tr>
<th>Document</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>−</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>d1-SYS-de (3)</td>
<td>0.67</td>
<td>1.00</td>
<td>0.80</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>d2-RHB-de (4)</td>
<td>0.85</td>
<td>0.87</td>
<td>0.86</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>d3-RHB-fr (8)</td>
<td>0.81</td>
<td>0.74</td>
<td>0.77</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>d4-RHB-de (10)</td>
<td>1.00</td>
<td>0.92</td>
<td>0.96</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>d5-RHB-de (3)</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>31</td>
<td>30</td>
</tr>
<tr>
<td>Overall</td>
<td>0.82</td>
<td>0.83</td>
<td>0.82</td>
<td>56</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 1: Precision, Recall, F-Measure and Number of Corrections.

The results show the overall applicability of our approach. Averaged over the five documents we yield a f-measure of 82%. In these documents 108 corrections needed to be done by the domain expert. As the availability of a domain expert is critical, we also estimated the time needed for a correction. The correction time was measured for randomly selected chapters from the documents above\(^5\). For each of the selected chapters we measured the number of corrections as well as the total time needed for applying them (see Table 2) — we measured an average correction time of 18 seconds per correction.

<table>
<thead>
<tr>
<th>Document</th>
<th># Corrections</th>
<th>Time/Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>d1-SYS-de (3)</td>
<td>2</td>
<td>22 s</td>
</tr>
<tr>
<td>d1-SYS-de (6)</td>
<td>1</td>
<td>20 s</td>
</tr>
<tr>
<td>d2-RHB-de (4)</td>
<td>5</td>
<td>8 s</td>
</tr>
<tr>
<td>d2-RHB-de (7)</td>
<td>10</td>
<td>16 s</td>
</tr>
<tr>
<td>d4-RHB-de (8)</td>
<td>1</td>
<td>28 s</td>
</tr>
<tr>
<td>d4-RHB-de (10)</td>
<td>1</td>
<td>16 s</td>
</tr>
<tr>
<td>d5-RHB-de (3)</td>
<td>10</td>
<td>20 s</td>
</tr>
<tr>
<td>d5-RHB-de (7)</td>
<td>12</td>
<td>14 s</td>
</tr>
<tr>
<td>Overall</td>
<td>42</td>
<td>18 s</td>
</tr>
</tbody>
</table>

Table 2: Measuring the correction effort: number of corrections and average time.

5 Related Work

To the best of our knowledge we are not aware of another holistic approach for the problem of the semantification of technical documents, although there exist alternative approaches for single steps of our approach. We use standard methods for the preprocessing, structural enrichment

\(^5\)We left out the French document due to the absence of a French domain expert.
and entity recognition, so we will not consider them in this section, but focus on the terminology extraction, semantic annotation, and the review tool.

Regarding the term extraction, alternative approaches use combinations of statistic, linguistic, contextual or semantic information for the identification and selection of relevant terms, e.g. the C-Value/NC-Value approach [Frantzi et al., 2000] or the TRUCKS-System [Maynard et al., 2008]. As we are confronted with a limited and controlled vocabulary, our approach of extracting terms from ontologies is superior, because we have complete control over the results.

Regarding the semantic annotation, in which we consider the identification of the main subject for a segment or document, latent approaches exist, e.g. Latent Dirichlet Allocation (LDA) [Blei et al., 2003] or Latent Semantic Analysis (LSA) [Deerwester et al., 1990]. We want to identify a concrete (or explicit) concept, so the latent approaches do not fit for our problem.

Regarding the review of semantic annotations we do not know of another tool for the review of the main subject of a segment or document. Ontosophie [Celjuska and Vargas-Vera, 2004] is a system for the population of an event ontology and uses supervised machine learning for learning extraction rules. These rules also compute a confidence value which is used to determine whether a human reviewer needs to accept an extracted information. The idea of our review tool is to guide a human reviewer through an entire book and highlight critical annotations for rapid correction.

6 Conclusion and Future Work

We proposed a holistic approach for the semantification of technical documents without training data. We defined a process for tackling a couple of challenges, such as terminology extraction, semantic annotation and reviewing. We use standard techniques for the preprocessing and the structural enrichment of the documents. The core of our approach is the semantic annotation which is based on Explicit Semantic Analysis and domain ontologies. This allows for the easy adaptation to new corpora.

We already applied our approach to the technical documents corpora of two mechanical engineering companies. We were able to achieve promising results on these corpora (average f-measure of 82%). We also developed a tool for the manual review and correction of semantic annotations. Experiments with domain experts showed that the average correction time is 18 seconds — which allows for the complete review of a large technical document in a couple of minutes.

For the future we plan to improve the weighting of the term-concept relations. We will investigate different directions: (1) a general applicable weighting scheme, (2) more sophisticated domain specific weighting schemes and (3) the adaption of the weights using the manually reviewed documents. Regarding the review tool we will test other visualization techniques in order to improve the review time and results. We also plan to improve the evaluation of our approach by (1) building or using a public available test corpus and (2) comparing our results to established supervised Machine Learning approaches, using manually reviewed documents as training data.
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Abstract

This article describes the general setup of NERSENG, a search engine for named entity related web documents. The search engine is, in this case, mainly adopted towards analyzing the documents searching for person names occurring inside the textual parts of crawled documents. We explain the general search engine architecture as well as the occurrence and distribution of entities (person names) in queries and documents. The two major contributions of our work are on the one hand methods to automatically extract entities from unstructured queries and on the other hand an efficient indexing strategy for being able to deliver the search results fast to a query issuer.

1 Introduction

Search engines gained increasing interest over the last years. Major providers, like Google, Bing or Yahoo get billions of requests every day. These standard textual retrieval engines have to efficiently handle access to the full texts crawled and indexed before. Therefore, established technologies, like the inverted index can be used to efficiently explore the underlying data space. These techniques have been investigated for a long time, now, and users can, nowadays, use a sophisticated set of methods to retrieve the desired results. Not only the deep web analysis, also the storage, retrieval and ranking parts of the search engines are very sophisticated, today. However, in most cases, the standard search engines only search for occurrence of certain terms inside texts. These texts may also be searched for phrases. Yet, most queries are retrieved solely from an inverted index. Structured information, derived in advance, cannot be searched by most search engines, whereas there also exist approaches (like Google Knowledge Graph). However, these structured searches mostly rely on structured information and cannot intermix the data with searches for keywords. Thus, there is the lack of a possibility to search for, e.g., a person name and keywords related to this name. There already exist methods for extracting structured information from unstructured texts, like named entity recognition (NER) technologies which are able to extract, e.g., a person or company name, from a fulltext part. Likewise, those information might also come from data stored as semantic annotations inside the texts. Based on this, there also exists the possibility to enhance the retrieval process by taking into account these portions of information also for searches. Searches (except phrase searches) always focus a certain topic. This topic is then intermixed with certain keywords closely related to it. As an example, people searching for “Bill Cutting” (a role of the film Gangs of New York) might also want to know how much money the actor got for this role. In this case, the entity (person name) is mixed together with a query keyword to filter the articles about the person after this keyword, e.g. “Bill Cutting money”. Most fulltext search engines would then retrieve data containing the keywords and not necessarily detect the entity name inside this query. For our example the user mostly gets results, which describe how to save money by reducing bills. Only a few of these results is linked to the entity “Bill Cutting”.

This paper results from NERSENG (Named Entity Retrieval Search ENGine), a web search engine focussed towards exactly these objects of investigation is given. We try to build a search engine supporting simultaneous searches for named entities together with query keywords to construct a more sophisticated searching experience for users. This paper describes current work carried out with focus on the following parts:

- Statistics of entities in search queries and documents (section 3)
- Description of the search engine (section 4)
- Detection of entities in search queries (section 5)
- Database and indexing scheme used for storing/retrieval of the documents (section 6)

2 Related Work

The index structure used for storing the data for enabling fast search operations is based on a B-Tree (B+-Tree) [Bayer and McCreight, 1972]. Hybrid index structures extending the functionality of base structures to enable fast access to heterogeneous data types have already been proposed for geo-textual application domains. Most of the structures focus towards Geographic Information Retrieval Systems. Examples for these structures are the (M)IR2-Tree [Felipe et al., 2008] or the bR*-Tree [Zhang et al., 2009]. An overview of currently available and used techniques in the research area of spatial keyword query processing can be found in [Chen et al., 2013]. Retrieval techniques which build the basics of the hybrid index structure used here, can be found in [Göbel et al., 2009] or [Göbel and Kropf, 2010] which also use Zipf’s Law [Zipf, 1949] to distinguish between high and low frequently used terms. However, all of these structures are focussed on spatial in
combination with textual searches whereas this paper focuses on a combination between texts and entities occurring inside the textual parts extracted in advance. A compressed trie [Morrison, 1968] is used for extracting candidates from the particular search queries. [Cheng et al., 2007] deals with query construction and ranking of entities in an entity-based search engine, though we do not want a user to learn a new syntax for search queries. [Guo et al., 2009] describes a probabilistic approach for finding named entities in queries. However, we are of the opinion that within a search engine, a statistical approach is slower than using a trie. Within [Kumar and Tomkins, 2009] the behaviour of online search queries is discussed and it is shown that queries can be divided into different classes, e.g. URL-queries.

3 Entities in Queries and Documents

In order to show that an entity-based search engine adds some value compared to a traditional one we have to show that a certain percentage of queries contains an entity, in our case a person. [Kumar and Tomkins, 2009] show that 52.9% of all web queries contain a structured object, e.g. a product, a location or a person. But for our work we are temporarily only interested in the amount of queries containing a person. Since no entity-annotated corpus for search queries is, to our knowledge, freely available, we try to approximate this number, with different algorithms explained in the following.

3.1 Approximation of Search Queries with Entities

Named Entity Recognition usually considers the semantic structure of a text. However search queries have in most cases no semantic structure, e.g. from the query "Bill Cutting money" no conclusion can be made whether "Bill Cutting" refers to a person or not. For the approximation of search queries with entities we use an approach which disregards the semantics of the queries. It will be described in the following.

As a data base for the approximation we use the AOL Query Log1, which includes a total of ~ 36M search queries. Since the corpus contains many duplicate queries and this would influence our measurement results we removed redundant elements and created a list which contains ~ 11M unique queries. Our approach to find persons in queries is a lookup in a name list. We first split queries at whitespaces into single words. After that we check if one of the words is included in the name list. At this point we ignore the capitalization of the single words and names, because web search queries mostly consist of lowercase letters. The list itself was created from the data of the 1990 U.S. Census list of surnames and first names2. This method shows the result that 50.64% of the queries contains a name. This outcome is based on the fact that some elements of the name list have ambiguous meanings, e.g. the list includes the last name “in” which is one of the most common words in English. Due to this we tried to filter the list, removing all words which have ambiguous meanings. Our first approach uses WordNet (see [Miller, 1995]), a lexical database for the English language. We make the assumption that an element of the name list, which is also included in WordNet, has other meanings than just the name and remove the element from the list. Our result with this filtered list is that 13.75% of all queries contain a name. However WordNet includes also names, mostly of famous or historical persons, so our first assumption isn’t quite correct and we removed words from the list which are actual names and have no other meaning. Consequently we implemented a second algorithm for filtering the name list (see algorithm 1).

Algorithm 1: filterList(names)

```
// Generate the filtered name list
FN from the given census name list
for n in names do
    // Generate similar word list from WordNet
    S.add(n)
    S.add(similarWords(name, α))
    // Check the shape of each element of S. If it's a potential name add it to C
    for s ∈ S do
        if hasNameShape(s) then
            C.add(s)
            // Sum up the probability of every word in S and C
            PS = sumProb(S)
            PC = sumProb(C)
            // Check if the relation between PC and PS ist greater then a given factor β.
            if PC / PS >= β then
                FN.add(n)
```

Thereby the method “similarWords” generates a list of similar words from the original name using WordNet. Initially, all synsets (a set of synonyms) of the “name” parameter are loaded from WordNet. Every word of a single synset is checked whether the Levenshtein distance (see [Levenshtein, 1966]) is less than the passed parameter α. In this case, the word is added to a return list which forms the set S together with the original name. A small α parameter allows only words which differ in a few letters from the original word, whereas a high α parameter, e.g. ten, allows completely different words. Thus, a set S is generated, which contains all the potential names of S. A word in S is a potential name if it passes the “hasNameShape” method, which checks if the first character the given word is uppercase and the following characters are lowercase, with the return value true. Then the summed word probabilities of the sets S and C are calculated and stored in the variables PS and PC. For this the word distribution, within the two corpora Reuters TRC2 and RCV13, serves as a database. If the ratio of these probabilities is greater than β, the word is added to the filtered name list. In figure 1 the number of queries that contain entities, for different values of α and β is shown.

We see that the higher the selected values of α and β

---

Figure 1: Queries with entities for different $\alpha$ and $\beta$ values are, the more names are filtered out of the list. From a certain level of the $\alpha$-value the number of filtered names does not increase any longer, because every word from every synset is added to $S$. With a $\beta$ value of 100% only names are accepted, for which the Sets $C$ and $S$ are identical. We cannot make definitive statements about accurate values of alpha and beta, at the moment. However, we have manually checked 2000 queries and 326 of them contain a person (16.3%). So we imply that a $\alpha$ value of nine and a $\beta$ value of 95% brings the best results.

3.2 Distribution of Entities to Documents
To determine the distribution of entities to documents the Reuters RCV1 corpus was automatically annotated using the Stanford NER system (see [Finkel et al., 2005]) which is part of the Stanford Core NLP\(^4\). As models we used the “english-left3words-distsim.tagger” for the part of speech tagger and “english.all.3class.distsim.crf.ser.gz” for the ner system. The corpus contains a total of 806K documents from those 491K include entities, in our case persons. Overall the corpus contains $\approx$ 486K entities. As $\frac{491000}{806000} \approx 61\%$ of the total document corpus contains person names as entities and our work focusses on crawling web sites containing news, we are optimistic that also in a realistic data environment a large percentage of the crawled documents will contain entities.

The distribution of entities to documents of Reuters RCV1 dump can be seen in figure 2. The maximum number of entities inside documents is 1064. All documents from Reuters RCV1 that contain persons have an average size of 289.69 words and 5.73 entities. The distribution shows an extreme positive skewness which means that most of the documents contain less than or exactly 7 entities (third quartile). Therefore, we are optimistic that on the one hand building the hybrid index, described later, and (re-)building the trie is sufficiently fast.

4 Search Engine Architecture
As the main contributions of this work, entity detection and hybrid indexing, are embedded in a search engine application, we will describe shortly the process to get documents from the web, analyze the data and store them in a database for retrieval via a search engine.

Figure 3 displays an overview over the entire search engine architecture with the particular main contributions of our research work embedded inside. The particular individual parts are described in a little more detail in the following subsections.

4.1 Crawling and Analyzing
The first two parts in the document generation are crawling and analysis of the crawled documents. Therefore, two possibilities are given to retrieve documents from the web. On the one hand, there exists the possibility to crawl the web documents just by seeding a list of uniform resource identifiers (URIs) which is then input into a deep web analysis. Then, the list of URIs to be crawled from each initial URI is generated sequentially and queued to be crawled in a later step. On the other hand, there exists a module to crawl based on RSS feeds. There again, an initial seed of sites is generated (manually) whose RSS information are retrieved repeatedly based on the time restrictions given by each individual site which offers the RSS feed information. The crawler may, based on the given information, therefore download portions of information from the web which are analyzed in a further step. The boilerpipe\(^5\) library is thereafter used to extract the boilerplate free fulltext. This approach serves to derive the “really” relevant information from the crawled sites to remove, e.g. advertisements or link lists from the web page content which is then used for


\[^5\]https://code.google.com/p/boilerpipe/, accessed 2013-06-10
The analysis needs to take into account the particular features to be extracted from the texts. These should be prepared in order to store them in the database environment, which we will describe in the following. The fulltext part is split into individual terms using normalization (e.g. character normalization and stemming) and then pre-processed for the use of the hybrid index structure. This process is executed using the Apache Lucene\(^6\) library. The other part, besides the fulltext to be extracted from the crawled web documents are the entities. As described in section 3, the named entities in our case with focus on person names are extracted from the documents using the Stanford NLP library modules with appropriate models to analyze the web articles.

### 4.2 Indexing Environment

For indexing the data crawled and analyzed in advanced, we use a relational database system. The h2 database\(^7\) is used as the database server, in this case. This section details the setup and adaptions made for the h2 database to run properly for storage of the search engine.

The database itself was extended to allow custom index structures to be set up on tables which are loaded from external places. As the database is implemented in Java, there exists a mechanism to load the index structures from jar files and instantiate them as access methods for certain columns.

For enabling the h2 database to load external index structures from jar files, two tables are introduced which store information about the access structures:

- **INDICES**, storing the information about the index structures available for the database and
- **OPCLASSES**, storing information about so called operator classes which make the index structures, which are generalized, work for specific data types.

<table>
<thead>
<tr>
<th>Table</th>
<th>Column</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>INDICES</td>
<td>ID</td>
<td>Primary Key</td>
</tr>
<tr>
<td></td>
<td>NAME</td>
<td>Name of the index structure</td>
</tr>
<tr>
<td></td>
<td>FILE</td>
<td>File name to find the index in</td>
</tr>
<tr>
<td>OPCLASSES</td>
<td>ID</td>
<td>Primary Key</td>
</tr>
<tr>
<td></td>
<td>NAME</td>
<td>Name of the operator class</td>
</tr>
<tr>
<td></td>
<td>FILE</td>
<td>File name to find the operator class in</td>
</tr>
<tr>
<td></td>
<td>INDEX</td>
<td>Index reference (Foreign Key)</td>
</tr>
</tbody>
</table>

Table 1: Table Definition of the custom tables for index structure dynamic loading

The indices table stores information about the index name and the file name which contains the index structure. The table OPCLASSES stores information about a certain operator class which is linked to an index structure. The operator class serves as concrete implementation of certain functionality required by a particular index structure to be able to deal with a certain kind of data stored inside the database table. An operator class for a B-Tree implementation could thus provide functions for comparing or ordering several values.

Besides the two database tables, also the SQL command for creating index structures was extended inside the h2 database so that the names of the index structure (as seen in table 1) and the name of the respective operator class may be passed to this command. The syntax of the modified CREATE INDEX command can be seen in figure 4. The fields “indexType” and “USING opclassType” are the basic extensions done to the command. The index loader then looks inside the indices table for the name specified by “indexType” and the associated operator class from opclasses given in “USING opclassType”. Therefore, for setting up an index called “bitlistbtreeindex” on a table called “documents” using the column “doc” and the associated operator class “docopclass” can be done as in the following statement: create bitlistbtreeindex INDEX ON documents (doc) USING docopclass.

These are the general adaptions we have done to the h2 database to enable it to extend the index structures currently available and to create new index structures based on the h2 basic definitions.

### 4.3 Query Interface

The query interface we present to the user does not differ from standard query interfaces from retrieval engines. Our goal is not to let the user select a certain type of entity to search for based on a pre-defined input field but to parse the query components directly from the query. Therefore, we decided only to have one field to enter the keywords in and not distinguish between fulltext keyword part and named entity (person name) part. The query interface is directly connected to the storage engine which serves the data stored inside the database using the hybrid index structure, described in section 6.

### 5 Entity Detection in Search Queries

Extracting the existing entities from the unstructured search queries is one of the most important aspects in this search engine. We try to achieve this without the need of specifying additional input fields. Therefore, we need methods to separate the query keywords from entity search candidates in unstructured queries.

Hypothetically, each of the used query keywords might be a candidate for an entity to be found. Initially, every sequence of query keywords may be regarded as a candidate for the entities. Therefore, a mechanism has to exist to filter candidates in order to leave the search effort low when communicating with the database. We chose a compressed trie variant stored in main memory for entity

\(^6\)http://lucene.apache.org/core/, accessed 2013-06-19

candidate filtering.
This compressed trie is set up on top of the entities extracted from the already stored documents inside the existing database. This structure might also be used for auto-completion functionalities in the future. Based on the document statistics used in our test setup, we built the compressed trie to determine the resource allocation inside a real world scenario.

For approximating the performance of the compressed trie, we choose to evaluate the annotated RCV1 corpus (see 3.2).

The different candidates are generated based on the assumption that entities containing more than one word are always written in sequence. Consider, e.g., the query phrase \( S = \{\text{Barack Obama, election}\} \) as input to the search. Therefore, we generate a set of all \( n \)-tuples \( Q = \{T_1, T_2, \ldots, T_n\} \) with cardinalities \(|Q| = n \) and \(|T_i| = n - (i - 1), 0 < i \leq n\) from the initial \( n \)-tuple of keywords \( S = \{w_1, w_2, \ldots, w_n\} \), where \( w_k \) is the keyword at position \( k \) and \( n \) is the length of the search query. For each \( T_i = \{E_1, \ldots, E_{n-(i-1)}\} \) \( i \in Q \) applies that \( E_{k-i} = \{w_k, w_{k+1}, \ldots, w_{k+i}\}, k \leq n - i \) is a tuple of length \( i \). That means, that from an initial query, we generate a set of all candidates \( C = \bigcup \bigcup \ldots \bigcup T_i \) with the cardinality \(|C| = \sum_{i=1}^{n} x \) which are subsequently checked for being entities. From a human point of view, it is probably obvious that “Barack Obama” is the entity meant by the query issuer. The approach, described above, then generates the following set of tuples: \( Q = \{T_1 = \{\{\text{Barack}, \{\text{Obama, election}\}\}, T_2 = \{\{\text{Barack Obama, Obama election}\}, T_3 = \{\{\text{Barack Obama election}\}\} \).

As there exist only \( \sim 486K \) entities, generated by the approach, described above, in total (inside RCV1) and, based on our measurements, the compressed trie consists of \( \sim 618K \) nodes, storing this structure in main memory results in \( \sim 200 \) MB. The memory measurement is carried out in Java and thus can only serve as an approximate value. Storing this structure in main memory should not result in any problems on currently used server machines. The check for candidates is performed using the previously generated compressed trie. Each of the generated tuples is looked up inside the trie and if it is found there, it may be considered a final candidate entity. For being able to retrieve the candidates as described before, they are also stored in the database like this while extracting the information from the documents. These candidate entities are then sent to the database, currently using an “OR” conjunction, and retrieve the data using the hybrid index structure, described in section 6. Additional ranking procedures might, in future, take the presence of multiple individual entities into account. The ranking procedure and final retrieval process is, however, not yet implemented and still subject of discussion.

The average query size, determined from AOL Query Log, is \( \sim 3.014 \) words per query. Therefore, if we ceil the value to 4, we get a total average amount of entities to be checked first in the trie and afterwards inside the hybrid index of \( \sum_{i=1}^{4} x = 10 \).

We executed short performance measures on the compressed trie. The most important property, here, is the insertion time as it affects the entire process during crawling and the search effort of a trie is well known as \( O(1) \) because it is only related to the length of the input. Therefore, we instantiated the compressed trie from the database to create it freshly (e.g. in case of a data loss, when it is simply contained in main memory). We used, again the prepared Reuters data and imported all known entities into the trie implementation. Importing the existing data of \( \sim 486K \) entities extracted as described before, the insertion procedure took in average \( \sim 7500mns \). The entire process of querying the data and inserting them into the trie took \( \sim 33s \) in average. These numbers show that inserting the data into the trie on the fly while writing them to the database does not cost much as inserting one element into the trie results in \( \frac{486000}{7500} \approx 0.015mns \). For an average document of \( \sim 5.75 \) entities this makes a total average effort of \( 0.086mns \) for handling the trie per document. This seems to be reasonable as the remaining operations take much longer (e.g. analysis of the documents or inserting them into the database).

### 6 Indexing and Database Storage

Besides other tables for the search engine architecture described in section 4, there exists one table storing the documents in a denormalized form. This table stores the data to be handled by the index structure. As a full text search and a search for an entity is supposed to be done simultaneously, both parts of data have to be stored inside the table to compute a document representation from these which is thereafter indexed by the specialized index structure, described in the next subsection. Therefore, the table consists of a full text part where the text, pre-processed by the application using textual normalization, and an entity part storing an array of named entities associated with the particular textual document are stored. An overview over the

<table>
<thead>
<tr>
<th>Table</th>
<th>Column</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOCUMENTS</td>
<td>ID</td>
<td>Primary Key</td>
</tr>
<tr>
<td></td>
<td>WORDS</td>
<td>TXT object (normalized words)</td>
</tr>
<tr>
<td>ENTITIES</td>
<td>ARRAY of entities (varchar)</td>
<td></td>
</tr>
<tr>
<td>DOC</td>
<td>computed column from words and entities</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Table Definition of the document table

main table to put the index on can be seen in table 2. The index itself is constructed on top of the computed column “doc” which is a composition of the two column “words” and “entities”. The entities are stored inside an array of string values (varchar).

The queries are supposed to retrieve documents in which the queried entities occur and the textual part is also present. To support this type of queries efficiently, a new hybrid indexing method is introduced enabling efficient retrieval of this kind of data. The index structure used here supports the retrieval of combined data of entities and textual content. In this case, we use a hybrid index supporting storage of the heterogeneous data types directly inside one structure. This technique can be used to support searches of the given types efficiently. Therefore, there is no need to search in two different tables or access structures and generate intermediate result sets which are intersected at the end but to directly navigate to search results fulfilling both types of search criteria (entities and keywords).
6.1 Architecture

The index structure, used here, is similar to the one described in [Göbel et al., 2009]. The main changes are based on the fact that it is implemented in a real world database system and the change of the augmented structure. In our case, a base index structure whose elements will be augmented with the bitlist has to be able to handle entities (in string representation) efficiently. Therefore, as the main hybrid structure, we chose a B-Tree (or B+-Tree, more precisely) whose elements are augmented with a bitlist which represents the sets of terms valid inside the subtree pointed to by a specific B+-Tree element.

Figure 5 shows a conceptual overview of the components of the hybrid B+-Tree.

![Conceptual Overview of the Entity B+-Tree](image)

There are some additional structures used for administration of the index which are omitted in this graphic for simplicity reasons.

The central component of the index structure is the entity B-Tree. It stores combined keys of entity references and the bitlists which represent the presence or absence of terms from the initial inverted index. The initial inverted index itself stores all terms contained in the words column of the database table. If a term has a frequency higher than a pre-defined limit, it is moved into the hybrid part of the entity B-Tree and gets assigned a certain term index. This term index can then be used as identifier inside the bitlist. Primarily, the entities are not inserted into the entity B-Tree. They are stored in the so called “entity heap” where sequential comparisons of items which do not yet exceed the previously mentioned limit with respect to the absolute term frequency. If the limit is exceeded by one term, all entities referred to by each document the particular term points to are inserted into the entity B-Tree and the respective bits are set referring to the term identified by the assigned term index.

6.2 Algorithms

The insertion is done as described in algorithm 2. First, the items are added to the entity heap. After this operation, the references always point to the entity heap, which stores the document to entity assignment, and not the direct references to the documents any more. After that, the insertion operation continues to insert the full text terms into the initial inverted index (line 2). This operation also generates the list of terms and assignment to the entity heap references which exceed the artificial limit. If the references of one particular term does not exceed the artificial limit, the references are stored directly inside the initial inverted index. After that, assignments are generated which point from one entity to all term indices referring to lists of entity heap references to pre-calculate the operations to be performed at the secondary inverted index. The elements of this assignment list are then distributed into the entity B-Tree where first each entity element is inserted (or already found) and then the term index to document list entries from the particular assignment are inserted at the respective secondary inverted index. After that, the “adjustTree” method of the B-Tree is executed. This method performs the standard B-Tree operations. Additionally, it is extended to perform adjustments on bitlists to update the B-Tree, correctly for being able to descend to a subtree which has a certain term code set and additionally fulfill a search condition focused towards an entity.

Searches are executed as described in algorithm 3. It starts using a list of terms and a set of entities to be contained in the documents inside the result set. First, the initial inverted index is searched for the terms and entities. If one term does not exceed the artificial limit regarding its absolute frequency in the document collection, it is filtered sequentially for containment of the set of entities. If the frequency is higher than the artificial limit the term code is returned. If the set of term codes is empty, nothing has been found or all terms were found inside the initial inverted index and the intersections are already calculated. Otherwise, the search is continued inside the hybrid index. In each element there, checks are performed if the element satisfies the search condition for an entity and the term index obtained from the initial inverted index, simultaneously (line 5). Afterwards, the final result set is built by searching in each secondary inverted index for the set of term codes obtained from the initial inverted index. In this step, the entities to retrieve can be simply ignored as the hybrid search part only delivers valid leaf nodes inside the entity B-Tree which already have to satisfy the entity search condition. We also know that there exist entries satisfying both search conditions as the bitlist represents exactly this behaviour.

Algorithm 2: addDoc(doc)

```java
// add the entities to the entity heap
ref = entityHeap.add(doc.getEntities())
// add the terms to the initial inverted index using the reference from the entityHeap
overflowTerms = initialInvInd.add(doc.getTerms(), ref)
// generate assignments of entities to terms and documents
assignments = generateEntityTermAssignment(overflowTerms)
for entry ∈ assignments do
    // insert the entity into the B-Tree
    leaf = insertEntity(entry.entity)
    // add the term code to documents assignment at the secondary inverted index
    appendCodesDocs(leaf, entry)
    // adjust the B-Tree, update the keys, nodes and bitlists
    adjustTree(leaf)
```
Algorithm 3: search(terms, entities)
// search references in initial inverted index
1 entries = initialInvInd.search(terms, entities)
2 if entries.termCodes = ∅ then
    // No term codes (term indices) available, so the final list is already built by sequential filtering
    return entries.documents
3 else
    // Search for entities/bits in B-Tree (obtain leaf nodes)
7 resultSet = searchSecondary(leafEntries, entries.termCodes)
return resultSet

7 Conclusions and Future Work
In this paper, we presented a search engine for person names and full texts intermixed. The approach used here, may be extended to the use of named entities, in general. The main focus was on the extraction of named entities from unstructured queries as well as database indexing. As this is project still continues, there are still open questions to be answered in future. A subject of investigation in the future will be the proper ranking which could also be integrated directly inside the retrieval process of the index structure. Another possible subject of future investigation is the real distribution of entities inside search queries as, currently, we take already present queries from AOL log. So, in future, when the system is finally running, it is probably more meaningful to investigate “real” queries put to the search engine in order to be able to analyze the real performance of our approach. We also want to compare the current trie approach for entity extraction with probabilistic methods.
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Abstract

Recognizing complaint documents as early and as fast as possible is a worthwhile goal for companies. In this paper we present an analysis showing the complexity of this practically relevant problem. Therefore, we define the task and its challenges and investigate statistical methods for automated Complaint Detection in incoming text documents. Two different approaches for handling complaint documents are presented. First, we analyze various term weightings in a standard bag-of-words approach. Second, we show the effect of feature engineering techniques known from Natural Language Processing. The results on four German and one English corpora show that already a linear classifier achieves valuable results and is competitive to more sophisticated methods in most cases.

1 Introduction

Complaints express a person’s dissatisfaction and usually contain displeasure, anger, or other negative mood, since the sender is unhappy with some circumstance. Triggering events may be a company’s products or services. Complaints are valuable for companies. If handled appropriately, i.e., if there is a good working management of complaints, both customer as well as the company will win satisfaction. The customer receives help and the company has a more satisfied customer. Additionally, complaints are opportunities, which can point out general problems. Fixing such issues improves the quality of products and services and reaches many customers at once.

Many of today’s companies detect and handle complaints in the following way. A writing, e.g., a letter or an email, is received, scanned and forwarded to a document analysis system. Such a system extracts the text from the scanned writing and converts it into digital text. Then, information is extracted from the writing, which helps classifying it into company specific document categories, like car insurance or health insurance. Often the document is forwarded to a specific employee group based on this category. Such a group reads the text and if it is a complaint, either handles it herself/himself or forwards it to specialized complaint team. As a consequence, a complaint is handled only when an employee has recognized it. Since complaining customers are likely to cancel a company’s services there is a need for prioritized handling of complaint documents. An automated Complaint Detection (CD) system is able to detect complaints even before an employee had to read a single document. This will dramatically reduce a company’s reaction time.

In this paper we deal with the automatic detection of complaint documents in incoming mail. We investigate several Machine Learning (ML) methods on their suitability for this task. Using automated CD combines the benefits of complaint management, e.g., prioritized handling of complaints, with the faster approach of computer-supported detection of complaint documents.

The major challenges arising from complaints are the following:

Domain dependency Every company or even every department in a company needs to define what a complaint is. Thus, the definition can be totally different from department to department. Such differences lead to a tight domain dependency. We present a trainable method that can be adapted to different domains.

Consistent guidelines Instructing employees to recognize complaints is a difficult task, because there must be consistently and precisely formulated decision guidelines. Otherwise, one employee might say it is a complaint, another one may say it is not. Our statistical method ensures that a consistent definition of complaints is enforced and human error is eliminated as a source of inconsistencies.

Amount of documents The amount of incoming documents in a company can be higher than 1 million a day. Here, even a very low relative rate of misclassified documents leads to a high absolute number of not found complaints or writings wrongly declared as complaints. The former case vanishes the advantage of prioritized complaint handling. Furthermore, a low false negative rate is of particular importance in CD because reliable detection of the first complaint about a new problem and a quick elimination of the root cause can prevent a large number of subsequent complaints about the same problem as well as the high cost of losing dissatisfied customers and undoing damage that has already been done. A high false positive rate is undesired, because companies fear too much additional manual reclassification effort for their complaint team.

2 Related Work

Generally, detecting complaint documents is a classification task. In opposite to other classification tasks, e.g., topic classification, we have only two classes, namely complaints and non-complaints. The documents in either class do not share a certain topic. Instead, the similarity of all complaint documents is that the sender is unsatisfied with some circumstance; reasons are quite diverse. The diversity within the non-complaint documents is even larger. They can deal
with any topic, product, or service. Documents can be for example invoices, offers, or notification letters. The only thing these documents have in common is that the sender does not complain.

We believe that CD is similar to the task of Sentiment Analysis (SA). It is likely that complaint documents are written in a negative way. Much research in SA has been carried out in the movie domain. For example, Pang et al. [2002] classified the polarity (negative or positive) of movie reviews using ML algorithms, namely Naïve Bayes, Maximum Entropy, and Support Vector Machine (SVM). The authors studied the effect of term weighting schemes (binary, term frequency), bigrams, and the position of terms in a review on the polarity classification performance. In our work we carry out a more thorough research on term weighting schemes and also evaluate the use of trigrams, which allow to find longer structures. Furthermore, we look at several additional feature selection and feature extraction methods, not performed by Pang et al. [2002]. Lastly, our experiments are carried out on four German corpora and a larger movie review corpus.

The subfield of subjectivity classification deals with the distinction between subjective and objective texts [Wiebe, 2000]. Intuitively, non-complaints are always objective, like invoices, orders, etc.. However, subjective texts that are non-complaints are common, e.g., praises or accident reports in insurance companies. Such texts contain many polar words and often subjective language, but are no complaints. Moreover, somebody can complain without using subjective or polar speech. Consider the example sentence: “Why do you require 2 months for responding to my letter?” There is no explicit sentiment, i.e., a sentiment detector would probably classify it as a neutral sentence. Nevertheless, the sender is unhappy with the fact that nobody took care of her/his letter.

### 3 Term Weightings

The task of classifying a single document as being either a complaint or a non-complaint is a typical example of Text Classification (TC). In TC a given text document is assigned to one or more predefined classes [Sebastiani, 2002]. In this work, we formalize CD as a binary TC task, where the possible categories are complaint \(c_c\) and non-complaint \(c_n\). Documents are represented as bag-of-words: 
\[
d = \left[ w_1, \ldots, w_{|V|} \right]^T, \quad w_t \text{ is the weight of term } t \text{ in this document and } V \text{ is the vocabulary of all possible terms. A term weight is a numerical value that is assigned to a term. Salton and Buckley [1988] introduced a notation for term weights for their SMART retrieval system. This notation leads to a general definition for term weights: } w_{td} = f_t \times f_c \times f_n, \text{ where the term weight for term } t \text{ in document } d \text{ consists of three factors: a term frequency component } f_t, \text{ a collection frequency component } f_c, \text{ and a normalization component } f_n. \text{ Table 1 lists the used components with their SMART notation and their computation.}
\]

For example, \(ttx\) means that the number of occurrences

<table>
<thead>
<tr>
<th>notation</th>
<th>computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b (binary))</td>
<td>(b_{td} = \begin{cases} 1 &amp; \text{if } t \text{ occurs in } d \ 0 &amp; \text{otherwise} \end{cases} )</td>
</tr>
<tr>
<td>(t (term freq.))</td>
<td>(t_{td} = #(t, d))</td>
</tr>
<tr>
<td>(l (log))</td>
<td>(l_{td} = \log(1 + t_{td}))</td>
</tr>
<tr>
<td>(t_c (inv. doc. freq.))</td>
<td>(\Delta t = \log N_{df_t} + 0.5)</td>
</tr>
<tr>
<td>(c (cosine))</td>
<td>(c_d = \frac{1}{\sqrt{\sum_{t=1}^{n} w_{td}^2}})</td>
</tr>
</tbody>
</table>

Table 1: SMART notation of weighting schemes
the Snowball project. The English list contains 174 stop-words. The German list comprises 231 stop-words.

Another technique for reducing the number of features we investigate is PCA. It is an unsupervised technique that calculates a transformation $T$ that transforms the high dimensional document term matrix $M$ into a lower dimensional space $M' = TM$. Since the number of dimensions $m \ll |V|$ the problem of high dimensionality is tackled.

Using only single words as features, as we have done so far, has a serious drawback. It neglects the position of terms and their context entirely. A common technique to incorporate the context of words are n-grams [Manning and Schütze, 2000]. In the experiments we use bigrams ($n = 2$) and trigrams ($n = 3$).

## 5 Experiments

We performed all presented techniques on four German corpora and one English corpus. The four German corpora are real data from real customers\(^3\). They were collected in four different German insurance company departments from daily incoming mail. The departments are liability insurance (Liability), car insurance (Car), and two different departments dealing with insurances against damage (Damage 1 and Damage 2). The corpora consist of incoming paper letters or faxes. Each document ran through a typical image conversion pipeline with (i) digitizing the image, (ii) cleaning it in several preprocessing steps, and (iii) running an Optical Character Recognition (OCR) to retrieve machine readable text. The preprocessing of all digital text documents consists of lowercasing and tokenization. Every document was labeled as complaint or non-complaint by an employee of the respective department. Table 2 lists the number of complaints and non-complaints in the corpora after filtering out duplicates and documents that per se can never be a complaint, e.g., invoices. Additionally, the number of distinct words is shown. The distribution of text lengths is very similar for complaints and non-complaints.

In order to measure the difficulty of this the CD task we asked two outside parties to manually label 50 randomly chosen documents from the Car corpus (25 complaints, 25 non-complaints). Both persons were asked to label each document with either complaint or non-complaint according to their own understanding of a complaint. The two raters agreed in only 32/50 documents ($\kappa = 0.28$), which shows the complexity of this problem and the need for consistent guidelines.

Since we assume that CD is similar to the field of SA, we use another corpus that is well-known in this domain. This corpus called polarity dataset v2.0, was introduced Pang and Lee [2004]. We refer to this document collection as IMDb, because it comprises 2000 movie reviews that were automatically extracted from the Internet Movie Database (IMDb) and labeled as being positive or negative. The corpus statistics are listed in Table 2. For the sake of simplicity, we treat the positive class as complaint and the negative class as non-complaint, in order to have a consistent class naming.

For classification we use the SVM implemented in lib-SVM from Chang and Lin [2011] with a linear kernel and default parameters. To obtain the SVM performance we perform 10-fold cross validation and average the final results to an overall performance. We measure precision, recall and $F_1$ for the complaint class, since we want to focus on complaints.

## 6 Results

There are three weighting schemes that produce the highest $F_1$ on at least one of the corpora. Due to the large number of combinations we only report results for these three weighting schemes. The configurations are: $bxx$, $t\Delta f'c$, and $bfc$. Table 3 lists the precision, recall, and $F_1$ results.

The term weighting $bxx$ has achieved the best results on 3 out of 5 corpora with a difference of up to 10% (Damage 1) to the second best weighting, although it is the most simple feature weighting. $Bfc$ has a very positive effect on precision compared to $bxx$ on all corpora. Thus, if the rate of False Positives (FPs) must be kept small, it is a better term weighting than a binary representation.

In our experiments, all combinations using the new $\Delta idf$ weighting have often led to lower results than $bxx$. Even the best combination $t\Delta f'c$ has shown inferior performance.

Although there are some differences in the performances depending on the corpus, the differences in $F_1$ performance have not been statistically significant for $p = 0.05$. We conclude that there is no benefit computing complex weightings like $\Delta idf$, because binary weights already achieve good results. Therefore, we use $bxx$ as the baseline for further investigations.

All dimensionality results were achieved using the $bxx$ weighting scheme. They are listed in Table 4.

Stemming and stop-word removal have led to improved performance on only one corpus each (stemming: Damage 2, stop-word: IMDb). On all other corpora, the performance has been inferior. However, the differences have not been statistically significant. We do not recommend either of the two techniques.

In an optimal case, PCA strongly reduces the number of required features and still maintains the same performance. We have chosen the number of principal components in order to keep 95% of the data’s variance. For Liability this is 164 principal components (reduction of features by 97.3%), for Car 2,372 (96.5%), for Damage 1 957 (97.2%), for Damage 2 874 (97.2%), and for IMDb 1,439 (96.3%). This is a dramatic decrease in dimensionality. As Table 4 shows, performing PCA has not lowered the performance by much. The losses in $F_1$ have not been significant. Thus, PCA is very well suited to reduce the feature space and therefore reduce noise.

Using bigrams has resulted in a better $F_1$ performance on Car and IMDb. On the other corpora, the performance declined. Using trigrams could only improve the result on

---

\(^3\)Due to privacy reasons this data may not be published.

---

<table>
<thead>
<tr>
<th>corpus</th>
<th>compl.</th>
<th>non-compl.</th>
<th>no. of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>liability</td>
<td>55</td>
<td>170</td>
<td>6,039</td>
</tr>
<tr>
<td>car</td>
<td>1,088</td>
<td>2,610</td>
<td>66,961</td>
</tr>
<tr>
<td>damage 1</td>
<td>373</td>
<td>989</td>
<td>34,674</td>
</tr>
<tr>
<td>damage 2</td>
<td>372</td>
<td>865</td>
<td>31,461</td>
</tr>
<tr>
<td>IMDb</td>
<td>1,000</td>
<td>1,000</td>
<td>38,911</td>
</tr>
</tbody>
</table>

Table 2: Corpora statistics
the IMDb corpus. This finding suggests, that n-grams cannot appropriately capture the context that is necessary to classify complaints.

7 Conclusion

In this paper we have introduced the topic of CD. We have argued that complaints are very important for companies as well as for customers.

As a first step in our research, we have shown that binary term representation has delivered as good results as more sophisticated methods or even better and their computation is both, easy and fast. But, if the system’s FP rate is of importance and many documents are being misclassified as complaints, bfc should be preferred, because its precision results have generally been higher. Despite these results, the independence assumption that the unigram model makes is clearly wrong and in our case seems to be unable to capture complaints entirely. But also the use of n-grams, which consider more context, has not helped. Therefore, for the classification of complaint documents we need more linguistic knowledge, e.g., in terms of word polarities or discourse structures.

Using stemming or stop-word removal has not been beneficial, they have resulted in poorer results. Instead, PCA is well suited for drastically reducing the feature space (between 96.3% and 97.3%), while maintaining nearly equal results to those of the baseline. We conclude that other feature selection approaches may also be helpful in finding good complaint specific features.

This work is the basis for further analysis of complaint documents. In a next step we will investigate the usage of sentiment lexicons, which allow the incorporation of word polarities in the classification task.
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Abstract
A prototype of a content based information retrieval system for clinical images is presented. It is targeted at the user group of radiologists working on diagnosing new cases amongst other scenarios. While still being in an early state, the system features sophisticated image retrieval mechanisms and a comprehensive and versatile user interface. CBIR is performed using several types of visual features aggregated over super-voxels and state-of-the art indexing regimes. The user interface uses an agent based framework infrastructure which is easily extensible and suited for complex tasks with difficult information needs [Beckers et al., 2012b]. The system is one main part of the EU-project Khresmoi finishing in August 2014.

1 Introduction
The following paper describes the current stage of development of a information retrieval system for medical experts. It is tailored at radiologists and their special demands when it comes to diagnosing diseases by looking at medical images. These images may be taken through means of CT, PET, fMRI or X-ray and are accessible within a hospital network.

Diagnosis by visual analysis requires recognition of patterns and structures in the images that may be an indication of a specific condition the patient is in. Today radiologists often rely on text books as a reference for unknown visual structures. Asking more experienced colleagues is also often the only handy option for doctors in their first years of medical practice.

The system under development—being part of the larger Khresmoi project (see Section 3)—is aiming to overcome these problems. Users will be able to perform searches based on the images of the case at hand. The system performs an image similarity search and returns images containing the same structures as the query case. Moreover, the diagnosis is returned alongside. This is believed to give the experts a starting point in their diagnosis process. The overall goal is to speed up diagnosis of tough cases with rare or unknown diseases by reducing the need to consult external resources like textbooks or human advice.

This leads to interesting research questions, like how a useful and usable user interface is going to look like or which visual characteristics best distinguish certain diseases. An important question is also how the incorporation of both visual and semantic characteristics into the employed machine learning methods allows to improve the performance over simple visual retrieval, only.

This paper is structured as follows: Related work will be discussed in the next section. Section 3 introduces the Khresmoi project. In Section 4 the system is described from the user point of view. The interaction work-flow we envision users to follow is also presented. Furthermore, Section 5 covers the retrieval algorithm used for this prototype. Section 6 sums up and Section 7 discusses our work.

2 Related Work
Clinical image data in a hospital environment is currently typically organized in a Picture archiving and communication system (PACS). There are various different systems available distributed by large international companies. While these systems can handle large amounts of data generated in the hospital and are directly connected to the data sources they all have a major drawback. Content based image retrieval is not supported. Our proposed system tries to overcome this deficit.

User interface related developments described in this work are mainly based on the ezDL1 software framework (compare [Beckers et al., 2012a]). The authors describe an agent based retrieval system to access heterogeneous distributed digital libraries. While the original system is not used in the medical domain, it can be easily adapted and extended by adding further data sources. It also has built in logging functionality on user interaction level which can be activated if user experiments are about to be conducted. How this system was adapted to the Khresmoi project radiology use case is described in the following section.

3 Khresmoi Project
Khresmoi2 is a project funded by the EU and currently is its third of four years. It aims at developing a multilingual, multi-modal IR system for biomedical information. It advances the current state of the art in several domains. These include the automated extraction of information from biomedical documents, semantic search features, linking information extracted from different sources, automated analysis and indexing of numerous medical images like X-rays as well as 3-dimensional data and supports cross-language IR. Moreover, a flexible user interface framework tailored at supporting a variety of different tasks and user interaction styles is under development. It is a versatile system supporting various platforms. This includes full featured desktop clients for PC, Mac and Linux,

1http://www.ezdl.de
2http://www.khresmoi.eu
a browser based version for high flexibility and an Android app for mobile use. All clients share a common brand identity allowing for an easy transition between them.

The project has different use cases each targeted at a special user group. All user groups have different needs which are also addressed by the aforementioned variety of user interface versions, each featuring different tools suited for the most common tasks of the user group. One of these user groups in the field of medical professionals consists of radiologists. A adapted version of the desktop client interface (see Figure 1) is under development. A prototype of this interface as well as the underlying retrieval mechanism—also referred to as Khresmoi for radiologists—will be explained in the following section.

4 Work-flow description
As mentioned in Section 1 one distinct use case for the Khresmoi project is the radiology department in a hospital environment. There it will be used in the process of writing diagnoses based on visual analytics of images of various modalities. Therefore, Khresmoi for radiologists will be connected to a hospital database like a PACS system. This database also provides the basis for case retrieval. The work-flow we envision is as follows:

First a radiologist selects the case in question by means of a tabular index perspective. It gives basic information about all cases, like imaging technique used or patient demographics. The table can be sorted and filtered to allow a quick search. Users can request additional data about any case by clicking on it. This will load the report about that case, if any exists, as well as the actual image data. Because the system will be deployed within the hospital network, the transfer time of these potentially large files is expected to remain reasonable. If a user decides to query the system with a specific case she is able to narrow down the search by marking one or more regions in the image data as relevant. How this information is used in the retrieval process is explained in Section 5. In the prototype’s current state of development marking regions of interest is based on rectangular areas that can be selected in the two dimensional images.

Results will be presented in a list of result items. Every item consists of a representative preview thumbnail of the image as well as basic meta data. These include patient age and gender, the image acquisition date and a short version of the report along with pathology tags. The default sorting is relevance based, while the results can also be sorted by acquisition date in both orders. Users are able to group the result set according to case meta data values. For instance one might be interested in cases that correspond to a certain disease. All matching cases can be highlighted within the result set or it can be filtered showing only matching cases. Radiologists can retrieve the actual image data and the report for any case by clicking on a result item in the list. It will then be shown in the central part of the interface or in a separate window. All cases can be stored in a tray or basket and will on demand be saved permanently for easy access in the future.

Further information on the actual retrieval process and the novel technological aspects our system is described in the following section.

5 CBIR
The content based image retrieval part of the described system is developed and located at the Medical University Vienna, with the CIR lab. The system includes the capability for the data management and storage of very large medical volume datasets and employs state of the art computer vision techniques to analyze and index the data. The indexed data as well and the indexing service is made available to the Khresmoi framework through a private API. The data set used in the index is a collection of 3876 3D-CTs and MRs extracted from the PACS of the General Hospital Vienna / MUW. The CTs and MRs originate from all different scanners present at the department of radiology.

Processing data flow The data is transferred from the hospital’s PACS to an internal data base system, after detailed anonymization of all data and meta-data. Subsequently each volume is processed, its visual features computed, and these features are added to the index. The entire data analysis is formulated as a map-reduce graph, wherein each node in the graph can store its results on disc. The inter-dependencies of the nodes are automatically exploited such that adding a new volume to the data store only triggers the computation of the minimally required subset of nodes in the graph to ensure a valid index. This approach also implicitly provides the ability to run the computations in parallel on a compute cluster, and implicit robustness to errors in the node’s computations or machine failures.

Computer vision methodology The main components of the computer vision processing pipeline include the correct orientation of the volume in regards to a reference atlas, the registration to this atlas, the computation of super-voxels and several visual features per super-voxel and finally the computation of the index. The orientation of the volumes as delivered from the PACS can be arbitrary, but is defined by the volume’s headers. A simple but important aligning step ensures that the volume has the same orientation as the atlas. The atlas itself consists of one whole-body CT scan. After the orientation, alignment and affine registration is performed between the volume and the atlas. This estimates the translation, rotation and scaling parameters necessary to best align the volume to the atlas. Subsequently, a non-rigid registration estimates the complex non-linear deformation necessary to obtain a correct voxel-by-voxel alignment between the volume and the atlas. The voxels of the aligned volume are divided into non-overlapping parts, i.e. so-called super-voxels. This commonly employed computer vision technique aims to extract regions which are maximally homogeneous within each region and maximally distinct between adjacent regions. The number of super-voxels is set to be three to four orders of magnitude lower than the number of voxels, greatly speeding up the feature computation and indexing, while losing very little information which would be relevant to the task of retrieving similar regions in the volumes. We employ an adapted variant of SLIC super-voxels incorporating the monogenic signal, which allow for smoother and more regular super-voxels. For each super-voxel a set of well-established visual features is computed, namely gray-level co-occurrence matrices with Haralick-features (as for example employed in [Valentinitsch et al., 2013]) and Haar-like wavelets as described in [Donner et al., 2010], as well as Bags-of-Visual-words of Local Binary Patterns (LPB) and gray-level histograms. The framework is not limited to these visual features, and the best set of features for each retrieval scenario can be found through a cross-validation.
Figure 1: Screen shot of the current user interface prototype
approach. The evaluation of different visual features is the current focus of our research. These features are concatenated, yielding a \( n\text{Features} \times n\text{Supervoxels} \) matrix per volume. The actual indexing of these features across the data set is performed using different methods, which are currently under evaluation. ProductQuantizers [Jégou et al., 2011] are used to quickly retrieve the most similar super-voxels, given a query super-voxel, in the \( n\text{Features}\)-dimensional feature space. The evaluation of such a system is performed on two fronts: one is concerned with measuring the effect and improvement of using this tool in clinical practice. This is mainly assessed through controlled experiments with medical experts using the system. A detailed analysis of the usage, supported by video monitoring and eye-tracking allows to measure improvements in GUI design and overall retrieval performance. Detailed interviews with the study participants are also employed in each evaluation round. The second metric is the numerical evaluation of the details of the retrieval pipeline using a large set of cases with existing diagnostic reports as ground truth. An automated semantic analysis of this corpus yields a distance metric between the cases, and the performance of the retrieval system can be evaluated against it.

6 Conclusion

We presented a system for content based image retrieval planned to be deployed in a hospital environment. Current systems like the common PACS work-stations do not support the retrieval of cases by means of image data. This leads to an inefficient and overly complex work-flow for radiologists while diagnosing cases. Our system can be used to quickly find similar cases to the one at hand without the need to rely on external sources. Therefore, data is at first anonymized and transferred to our system, where it is mapped and aligned to an atlas. By using super-voxels for computation the process is sped up significantly. The volumes are then indexed by their visual features over supervoxels, using map-reduce graphs to structure the computational data-flow. The actual indexing can be performed using different methods. These as well as the user interface will be further evaluated in the future.

7 Future development

Also in the near future the system’s prototype will be extended by additional data sources. It will include 2D image documents taken from the Pubmed\(^1\) database as well as textual documents. This data is provided within the Khresmoi project and part of the other use case prototypes. The radiology system will benefit from this addition because users can access more information relating to the current case. Based on the image retrieval result the system will extract textual keywords which will be used for an initial query to the 2D and textual document sources. Result are presented directly in the user interface without any user interaction while making sure the work-flow is not disrupted. The user may then choose to alter the automatically generated query and reissue it while the initial 3D query and result set remain unmodified. We think this system will improve the accessibility of medical resources needed for diagnosing difficult cases as well as reduce the time between the taking of an image and the making of a diagnosis. Nevertheless, the system will have to undergo user evaluations in the future to test both the user interface and the quality of the actual retrieval. Those evaluations are foreseen to take place in the forth project year.
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Abstract

The Digital Research Infrastructure for the Arts and Humanities-project (Dariah-DE) is dedicated to evaluate information retrieval technologies for research infrastructures of social-, human- and cultural studies like universities. One on of the main project-participants is the Salomon-Ludwig-Steinheim Institute of German-Jewish-History which documents Hebraic tombstones as a part of Jewish history and life. A query-by-example could help to improve investigations in this image-database. The content based image retrieval (CBIR) could be done using different features like interest point algorithms (IPA). These algorithms find the most stable points like corner in images and calculate a comparable representation for this point using the surrounding pixel intensities. An amount of these stable keypoints will describe the content of the image.

In this paper an example collection of Hebraic tombstone is used to evaluate IPA-detector-descriptor-pairs like SIFT-SIFT, SIFT-BRISK, SURF-SURF, SURF-SIFT, SURF-BRISK and CenSurE-SIFT. Their tolerances in the difference of object-scale, illumination and perspective angle are tested. Further user-driven test-scenarios for CBIR are used to investigate the applicability of the IPs when similar images in context of scientific cultural research have to be retrieved.

1 Introduction

Content based image retrieval (CBIR) is one possible approach to retrieve similar images if tags, descriptions, surrounding document-text or query-terms are missing. Different requirements have emerged in the different domains for matching a query-image and retrieve relevant pictures with a similar object. Different features like those of the interest point algorithms (IPA) could be used to retrieve similar images. For example [Aman et al., 2010] uses IPA in context of computed tomographic colonography computer-aided detection. Those algorithms like Scale Invariant Feature Transform-descriptor (SIFT) by Lowe can be used to describe the content of an image [Lowe, 2004]. Like Sperker and Henrich have shown these IPs can be used in different context like car model detection [Sperker and Henrich, 2013].

The context of this work is the Digital Research Infrastructure for the Arts and Humanities-project (Dariah-DE) which is dedicated to strengthen the research infrastructures of for social-, human- and cultural studies like European universities institutions. One goal is to evaluate the usage of CBIR for cultural databases of fields like preservation of sites of historic interest, Jewish studies, art history etc. As [Kampel et al., 2009] have shown, IPs could be used to identify historical coins. [Valle et al., 2006] used them to search in databases of historical photographs. These and the previous mentioned articles lead to the question if IPs could be used for other cultural domain in context of CBIR.

One participant of Dariah-DE is the Salomon-Ludwig-Steinheim Institute of German-Jewish-History. The goal of this institute is to preserve the historical grown graveyards of Jewish communities. Because of the holocaust a lot of these cemeteries were abandoned as the communities vanished. The institute documents these graveyards and saves images of the tombstone in a large database. These image collections are used for research in the field of German-Jewish-History. The university of Bamberg as a participant of Dariah-DE is evaluating possible CBIR-solutions.

Those algorithms consist of a detector, which is a calculation of the most stable and unique points of an image such as corners, and a descriptor, which is a mathematical representation for those keypoints. Here the surrounding pixel values are used. For every image its descriptor represents the content and can be compared to retrieve similar images.

In this paper different detector-descriptor-pairs of IPs are evaluated for the CBIR of scientific cultural image collection. Two main test-sets were used to investigate the performance of IPs. The first are synthetic tests evaluating the IPs with images containing different interference factors such as variance in illumination, scale change caused by zoom and a perspective change in the angle around a tombstone. The second set was created from image collections of the Salomon-Ludwig-Steinheim Institute of German-Jewish-History and the local Professorship for Jewish studies. It consist of different search scenarios such as the CBIR using snippets of epigraphics, ornaments and symbols as well as the search for whole similar tombstones and historical pictures from the early 1920s/1940s. The search for historical picture is done with fragments and whole tombstones.

The article is structured as follows: Section 2 will summarize some of the related evaluation work and give two examples in context of the recognition of cultural objects and the CBIR in historical image collections. Then the

evaluation-application with its functionality and the processing steps for indexing and searching are described in section 3. After that the IPAs are introduced and the evaluated algorithms are discussed in section 4. The pretest to determine applicable algorithms is discussed in 4. The test-design with the different purpose and goals of the scenarios are explained in 6 and the results are given in section 7 and 8.

2 Related work

Most of the evaluation-experiments have the goal to determine the performance of the IPAs, when 2D and 3D objects are rotated, the illumination or the scale is changed and the angle of the perspective is increased. One of the first articles for feature-based matching of images was Schmid et al. [Schmid et al., 2000]. The performance of the Harris-Corner-Detector was measured via repeatability which is a highly accurate measure used in lab-environment [Harris and Stephens, 1988].

Since then Mikolajczyk et al. evaluated new IPAs like SIFT which has proven to be one of the most stable algorithms [Mikolajczyk and Schmid, 2003; 2005]. Furthermore Mikolajczyk et al. have shown the limits for IPA-detectors when changing the angle of the perspective from 30° to over 60°, which will result in less repeatability [Mikolajczyk, 2004].

Fraundorfer and Bischof made a differentiation between planar 2D- and 3D-scenes to test the algorithms [Fraundorfer and Bischof, 2005]. Here the Maximally Stable Extremal Regions (MSER) [Matas et al., 2002] were used as detector and the repeatability was measured when the angle of the perspective was changed. The experiments showed that most of the algorithms like MSER provided less good results when 3D-scenes were used. Moreels and Perona have reported similar results when 3D-objects where perspective transformed by 30° [Moreels and Perona, 2007]. Here the MSER-detector and the SIFT-descriptor produced only 20% stable matches.

Additional results by [Gil et al., 2010] showed in the context of Simultaneous Localization And Mapping that SIFT and Speeded Up Robust Feature (SURF) [Bay et al., 2008] were able to compensate worse illumination and different scale changes. In the same context Center Surround Extrema (CenSurE) [Agrawal et al., 2008] was evaluated among others by Gauglitz et al. [Gauglitz et al., 2011]. CenSurE showed stable results when zoom or illumination was changed. Again SURF- and SIFT-descriptors performed very well. Dahl et al. explained in [Dahl et al., 2011] the efficient combination of a MSER-SIFT combination but as will be shown later on MSER could not pass a standard test.

In context of CBIR of cultural pictures [Kampel et al., 2009] the IPA can support the identification of unique historical coins to archive and protect them from forgery. Additionally in old image collection a query with a newer picture can be used to search for historical photographies as shown by [Valle et al., 2006]. But there is much more work to be done in context of Digital Humanities. Additionally the usage of IPAs has to be transferred to a practical level.

3 Evaluation-System

For evaluation-purpose a 32bit C++ application named PatRecEval was implemented using the functionality of OpenCV 2.4.3.2 Most of the state-of-the-art algorithms can be found here. PatRecEval is able to index collections, save the descriptor-keypoint-index as YAML-files and load them to enable a query with the same IPAs. A very fast implementation for the detailed view of two matched image can be used for detailed investigation. Every matched keypoint in the images of query and index is marked with a dot linking line to the correspondences.

For completeness and accuracy a brute-force-approach with cross-validation was used to match the descriptors of the images. Every image was normalized in size for performance and equality. The matrix of the query-image is analyzed with the same detector-descriptor-pair and a direct vector-representation for the image and its keypoints is computed. To transfer matched keypoints from the query- to the indexed image a homography is used, which is determined by the Random Sample Consensus-algorithm (RANSAC). This normed distance from the corresponding keypoints is used to filter outlier. The images can be ranked according to the number of relevant matches (inlier) and the number of irrelevant matches (outlier). The more inlier an image has the more relevant it could be. A higher amount of outlier is assumed to decrease the relevance of an image.

4 Interest Point Algorithms

The IPAs are middle-level-feature, while color-histogram are categorized as low level feature, which can determine the most stable and unique points against changes in illumination, scale or perspective via detector-algorithm. A unique representation-matrix as a comparable numerical descriptor is produced for these keypoints. This representation can be compared via distance measure like the Euclidean distance for floating point descriptors or the Hamming distance for binary string-descriptors.

Since the applicability of the different IPA-detector-descriptor-pairs was tested, only the pairs with positive results remain (see section 5). The evaluated IPA-detectors are SIFT, SURF and CenSurE. The numerical descriptors are SIFT, SURF and the binary are Binary Robust Invariant Scalable Keypoints (BRISK) [Leutenegger et al., 2011]. Since 2004 SIFT is one of most efficient, state-of-the-art IPAs. Lowe describes in [Lowe, 2004] that the image is transferred into scale-space and the local extrema are found via a Difference of Gaussian-function, known as DoG. The detected points are only accepted if they, compared to all of its pixel-neighbors in different scales, differ in their intensities. Unstable edges or points prone to contrast-changes will be filtered via the Harris-Corner-function, the determinant and the ratio of the smallest and the biggest eigenvalue. The descriptor is built using the gradient strength and orientation. Around the point 4x4 subregions with 8x45° orientations form a 128-dimensional descriptor.

SURF takes the ideas of SIFT and improves them by approximating the Laplacian of Gaussian (LoG) with linear box-filters and integral images. With a Determinant-of-Hessian the local extrema are extracted. A 64-dimensional descriptor is calculated using the filter-responses of Haar-wavelets regarding different sizes and the orientation of the intensities in the subregions around the keypoint.

CenSurE approximates the LoG with a octagonal bi-level-filter and the difference of octagons of an inner and an outer region of the filter. The image is transferred into scale-space via Gauss and seven filter-scales are applied to
the picture. After a non-maximal suppression, only those minimal and maximal extrema are accepted which pass an adapted Harris-Corner-Response-function composed of curvature and trace [Agrawal et al., 2008].

A BRISK descriptor contains a string of binary values which are determined by intensity-tests. Around the key-point a pattern of Gaussian convolved regions is applied. Two subsets of short- and long-distance-pairs are build considering distance-restrictions. The long-distance-pairs are used to determine the gradient-orientation and the pattern is rotated according to this. The tests for the short-distance-pairs are used to construct the descriptor.

5 Pretest

OpenCV provides most of the state-of-the-art IPAs for feature-detection and description. To select applicable detector-descriptor-pairs they have to pass a standard-test. For this test an image collection of CD-covers from the Stanford university was used with the default OpenCV-configuration of the IPAs [Begen et al., 2011]. Exceptional parameter adjustments were made for MSER (max. are-size 650px), FAST (edge-threshold of 28) and BRISK (edge-filtering-threshold via FAST is set to 5). Four images of one CD-cover are contained in the collection and at least three of them have to be found at the first ranks which mean a precision@4 of 75%. This test does not consider the specific mannerisms of the tombstone-images but if a IPA fails at this task, it cannot be used for more domain-specific images.

After these results a picture of a perspective transformed tombstone was evaluated with the IPA-pairs to check the results. The passed IPA-pairs are summarized in table 5. MSER, Features from Accelerated Segment Test (FAST) [Rosten and Drummond, 2006], oriented FAST and oriented BRIEF (ORB) [Rublee et al., 2011], Fast Retina Keypoint (FREAK) [Alahi et al., 2012] and Binary Robust Independent Elementary Features (BRIEF) [Calonder et al., 2010] failed the standard-test and are not further discussed.

6 Test design

After this the detector-descriptor-pairs were calibrated for the given image-collection of Hebraic tombstones. The parameter of synthetic tests were used to assess the performance of the algorithms when different interference factors would occur:

- Illumination: The deviation of intensity from the auto-adjusted setting of the camera from $[-2, -1, +1, +2]$ (−2 means a underexposure and +2 an overexposure).
- Zoom: The focal distance in a range of [18mm, 25mm, 31mm, 43mm, 49mm, 55mm] from a default of 37mm.
- Perspective: The angle measured with a protractor from 0° to 80° in 10°-steps.

For the change of angle perspective the rate of irrelevant matches (RIM), which are none-object-correspondences, and for all three types of synthetic tests the false-positive-rate (FPR) of the matches were manually counted and calculated. For the last two tests the irrelevant background was cut. The goal of these three tests was to get the overall limits of the IPAs in case of interferences factors which could occur in the field.

The third test contains different scientific search-scenarios which were discussed with the Professorship for Jewish studies and one member of the chair of art history of the university of Bamberg. These users wanted to find similar tombstones, search in historic image-collections and retrieve tombstones with epigraphics, symbols or ornaments. For the last three scenarios snippets were cut from the images and used as query. For the other scenarios complete images were used. Every scenario had at least 3 pictures. Every set had 4 query-images. Altogether the collection for this first explorative evaluation has a size of 125 pictures from the Salomon-Ludwig-Steinheim Institute of German-Jewish-History and the local Professorship. The creation of a bigger collection was not possible due to high effort in finding similar images and time limitations. 19.2% of them were never used and were kept as noise. The following performance indicators were used in descending order of importance to give a qualitative evaluation of the IPAs:

1. Overall performance: Normalized Discounted Cumulative Gain (NDCG) considering the rank of relevant matches [Järvelin and Kekäläinen, 2002].
2. Detailed performance: Inspection of the first ten images / the first occurring relevant match. The following questions were important: Where are the keypoints? How much keypoints have been found using the specific descriptor? How are the keypoints spread in the indexed image?
3. Additional Indicator: The distribution of relevant matches in the ranking.

7 Experimental Results for Synthetic Tests

As was shown in the related work of section 2 the perspective transformation will result in stable results until 30° (see table 2). After this point the FPR as well as the RIM are rising. Irrelevant matches (Ir) occur on several parts of the images like moss on the tombstone, background vegetation like trees or graveyard walls. Until 60° the results show worse performance and with an angle of 80° no relevant matches are found. This leads to the result that a possible limit for perspective change is 30°. After this point the results for the use of IPAs become unstable. Some of the algorithm like SIFT and SURF are having trouble dealing with regions with high intensity variation caused by mos. The algorithms found a lot of keypoints which affected FPR and RIM. One example is shown in table 2 for SIFT-BRISK displaying the limit of 30°. After this point the FPR rises as well as the RIM. Note that this detector-descriptor-pair finds less keypoints, the RIM and FPR are directly affected if a correspondence is irrelevant/false.

<table>
<thead>
<tr>
<th>Angle</th>
<th>In</th>
<th>Out</th>
<th>Ir</th>
<th>RIM</th>
<th>False</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>10°</td>
<td>191</td>
<td>264</td>
<td>30</td>
<td>15,71%</td>
<td>1</td>
<td>0.62%</td>
</tr>
<tr>
<td>20°</td>
<td>124</td>
<td>300</td>
<td>8</td>
<td>6.43%</td>
<td>1</td>
<td>0.86%</td>
</tr>
<tr>
<td>30°</td>
<td>116</td>
<td>305</td>
<td>12</td>
<td>10.34%</td>
<td>1</td>
<td>0.96%</td>
</tr>
<tr>
<td>40°</td>
<td>30</td>
<td>305</td>
<td>12</td>
<td>40.00%</td>
<td>1</td>
<td>5.56%</td>
</tr>
<tr>
<td>50°</td>
<td>57</td>
<td>304</td>
<td>57</td>
<td>100.00%</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>60°</td>
<td>19</td>
<td>372</td>
<td>18</td>
<td>94.74%</td>
<td>1</td>
<td>100.00%</td>
</tr>
<tr>
<td>70°</td>
<td>17</td>
<td>317</td>
<td>11</td>
<td>64.71%</td>
<td>6</td>
<td>100.00%</td>
</tr>
<tr>
<td>80°</td>
<td>18</td>
<td>367</td>
<td>12</td>
<td>66.67%</td>
<td>6</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 2: Evaluation data of the FPR and RIM for SIFT-BRISK when a change in perspective occurs.

The test in scale change caused by zoom showed that the images should not differ greatly in the focal distances. Only the range of 31mm until 43mm from a point of 37mm
8 Experimental Results for Scientific Search-Scenarios

As mentioned before the following scenarios were discussed with the users. The collection is composed of different subsets representing the scenarios. These sets are differing in their size but have a minimum of three pictures which could be found as a relevant match. Every image in the collection was normalized in size to equalize the advantages of bigger images where lots of keypoints could be found. Altogether 23 subsets exist with four query-images except the historical search scenarios which have only one. The evaluation results are summarized and example tables and pictures are only given for for the scenarios of a floral ornament, fragments or historical picture and similar tombstones.

8.1 Snippet Queries

The performance of IPAs for the specific scenario is summarized in this section. The IPAs cannot be used to describe the epigraphics on the surface of the tombstones. The NDCG values are very low because the textures between the Hebraic letters interfere greatly. Even great results show no reliable performance of the IPA as the descriptors of the snippet are matched with background elements like an ivy.

The subset of the floral ornaments is one of the largest and contains almost identical designs. The best detector-combinations like SURF-SIFT, SIFT-SIFT and SURF-SURF always found at least two relevant images in the first ten ranks. But in the overall performance they show low NDCG values, wrong correspondences when the images were directly evaluated. The distribution of relevant images in the ranking is very high. A little example is given in the table 4 for CenSurE-SIFT. Even almost ideal rankings are mostly not caused by correct correspondences. The same behavior occurs using the subset of shell ornaments. Here even good NDCG-values don’t indicate good performance cause relevant images are not found by similar descriptors.

Table 3: Evaluation data for the FPR for SIFT-SIFT when the illumination from the norm of the auto-detected illumination is changed.

Table 4: Evaluation data for CBIR of similar floral ornaments using CenSurE-SIFT (rank n and NDCG). The table displays good performance in the first query and worse performance at the fourth query of the fifth subset.

8.2 Fragments / Historical Photography

The subset of historical photographies are from 1942-1954 and 1912. These microfilms are in bad shape suffering from overexposure or scratches. Additionally their were scanned with a small size of 740px x 1024px and always have a different perspective in comparison to the newer images from 2004. If an image is in good condition the performance of CenSurE-SIFT is outstanding. SURF-SIFT works well too but with lots of false correspondences. If the image condition is very bad the performance of all IPAs drops drastically.
cally. The NDCG values for the ranking of CenSurE-SIFT in table 5 show worse performance.

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDCG</td>
<td>1</td>
<td>2</td>
<td>2.63</td>
<td>1</td>
<td>2</td>
<td>2.63</td>
</tr>
<tr>
<td>NDCG</td>
<td>0.06</td>
<td>0.13</td>
<td>0.19</td>
<td>0.06</td>
<td>0.12</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 5: Evaluation data for CenSurE-SIFT showing the ranking and the NDCG values. Eight queries were tested.

Figure 1: Working example at rank 1. All relevant images were found using CenSurE-SIFT mostly caused by surface and epigraphics.

If a microfilm image is in good condition and the tombstone is plainly shown without interfering background-element it can be found. But most of the cases show that keypoints exist on the plain surface of the tombstone, not on other details like the ornaments (see image 1). So the use of IPAs is restricted to collections in good conditions which cannot always be the case. The overall performance is not reliable for CBIR-purpose.

### 8.3 Similar Tombstones

The subsets for similar tombstones vary greatly in their details like ornaments etc. A less shaped tombstone means less keypoints because of the homogenous surface. It is questionable if the remaining details like unique ornaments can be described by enough keypoints/descriptors. The object in the images have to be highly textured. If the indexed image is very similar, preferably identical in design, detector-descriptor pairs like CenSurE-SIFT and SURF-SIFT could be used to retrieve the relevant images as been shown in the example image 2. The table 6 shows good performance of both IPAs.

<table>
<thead>
<tr>
<th>Pair</th>
<th>2-3</th>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDCG</td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>n</td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>12</td>
<td>120</td>
</tr>
<tr>
<td>NDCG</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>12</td>
<td>122</td>
</tr>
<tr>
<td>n</td>
<td></td>
<td></td>
<td>0.10</td>
<td>0.19</td>
<td>0.24</td>
<td>0.28</td>
<td>0.32</td>
</tr>
<tr>
<td>NDCG</td>
<td></td>
<td></td>
<td>0.28</td>
<td>0.13</td>
<td>0.19</td>
<td>0.13</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 6: Evaluation data for CBIR of similar tombstones using SURF-SIFT and CenSurE-SIFT (rank n and NDCG). The table displays good performance at the third query of the second subset.

Figure 2: Relevant image at rank 2 found by SURF-SIFT show good performance. Ornaments are mostly correct described.

Figure 3: Relevant image with wrong correspondences at rank 9 found by CenSurE-SIFT.

But as objects in the image-collection are unique in design and even if the picture in the subset look very similar, the performance is unstable for CBIR. As an example the table 7 shows worse performance of both IPAs in contrast. The NDCG drops as the relevant images have higher ranks. As figure 3 shows, even a relevant image found in the first ten ranks has wrong correspondences resulting in a low rank. Also the descriptors can represent irrelevant content like in figure 5. Additionally the details of a image will not be described as figure 4 show.

As a conclusion the performance of the IPAs are to unstable to use them for CBIR. A tombstone has to be too identical and even if it was found as a similar image, irrelevant parts interfere or details like ornaments are not described.
Table 7: Evaluation data for CBIR of similar tombstones using SURF-SIFT and CenSurE-SIFT (rank n and NDCG). The table displays worse performance at the fourth query of the third subset.

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDCG</td>
<td>1.00</td>
<td>2.00</td>
<td>2.63</td>
<td>3.13</td>
<td>3.56</td>
</tr>
<tr>
<td>n</td>
<td>12</td>
<td>14</td>
<td>20</td>
<td>116</td>
<td>123</td>
</tr>
<tr>
<td>NDCG</td>
<td>0.08</td>
<td>0.15</td>
<td>0.22</td>
<td>0.26</td>
<td>0.30</td>
</tr>
<tr>
<td>n</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>13</td>
<td>120</td>
</tr>
<tr>
<td>NDCG</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.82</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Figure 4: Relevant image at rank 1 found by CenSurE-SIFT. Details of tombstone are not described, surface intensities are too strong this could cause unstable performance.

Figure 5: Relevant image rank 6 found by SURF-SIFT. Most of the matches are coming from the soil surface.

9 Conclusion

This article has used a scientific cultural collection of Hebraic tombstones to evaluate the performance of IPA for CBIR. The OpenCV 2.4.3 implementations of the state-of-the-art algorithms were evaluated: SIFT-SIFT, SIFT-BRISK, SURF-SIFT, SURF-SURF, SURF-BRISK and CenSurE-SIFT. The tolerances for these IPAs were determined in the field. They showed stable performance with a change in the view-angle up to 30°, overexposure or a change in scale caused by zoom. The difference of the focal length of two images showed that the IPA could handle up to 6mm with very stable results.

The test scenarios for CBIR showed that snippet-images dangerously decreases the amount of possible keypoints. Additional it is not guaranteed that keypoints are found on the specific parts of the image which has to be described. In some cases the descriptors are compared with irrelevant image-parts and returned as a better match than similar details on the tombstone.

If the collection contains older pictures like microfilm images the condition of these pictures is a crucial factor for CBIR. As shown in the synthetic tests for illumination change, overexposure can be handled, but if the perspective differs greatly, the image is scratched, some parts are suffering from overexposure the IPA cannot be used for CBIR.

If whole images with similar tombstones should be found, the objects have to be too equal or have to contain very similar, detailed and distinct attributes to describe the content. The overall performance for CBIR of similar tombstone is too unstable as IPA can be used to find images effectively.

Even though some algorithms show outstanding performance. The combination of CenSurE-detector and SIFT-descriptor showed good NDCG-values, enough keypoints on the tombstone and a good distribution of the relevant images in the ranking. Other algorithms like SIFT-SIFT, SURF-SIFT or SURF-SURF had the advantage to create lots of keypoints which meant a higher probability that images could be found.

Because only the implementations of IPAs contained in the OpenCV-distribution were used, there are more algorithms like affine-SIFT to be evaluated [Morel and Yu, 2009]. Another approach could be to create hybrid descriptors using the Daisy-descriptor with most common ones like SIFT. The Local Energy based Shape Histogram (LESH) could be used to describe the shape and to filter irrelevant outlier. Additionally other algorithms than RANSAC like [Moisan and Stival, 2004] could be used to determine correspondences.
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Abstract

This paper reports on the efforts to establish a research project on a geospatial search engine for the Latinamerican country of Honduras as well as establishing an encompassing research group on information retrieval during the author’s stay there at a local university. Honduras is an interesting example of the challenges for information and knowledge management in developing countries as it combines many of the issues that might be encountered. These include low Web coverage in a low-resource country, cross-language information retrieval, and generally, work in challenging circumstances. The specific focus on geospatial information uncovers further issues that need to be addressed, such as informal addressing systems, broad or incorrect location references, or insufficient ground truth in databases. The research stay yielded valuable experiences, even if the tangible results of the project stay behind the original goals.1

1 Introduction

Location is an important organizing principle for many Web search tasks. In most industrialized nations the search for locations features prominently within search engines and users are used to seamlessly working local search with a multitude of correct results. It works this well because there is both good data available and tailored technology to make use of it.

But in many developing countries, the situation is gravely different. Local search may not be as accessible, important places are missing, or the information density is rather low, only mentioning a name without more in-depth information. Errors or inaccuracies may further complicate the situation, if information is even available in the first place. The basic usefulness of mobile phones and their applications in developing countries have already been shown Duncombe and Boaetang, 2009; Donner, 2008; Hagan et al., 2012; Frias-Martinez et al., 2012; Frohlich et al., 2012, but search in general has received less attention Chen et al., 2010; 2009; Kothari et al., 2009. In this paper, we want to examine the special case of geospatial search in developing regions and we explore it by means of the Latinamerican country of Honduras. The basis question then is, how can one make local search (or even Web search in general) work in a low-resource country with only very little Web coverage where few people even have Internet access? The available potential has to be assessed and a roadmap drawn for the realization.

An overview of the project’s challenges of a country-specific search engine has previously been published, discussing the challenges at the beginning of the project [Ahlers, 2011]. We elaborate on these challenges with some added hindsight of research performed in the meantime in the form of this consolidated report.

1.1 Social background

Some socio-economic statistics abridged from [Ahlers and Henze, 2012] should help to better understand the expected background and population. Honduras is a developing country which is classified as a lower-middle-income economy2, ranks 211st in the Human Development Index worldwide, and is the sixth-poorest country in Latin America3 with 23% of the population below the poverty line4 and 60% of the population below the national poverty line5.

Despite these numbers, Internet use is rising fast, with 11% of Internet users in the population in 2010 up from 1% in 20006. Very little reliably data is available on mobile phone or mobile Internet use in Honduras. Even a project partner, a local telecommunications company, could not readily provide such information. While computer ownership is at only 2.5%, peoples’ mobile subscriptions are much more promising. From 3% in 2000, they have surpassed 100% in 2008 and were at 125% in 2010. This oversaturation can be explained by the practice of having mobile phones for different providers to take advantage of lower calling cost. More useful is the estimate of people actually owning a mobile phone at about 75% in 2010. Informal estimates for the share of smartphones with Internet

1The research described here was carried out at UNITEC – Universidad Tecnológica Centroamericana, Tegucigalpa, Honduras.

2http://data.worldbank.org/country/honduras
4http://www.unicef.org/infobycountry/honduras_statistics.html
8http://www.latinobarometro.org/
access are around 10%, which hints that a lot of Internet use happens on mobile devices.

While the very unevenly distributed use of communication technology denotes a strong digital divide in Honduras, mobile phone and Internet use is rising. This is reflected in the strategies of mobile phone providers, who aim to cater to the bimodal use by offering initial smartphone solutions, but chiefly providing texting and USSD (menu-based dialogs) services. Overall, this means that Honduras is a latecomer but is quickly catching up, which makes local search a viable option for future applications. With increasing use of online services, this might also reach larger parts of the population [Chong and Micco, 2002].

This might also help answer the question of whether such a service is really needed and whether there are not more pressing needs. Currently a large part of the population cannot afford expensive services, lives mostly by subsistence farming and might only buy at local small shops in their neighborhood. These people mostly will not need these services. But with a slowly growing middle class and more people expecting local search to work, many users would benefit. Thus, while local search might be regarded as a luxury, especially in view of a large poor population, the adoption of services for the population capable of affording the necessary technology to participate, can still be a worthwhile undertaking and may, by uncovering and presenting available information, improve the general data situation and might lead to other undertakings that might benefit a larger amount of the population.

2 Development process for geospatial search

Many research projects have been undertaken to extract the location information for a special vertical geospatial Web search, e.g., [Ahlers and Boll, 2007; Purves et al., 2007; Markowitz et al., 2005; Borges et al., 2003]. Also commercial services such as Google Maps, Google Earth, Bing Maps, or Yahoo! Maps are building location-based search applications and creating indexes of geospatial information [Ahlers, 2012a]. However, no tailored geospatial search for Honduras exists and the existing services showed some shortcomings. The initial project idea therefore was to work towards a geospatial database of Honduran locations, places, points of interest and Web pages in close cooperation with a local mobile telecom provider [Ahlers, 2011].

The main challenges concern the requirements and data situation; and the analyzing, extracting and indexing of location data. We base this on the general process life cycle of finding and using geospatial Web information presented in [Boll and Ahlers, 2008]. This includes processes of discovery, understanding, augmentation, and exploration as shown in Fig. 1. Extending this data-centric viewpoint towards the process for a whole search engine, we arrive at a development process for a geospatial search engine [Ahlers, 2013c]:

General situation assessment and understanding:
The first step in creating a new geospatial search engine is to get an overview of what applications and services may be interesting and relevant. Specific undertakings range from market analysis, viability analysis, and data source investigations over requirements engineering to data analysis and user studies, regarding search and/or mobile applications. These can provide initial insight into the needs and gaps in the currently available systems and would also provide requirements for subsequent steps.

Market: Quite an obvious step, a market analysis should find out if the intended solution is actually new and needed or if other participants can provide some help.

Data: The data situation is the most important, as it plays an important role in the feasibility analysis. This includes how much data is available, what its characteristics and quality is, which additional sources are available.

Users: As a search engine is an offer towards users, their requirements and situation have to be taken into account. Also, the target group needs to be identified or selected first. Informal interviews, user studies, or usage observation can provide valuable insight.

Building a knowledge base: To aid in the extraction of geospatial data, a bootstrapping of known geographical placenames is normally used. Such gazetteer data can either be directly available or needs to be collected and combined from multiple sources.

Discovery and analysis of data sources: To get a good overview, many data sources have to be explored to understand the type of information they offer and estimate the amount of data available.

Extraction and analysis of data: Specific extraction methods have to be developed. These especially concern geoparsing, i.e., the identification and extraction of location references, and geocoding, i.e., the grounding of location references to geographic coordinates.

Web crawling: For crawling a country-specific Web, the characteristics and boundaries of the country in the Web have to be defined to setup parameters for the crawl.

Source integration: The different identified sources need to be integrated. Local search is not just a document search but is also an entity search in the sense that it models georeferenced documents as well as the actual georeferenced entities described in the documents. For this cross-correlation and entity resolution across all results is performed.

Building interfaces: Finally, based upon the available data and potential augmentations from additional analysis steps, interfaces for users to actually access the index are to be developed.

Then we further have cross-sectional issues such as problems encountered along the way in all the different steps,
which have to be solved and integrated. A major point here, especially for a researcher who is a foreigner in the country, is to be aware of own biases and preconceived notions or assumptions. To this end, one should try to talk to as many people as possible and try to collect as much information as possible, especially if it is contradictory. Actually, this is a good hint that something is not as easy as it might seem. As in good journalism, it is better to ask at least two sources so that assumptions cannot go wrong that easily. This classification and more formal description is a work in progress [Ahlers, 2013c] which is visualized with its strong interdependencies in Fig. 2.

3 Challenges and realization

We will shed some light onto this process by examining it from the viewpoint of geospatial search in Honduras. We discuss challenges identified in [Ahlers, 2011] and organize them along the development process. We also expand the presentation with research results gathered in the meantime.

3.1 Search engine market

The big search engines provide map data, sometimes at very good quality and also provide some map-based local search. However, compared to other regions of the world, there is very little local information available and its depth is very low, often offering nothing more than a name and a rough location. Instead of waiting for other players to take up the market, the current situation offers a unique potential to build a Honduran geospatial search engine. While the Web coverage is still low and the address scheme makes exact location extremely difficult, Web usage is rising, potential data sources exist, and people begin using location-based services which creates sufficient demand and support. Honduras has no own search engine, and people regularly use the big international search engines, mainly Google. There exists a local domain, google.hn, which seems to give a slight preference to pages about Honduras as part of the location customization\(^9\). Local search [Ahlers, 2012a] has initial data, but is far from a comprehensive coverage – which is in part the topic of this research. Similar research projects have been described, for example, for Chile [Mendosa et al., 2009], Portugal [Gomes et al., 2008], Brazil [Borges et al., 2003], or Germany [Markowitz et al., 2005; Ahlers and Boll, 2007].

3.2 Users

The most comprehensive overview on mobile phone use in developing countries was a literature study [Donner, 2008] reviewing about 200 studies. An ethnographic study of 26 participants by means of interview and shadowing was done to examine the use of mobile phones to maintain a social network for migrant workers in cities in China [Lang et al., 2010]. It was noted that social interactions happen throughout the day, with little distinction between work and spare time, for non-factory workers. The use of mobile phones can also be understood as a method of empowerment in developing nations. [Blumenstock and Eagle, 2010] analyzed patterns of mobile phone use in Rwanda with a joint approach of using demographic surveys and call detail records analysis of a mobile operator, additionally discussing other surveys done in the developing world. For insights focused on Honduras, we did a user study on the use of local search and local information seeking behavior in general [Ahlers and Henze, 2012]. Among other things, we found that the preferred modes and sources of information search are word-of-mouth or existing knowledge about locations, combined with a knowledgeable social circle as seen in Fig. 3. This social aspect may also explain why the most used online source is Facebook, followed with a distance by search engines. Overall, local search is not that prevalent and social aspects are very strong. Due to rather little search happening on the move, there is less of the usually associated here-and-now mentality [Ahlers and Henze, 2012]. One implication of these findings is that the search engine most probably would have to follow a hybrid approach to access a variety of data sources, also including the social networks, or even employing crowdsourcing to establish both relevant information and trust.

Privacy and security in geolocalization

In Honduras, privacy concerns are connected to bigger security concerns. Due to a high level of targeted criminality, many people prefer to keep their personal information, especially their location, very private [Ahlers and

\(^9\)http://support.google.com/websearch/bin/answer.py?hl=en&answer=179386
Henze, 2012). Yet, many entries in location-sharing services explicitly concern people’s own houses (“Mi casa”, “My house”). In these cases, the functionality seems to override security concerns. Additionally, in part due to the security situation, people will not walk and rather take cars, taxis, or buses and would only get their phone out in safe places, but not just on the street. This influences usage, which is not as spontaneous as in other countries and happens less on the move. Therefore, developed services need to ensure safe handling of people’s location data and also consider a less spontaneous mobile use.

3.3 Country-specific characteristics

A very challenging characteristic of Honduran location references is that exact locations in the form of addresses with house numbers in a formal, high-granularity addressing scheme are usually not given. This seriously impedes a high-granularity approach that would try to map information to individual buildings. There are some areas or smaller cities where a rectangular street grid exists, which usually also allows for a better addressing scheme. However, in most regions, location references are given by city name, city district and sometimes the street name. Various other forms of descriptions have evolved that allow finding a certain building. Often these are given additional directional information such as nearby landmarks or well-known buildings. Sometimes a description is accompanied by a sketched map, a so-called croquis to help with orientation. The usually encountered low-granularity location references – in common Web pages as well as in databases – pose a particular problem to geoparsing, the extraction of location references from general text. The example in Fig. 4 shows varying descriptions and given locations for a place.

3.4 Data

The official language of Honduras is Spanish, and normally, the articles from this language would be expected to sufficiently cover the country. However, at the Caribbean coast and Bay islands of the country, English is a recognized regional language and is more frequently spoken, mainly by the Garifuna population. Additionally, this is the main area for foreign tourism and much information of a tourism nature is more comprehensively available in English than in Spanish. Therefore, a search engine that should cover the whole of Honduras needs to use cross-language retrieval techniques.

Furthermore, there is an interesting anomaly for Honduras in that much information about the country exists in English instead of Spanish. For example, while examining Wikipedia, we noted that there exist more English geotagged articles than Spanish ones. This is shown as an example in Section 4.

In trying to define the Honduran Web, we took two separate approaches as discussed in [Ahlers et al., 2012]. First, we had a look at DMOZ, and second, we built a list of all Honduran domains under a .hn ccTLD. The DMOZ Open Directory has relatively little coverage for Honduras. In the English hierarchy, it contains 421 entries, with 10 from .hn (2.5%) and 411 others; for Spanish, there are only 96 entries, but 46 are from .hn (48%), only 50 from others. The English part contains mainly travel sites and general descriptions while the Spanish contains actual local pages. Fig. 5 shows the provenance of the DMOZ data for the English and Spanish categories, classified by being from inside or outside the country.

We were able to obtain a list of registered domains through unofficial channels. Of the 5780 registered domains, we were able to only find 893, meaning that probably a lot of them are not used. Trying to confirm a suspicion of a majority of Web hosting happening outside the country, we used a commercial database to estimate the hosting locations of the reachable domains. The country assignment is shown in Fig. 6 on a logarithmic scale. A large amount is actually assigned in Honduras, but the majority in the US, with other American countries following behind. A deeper inspection of the US hosts revealed these to be mostly in southern countries associated with a large Latin-american population, while the other countries are often related to the owners or investors of businesses. However, we also found 25% of governmental domains hosted in the US, confirming the suspicion of a ‘digital divide’ [Nakahira et al., 2006].

Due to unknown deterrents, possibly high server costs or similar, a very high number of Honduran businesses not only host outside the country, but also do not use the .hn domain and instead opt for a generic .com domain. Further complications arise from the fact that many businesses forego an own Web presence and instead create a Facebook page. This makes it more difficult to gather all relevant domains for Honduras and actually include all relevant information. As a first rough estimate on the sites that are available, all Honduran DMOZ links are correlated with the known domains registered for .hn. This gives a number from a conservative 6200 to a probably heavily overestimated 225,000 domains overall, with its geometric mean below 40,000 domains. This means that .hn domains only represent an estimate of between 5% to 61% of all relevant domains for the country.

We are looking into ways to reliably identify .com do-


Figure 6: Distribution of hosting countries for .hn domains [Ahlers et al., 2012]

remains carrying Honduran content, using a mixture of location analysis, language, and interlinking.

3.5 Building a gazetteer

For a small country with very limited Web coverage, the geotagged Wikipedia articles can provide some reliable initial knowledge (cf. Section 4). We injected the Wikipedia data into a larger gazetteer that we are generating for Honduras. For the gazetteer, we use initial data from geonames.org to serve as a bootstrapping of the search engine’s knowledge about places and placenames.

3.6 Source integration

Since the Web shows only very low coverage for Honduras, we aim to additionally include specific structured datasources into the search engine index. In view of the user behavior, we also aim to include social networks, which carry a lot of location-relevant information. This mandates that the search engine follows a hybrid approach of both Web search with georeferencing of documents and additionally database access and merging for specific data sources. However, even for only Web-based location search, cross-correlation and entity resolution is needed to identify identical entities (cf. Ahlers, 2013a; Sehgal et al., 2006). The multiple sources also may provide a remedy for low-granularity locations, as they may be combined in some cases to improve the accuracy of geocoding [Ahlers, 2012b] (cf. Fig. 4).

4 Wikipedia cross-language linkage

Wikipedia includes a vast amount of articles about places, many of which include a geographic coordinate that locates the content in the real world. This makes it a good starting point to bootstrap out knowledge about a country. Cross-language links are possible between articles describing the same place in multiple languages. Ideally, any article about a place of interest would include its correct coordinate and links to other Wikipedia language versions. This poses the question of how we can identify geotagged Wikipedia articles that describe the same place across different languages and what are useful similarity measures? This section is based on [Ahlers, 2013b].

The official language of Honduras is Spanish, and normally, the articles from this language would be expected to sufficiently cover the country. However, much information about the country comes from outside. We therefore also looked into English articles to see if these would increase the coverage. This prompted the discovery of an interesting anomaly: Honduras has more English geotagged articles than Spanish ones.10 Our aim is to merge both language versions and identify identical places on the article level.

The approach we are following is called, varyingly, record linkage, entity fusion, entity resolution, or duplicate detection. [Sehgal et al., 2006] gives an overview on geospatial entity resolution. [Overell and Rüger, 2006] use Wikipedia to ground and disambiguate place names. Merging geonames data to Wikipedia, [Hoffart et al., 2012] use a simple approach that if more than one entity exists in geonames with the same name, the closest entity within a distance of 5km is chosen. [Liu and Yoshioka, 2011] add a translation approach to improve the title matching. This work is closest to ours, however, is still lacking in a graded consideration of both textual and positional similarity.

We use the APIs of geonames and wikilocatoin to retrieve articles, because we do not want to retrieve the whole Wikipedia dump for the relevant languages. Since the services put a limit of 20km in the radius for simple circle search, we have to use a covering of queries for the region, which is shown in Fig. 7.

4.1 Wikipedia Language Fusion

We define the data fusion method in terms of finding language siblings. We combine text- and entity-based merging methods with geographic conflation techniques. For each article, we select and rank candidate siblings in the respective other language. The merging is based on the title and the location as shown in the examples in Table 1. The geographic feature type is rarely present, so it can only used as second-level evidence. For a comparison of two potential siblings, there are four cases to consider, 1. Names

---

10Such anomalies exist in many countries: http://www.zerogeography.net/2012/10/dominant-wikipedia-language-by-country.html
and coordinates match, 2. Names match, coordinates do not match, 3. Names do not match, coordinates match, 4. Names do not match, coordinates do not match. The first case is obviously trivial. All other cases are modeled by similarity measures based on non-exact matching.

Coordinates can vary due to different interpretations of the center of an area or variations in user-generated coordinates, especially for larger entities [Ahlers and Boll, 2009]. We limit the amount of candidate siblings we have to examine by cutting off the location similarity with a perimeter of 10km around an article’s location, inside of which all candidates are examined.

For all candidates’ titles within the radius, three cases would constitute a match, 1) titles match exactly, 2) titles match with small variations, 3) title can be translated and transposed to match. We define a title translation distance TTD as an editing distance similarity measure based on partial translations and permutations. The first case is easy, the second case only needs to account for spelling variations, which we do with a Levenshtein editing distance adapted with a weight relative to the term length and with a reduced penalty for accents and titles. Interestingly, most proper nouns are identical or very similar in both languages and can be well accounted for with the adapted Levenshtein distance. However, common nouns have to be translated and the order of terms within a placename also be changed. The translation table was filled mostly with relevant geographical feature types, taken from geonames\textsuperscript{11} (e.g., airports, islands, mountains, stadiums, cities, parks, etc.). Heuristics were generated about some conventions that we observed for both languages. For example, for municipality and department names, Santa Bárbara (Honduras)\textsubscript{ES} puts the higher-level administrative body, in this case the country name, in brackets, while Santa Bárbara Department\textsubscript{EN} uses the administrative type without a hint towards the country. This is helpful as often, departments and capital cities have the exact same coordinates.

To cover permutations, we employ a list of transposition heuristics as part of the translation. The inverted-first-pair translation swaps the first two terms: Congreso Nacional de Honduras\textsubscript{ES} \rightarrow National Congress of Honduras\textsubscript{EN}. The inverse order translation swaps first and last terms: Río coco\textsubscript{ES} \rightarrow Coco river\textsubscript{EN}; and the inverted-first pair-moved translation inverts the order of the first two words and moves them to the end: Parque nacional Pico Bonito\textsubscript{ES} \rightarrow Pico Bonito National Park\textsubscript{EN}. We generate all potential variations of the title, including translations, and chose the variation with the minimum TTD and the smallest location distance as a sibling.

4.2 Evaluation
Honduras had 342 Spanish and 405 English articles, an 18% English overrepresentation. We use the Wikipedia language interlinks as a ground truth for the evaluation. For all articles, the Wikipedia page and its interlinks were manually examined to determine siblings.

The algorithm resulted in 317 article pairs, 25 only Spanish articles, and 88 only in English (Fig. 8). Of these, 99.4% are correct pairs. The articles without siblings are 84% correct, with 16% false negatives. Only two pairs were false positives. The first wrongly identifies Comayagua\textsubscript{ES} and Comayagua\textsubscript{EN} because they have both

\textsuperscript{11}http://www.geonames.org/export/codes.html

the exact same coordinates, even if the cities are about 80km apart. In this case the error lies with the incorrect coordinate in the article. The second assigns the department Comayagua\textsubscript{ES} to the city Comayagua\textsubscript{EN}, which surprisingly is also wrong in the interlinks. This induces a subsequent error in the false negatives: Comayagua (ciudad)\textsubscript{ES} and Comayagua Department\textsubscript{EN} each had no siblings, but should have been matched to the previous pair. The other false negatives concern mostly slight mismatches paired with distanced coordinates, but also some more debatable ones, such as Roatán (municipio)\textsubscript{ES} and Coxen Hole\textsubscript{EN}. When mapping articles as shown in Fig. 9, we see no language dominating certain regions but both languages distributed rather similarly.

The approach is to be extended by using the learned characteristics in an entity fusion approach for gazetteer data as well, which will make stronger use of the feature type. This is expected to help in cleaning up and linking geonames data to other sources.

5 Conclusion and sustainability
Overall, Honduras provides an ideal ground for research due to its numerous challenges that will require the combination of many different fields of search engine technology and geographic information retrieval. Furthermore, due to the small size of the country, even a research prototype can be expected to cover a huge fraction of the Honduran Web, thus building up a comprehensive and usable index.

Even with the complications described above such as low coverage, ambiguous or insufficient location references, non-local Web hosting, etc., there exists sufficient data to develop a prototypical search engine, starting with...
some “easier” aspects of the data. A more organizational issue was that doing research in the country was very different as there was not a strong background of research or even development present. In some cases, resources had to be procured in a very backhanded way. For example, there did not seem to be an official way to get certain numbers, but a student knew someone who might have access to certain data. There were little official or formal ways of interaction and in terms of doing research, Honduras very clearly shows the signs of a developing country. A rather sad aspect of the project is that, even while there was enthusiastic support of the general idea, there was not enough motivation to continue the project during a funding issue or even to properly recover it afterwards so that no substantial sustainability could be reached until this point for the full project, but the partial solutions described here are still useful for future projects. However, the whole project was a great experience and due to some students moving into related industry jobs working on similar ideas, some knowledge will remain in the country and be developed further.

Overall, the project offered very good potential for research. It also drives one to challenge certain assumptions, as many factors have to be established here that can be taken for granted in other regions. We hope that the results will be used further in the country and we also hope that may be applicable to other regions as well. Furthermore, the work carries a large potential for follow-up research, as many interesting questions are still open.
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Abstract

The assessment of a person’s traits such as ability is a fundamental problem in human sciences. We focus on assessments of traits that can be measured by determining the shortest time limit allowing a testee to solve simple repetitive tasks, so-called speed tests. Existing approaches for adjusting the time limit are either intrinsically non-adaptive or lack theoretical foundation. By contrast, we propose a mathematically sound framework in which latent competency skills are represented by belief distributions on compact intervals. The algorithm iteratively computes a new difficulty setting, such that the amount of belief that can be updated after feedback has been received is maximized. We provide theoretical analyses and show empirically that our method performs equally well or better than state of the art baselines in a near-realistic scenario.

1 Introduction

The assessment of a person’s traits such as ability is a fundamental problem in human sciences. Perhaps the most prominent example is the Programme for International Student Assessment (PISA) launched by the Organisation for Economic Cooperation and Development (OECD) in 1997. Traditionally, assessments have been conducted with printed forms that had to be filled in by the testees (paper and pencil tests). Nowadays, computers and handhelds become more and more popular as platforms for conducting studies in social sciences; electronic devices not only facilitate data acquisition and processing, but also allow for real-time adaptivity and personalization.

Psychological testing differentiates between two types of tests, namely power and speeded tests [Furr and Bacharach, 2007]. The former uses items with a wide range of difficulty levels, so that testees will almost surely be unable to solve all items, even when they are given unlimited time. On the contrary, speeded tests deploy homogeneous items that are easy to solve. The difficulty in speeded tests is realized by narrow time intervals in which the response has to be given. In adaptive speed tests, the latent competency parameter \( \theta \) encodes for instance reaction time, concentration, or awareness of the testee. An example of such a test is the Frankfurt Adaptive Concentration Test II (FACT-II) [Goldhammer and Moosbrugger, 2007] where a simple multiplicative update of the estimate \( \hat{\theta} \) is applied for the adaptation process.

In this paper, we present a novel framework for learning competency parameters in speeded tests. The formal problem setting resembles a game played in rounds. In each round, the goal is to gain as much information as possible on the difficulty setting \( \theta \) corresponding to the testee’s competency. The uncertainty of an estimate \( \hat{\theta} \) is represented by a belief distribution over a compact interval. At round \( t \), a new estimate \( \hat{\theta}_t \) is drawn, such that \( \hat{\theta}_t \) divides the belief mass in two equally sized halves. The testee solves the item which realizes a difficulty level of \( \hat{\theta}_t \). The agent observes the response \( \rho_t \). We differentiate three cases: (i) if \( \hat{\theta}_t < \theta_t \), the difficulty induced by \( \hat{\theta}_t \) was too easy for the testee and \( \rho_t = 1 \), (ii) in case \( \hat{\theta}_t > \theta_t \), the setting as too difficult and \( \rho_t = -1 \), and (iii) \( \hat{\theta}_t = \theta_t \) which corresponds to a just right setting and response \( \rho_t = 0 \). A similar scenario for discrete variables has been studied by Missura and Gärtner [2011] in the context of computer games.

Before we continue with the presentation of our method, note that the problem setting does not match traditional approaches, including standard supervised (e.g., binary classification) and unsupervised (e.g., density estimation) settings, as the feedback needs to be viewed a directional and not a point-wise one and we cannot make assumption on the testee or stationarity of the observations due to learning effects and tiredness. Thus, the directional feedback is used to update exactly half of the belief mass for maximal information gain. The rationale behind this update strategy is the following: once we observe that \( \hat{\theta} \) is too difficult, it is highly probable that all difficulty levels \( \hat{\theta} > \hat{\theta} \) are also too difficult. A similar argument holds vice versa for too easy. The directional feedback is therefore used as a nominal reward that triggers the update process. We present results on the step size of the proposed algorithm and show that it performs equally well or better than state of the art baselines in a near-realistic scenario modelling testee behaviour.

The remainder is organized as follows. Section 2 reviews related work. We present our main contributions, the learning agent and a theoretical analysis in Sections 3 and 4, respectively. Section 5 reports on simulation studies and Section 6 concludes.

2 Related Work

Motivated by applications in computer games as well as teaching systems, Missura and Gärtner [2011] considered the problem of dynamic difficulty adjustment. They formalized the problem setting as a game between a master and a player played in rounds \( t = 1, 2, \ldots, \) where the mas-

∗This paper is a short version of [Bengs and Brefeld, 2013].
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ter predicts the difficulty setting for the next round. After
the player has finished his turn, the master receives feed-
back and updates the belief on the difficulty settings and
predicts the setting for the next round. The authors intro-
duce the Partial Ordered Set Master (POSM) algorithm that
represents the set of admissible difficulty settings as a finite
discrete set \( \mathcal{K} \) endowed with a partial ordering \( \prec \). We will
show later that the POSM algorithm for the case of a totally
ordered set of difficulty settings is contained as a special
case within our framework.

Csáji and Weyer [2011] investigate the problem of esti-
mation in the presence of noise using a binary sensor with
adjustable threshold. Their approach estimates a constant
\( \theta^* \in \mathbb{R} \) that is disturbed by additive, i.i.d. noise.
The threshold \( \theta_t \) is assumed to be adjustable based on all previ-
ous observations and threshold values. Under mild assump-
tions on the distribution of the noise, they derive a strongly
consistent estimator for \( \theta^* \) based on stochastic approxima-
tion. In contrast to them, we do not make any assumptions
on the distribution of the value to be estimated or on its
stationarity.

In the field of psychometrics, only a few adaptive speed
tests have been designed. For the assessment of concen-
tration ability, Goldhammer and Moosbrugger [2007]
suggested the Frankfurt Adaptive Concentration Test II
(FACT-II). As FACT-II conceptualizes concentration as the
ability to respond to stimuli in the presence of distractors,
testees are shown a set of items comprising of target and
non-target items. They are instructed to hit one button, if a
target item is present, and another button, if no target item
is among the items shown. After each round \( t \), exposure
time is adjusted until a liminal exposure time is reached
that just allows the testee to solve the task. Starting with a
fixed initial exposure time \( \theta_t \), updating is performed mul-
tiplicatively depending on whether a response is given in
time or not.

3 A Learning Agent for Parameter
Estimation in Speeded Tests

We cast the problem of learning competency parameters in
speeded tests as a game between an agent \( \mathcal{A} \) and a testee
\( \mathcal{T} \) played in rounds \( t = 1, 2, \ldots \) on a continuous in-
terval of difficulty settings \( \Theta = [a, b] \). \( \Theta \) is governed by a
total order relation \( \succ \) induced by the real numbers corre-
spending to the more-difficult-than relation. We assume
that at each round, there is a just right setting \( \theta_t \in \Theta \) for
the testee \( \mathcal{T} \). At round \( t \), (i) the agent chooses a setting
\( \hat{\theta}_t \in \Theta \) based on the current belief, (ii) the testee responds,
and (iii) the agent observes directional feedback of the form
\( \rho_t \in \{-1, 0, 1\} \) subject to the following rule:

\[
\rho_t = \begin{cases} 
+1 & \text{if } \hat{\theta}_t < \theta_t, \text{ too easy} \\
0 & \text{if } \hat{\theta}_t = \theta_t, \text{ just right} \\
-1 & \text{if } \hat{\theta}_t > \theta_t, \text{ too difficult}
\end{cases}
\]

Note that the just right setting remains hidden to the agent
at all times.

In the course of the game, the agent is choosing actions
\( \hat{\theta}_t \) from the space of possible actions \( \Theta \) that lead to a reward
signal \( \rho_t \) depending on the state of the environment \( \theta_t \). The
goal of the agent is to reach the rewarding state of having
selected the just right setting by avoiding the punishing sig-
als associated with too difficult or too easy settings.

The general idea of our approach is the following: We use a function \( w_t : [a, b] \rightarrow (0, \infty) \) to model the agent’s
belief at time \( t \) about the optimal action based on the expe-
rience gathered at time-steps \( 1, \ldots, t-1 \). Suppose that the
agent selects a setting \( \theta_t \) and receives feedback \( \rho_t = +1 \)
too easy. Because of the transitivity of the ordering of
difficulty settings, the agent not only learns about \( \theta_t \) as
an isolated point, but also learns that all settings \( \hat{\theta}_t \) which
are easier than \( \hat{\theta}_t \), i.e., \( \hat{\theta}_t < \theta_t \), would also have been too
easy and the agent updates the belief on the whole interval
\([a, \theta_t]\). The mass of belief that can be updated is then given by

\[
A_t(\hat{\theta}_t) := \int_{a}^{\hat{\theta}_t} w_t(x)dx.
\]

Similarly, if \( \rho_t = -1 \), the belief in the interval \([\hat{\theta}_t, b]\) can be updated according to

\[
B_t(\hat{\theta}_t) := \int_{\hat{\theta}_t}^{b} w_t(x)dx.
\]

If \( \rho_t = 0 \), there is no reason to update belief, because cur-
rent knowledge has led to a correct prediction. We devise
the following strategy for predicting \( \hat{\theta}_t \) and updating belief:

The difficulty setting \( \hat{\theta}_t \) for the upcoming round is selected in
order to allow to update as much belief as possible after
feedback has been obtained. That is, we select \( \hat{\theta}_t \) so that

\[
\hat{\theta}_t = \arg\max_{\theta \in [a, b]} \min \left\{ A_t(\theta), B_t(\theta) \right\}.
\]

It can easily be seen that this amounts to selecting \( \hat{\theta}_t \) such that

\[
A_t(\hat{\theta}_t) = \frac{1}{2} \int_{a}^{b} w_t(x)dx.
\]

Equivalently, \( \hat{\theta}_t \) can be characterized by \( A_t(\hat{\theta}_t) = B_t(\hat{\theta}_t) \).

Because \( w_t \) is non-negative by assumption, the mapping
\( \hat{\theta}_t \mapsto A_t(\hat{\theta}_t) \) strictly increasing and thus bijective, so \( \hat{\theta}_t \) is
uniquely determined if only \( \int_a^b w_t(x)dx \neq 0 \). In order to
derive an algorithm from this framework, we need to spec-
ify the space of belief functions \( \mathcal{W} \) and the belief updating
rule

\[
\mathcal{W} \times \{-1, 0, 1\} \rightarrow \mathcal{W}, \quad (w_t, \rho_t) \mapsto w_{t+1}.
\]

The next section introduces strategies to learn the agent.

3.1 Interval Subdivision Agent

While there is no restriction on the space of belief func-
tions arising from the general framework, we choose to use
the space of non-negative step functions on \([a, b] \) for \( \mathcal{W} \) and
an exponential updating rule based on interval subdivision.
That is, we divide the interval containing the actual predic-
tion \( \theta_t \) at \( t \) and update the belief values to the left or right
of \( \theta_t \) depending on the feedback \( \rho_t \) by multiplying with a
parameter \( \beta \in (0, 1) \). Formally, denoting by \( \chi_M \) the char-
acteristic or indicator function of a set \( M \subset \mathbb{R} \), we write
the belief \( w_t \) as a sum

\[
w_t = \sum_{i=1}^{N_t} y_t^{(i)} \chi_{I_t^{(i)}}
\]

for some \( N_t \in \mathbb{N} \), where \( y_t^{(i)} \geq 0 \) is the value \( w_t \) takes on
the \( i^{th} \) interval given by

\[
I_t^{(i)} = [x_{t-1}^{(i)}, x_t^{(i)}]
\]

for all \( i = 1, \ldots, N_t \).
for \( i = 1 \cdots, N_t - 1 \) and \( I(t) = [x_{N_t-1}, x_{N_t}] \). The interval endpoints are defined by a partition \( a = x(t) = x(0) < x(t) < x(t) < \cdots < x(N_t) = b \) of \([a, b] \). Denoting the index of the interval containing \( \hat{\theta}_t \) by \( i^*_t \), we update

\[
w_{t+1}^i = \sum_{k=1}^{i^*_t - 1} \beta y_i(t) x(k) + \beta y_i(t) x(N_t - i^*_t, \hat{\theta}_t)
\]

\[
+ y_i(t) x(\hat{\theta}_t, x(i^*_t - 1)) + \sum_{k=i^*_t + 1}^{N_t} y_i(t) x(k),
\]

in case \( \rho_t = 1 \) and analogously for \( \rho = -1 \),

\[
w_{t+1}^i = \sum_{k=1}^{i^*_t - 1} y_i(t) x(k) + y_i(t) x(N_t - i^*_t, \hat{\theta}_t)
\]

\[
+ \beta y_i(t) x(\hat{\theta}_t, x(i^*_t - 1)) + \sum_{k=i^*_t + 1}^{N_t} \beta y_i(t) x(k).
\]

Finally, if \( \rho = 0 \) no update is necessary and \( w_{t+1} = w_t \). The belief function can be stored and updated efficiently by storing the endpoints \( x(t) \), \( x(1), \cdots, x(N_t - 1) \) and function values \( y(1), \cdots, y(N_t) \). Also, our particular choice of \( \mathcal{V} \) makes the computation of \( \hat{\theta} \) simple and inexpensive: As \( w \) is a step function, its integral over \( \theta \) is given by

\[
\int_a^b w_t(x) dx = \sum_{i=1}^{N_t-1} y_i(x_{i+1} - x_i)
\]

The initial belief function \( w_1 \) can be tailored to incorporate prior knowledge about where to expect \( \hat{\theta}_1 \). In the absence of prior knowledge on the distribution of \( \theta \), \( w_1 \equiv 1 \) serves as a possible initialization.

### 3.2 Limited-memory Interval Subdivision Agent

The memory usage of the internal subdivision agent (ISA) at time \( t \) is in \( \mathcal{O}(t) \). Indeed, if \( \rho_0 \) is represented by \( N \) interval-value pairs, each step adds at most one node in the belief function. A limit on the amount of memory consumed by ISA can be imposed by limiting interval subdivision. Thus, the limited-memory ISA (LISA) only subdivides intervals when subdivision results in intervals of width greater than a given parameter \( \epsilon > 0 \).

### 4 Theoretical Analysis

In this section we present a theoretical analysis of the ISA algorithm. We are interested in characterizing convergence properties of ISA under different assumptions. The simplest assumption that can be made about the just right setting is that it remains constant at all times. That is, \( \theta_t \equiv c \) for \( c \in [a, b] \) and all \( t \in \mathbb{N} \). We now present a bound on the step size between successive predictions by ISA. The bound follows directly from Lemma 1.1

**Lemma 1.** Let \( f : [a, b] \rightarrow (0, \infty) \) be bounded and integrable on \([a, b] \). Let \( \beta \in (0, 1) \). Let \( \theta_1, \theta_2 \in [a, b] \) be numbers such that \( \int_a^{\theta_1} f(x) dx = \frac{1}{2} \int_a^{\theta_2} f(x) dx \) and \( \int_a^{\theta_2} f(x) dx = \frac{1}{2} \int_a^{\theta_1} f(x) dx \), where

\[
\hat{f}(x) = \begin{cases} \beta f(x) & \text{if } a \leq x \leq \theta_1 \\ f(x) & \text{if } \theta_1 < x \leq b \end{cases}
\]

Then \( \beta_1 < \beta_2 \) and

\[
\frac{1 - \beta}{4M} \int_a^b f(x) dx \leq \theta_2 - \theta_1 \leq \frac{1 - \beta}{4m} \int_a^b f(x) dx,
\]

(2)

where \( M := \max_{x \in [a, b]} f(x) \) and \( m := \min_{x \in [a, b]} f(x) \).

Lemma 1 says that if the difficulty level \( \theta_t \) estimated by ISA is too easy (\( \rho_t = 1 \)), the new estimate will be greater than its predecessor, that is \( \theta_{t+1} > \theta_t \). Analogously the case \( \rho_t = -1 \) implies \( \theta_{t+1} < \theta_t \). We use the inequality to derive a bound on the step size of ISA in the following Theorem 1.

**Theorem 1.** Let \( \left( \hat{\theta}_t \right)_{t=1}^{N} \) be a sequence of estimations generated by ISA with parameter \( \beta \). Then for \( t = 1, \cdots, N-1 \) it holds that

\[
1 - \beta \int_a^{\theta_{t+1}} w_t(x) dx \leq \hat{\theta}_{t+1} - \hat{\theta}_t \leq \frac{1 - \beta}{4M_t} \int_a^{\theta_{t+1}} w_t(x) dx,
\]

where

\[
M_t := \max_{x \in [a, b]} w_t(x)
\]

and

\[
m_t := \min_{x \in [a, b]} w_t(x).
\]

Theorem 1 bounds the minimal and maximal difference between successive estimates by ISA. Note that the bounds are invariant under rescaling of the belief function, but depend on the parameter \( \beta \) that controls learning rate: If \( \beta \) is small, new experience is given more weight and the lower bound on step size is greater than its analogue for \( \beta \approx 1 \) which gives less weight to new information.

We now investigate the relation between LISA and POSM for a completely ordered set which we denote by \( \Theta' = \{1, \cdots, N\} \) for some \( N \in \mathbb{N} \), endowed with the natural ordering. The following proposition holds:

**Proposition 1.** Let \( N \in \mathbb{N} \), \( \Theta' = \{1, \cdots, N\} \) endowed with the natural ordering be the set of difficulty levels for POSM and let \( [a, b] = [0, N] \). Let \( \beta \in (0, 1) \), \( \epsilon < 1 \). Define the initial belief function \( w_0 \) for LISA by \( x_i = i \) for \( i = 0, \cdots, N \) and \( y_i = 1 \) for \( j = 1, \cdots, N \). Denote by \( \hat{\beta}(x) \) the function mapping \( x \in [a, b] \) to \( \Theta' \) such that \( x \in [x_{\text{ind}(x)-1}, x_{\text{ind}(x)}] \). Then, given a sequence of feedback \( (\rho_t)_{t \in \mathbb{N}} \), the estimates \( \hat{\beta}_t \) produced by POSM coincide with \( \hat{\beta}(\hat{\theta}_t) \).

The result stated in Proposition 1 explains to some extent why ISA and LISA expose a behaviour qualitatively similar to that of POSM in the setting of our experiments. As we show in the next section, the LISA and ISA algorithms are able to exploit the continuous setting, outperforming POSM by a significant margin.

### 5 Empirical Results

For our experiments, we simulate near-realistic scenarios to create settings that reflect behaviour observed in adaptive psychological speed tests or computer games. We compare the empirical performance of ISA and LISA to state-of-the-art baselines POSM and the algorithm used by FACT-II.

Throughout all our experiments, we use \( \Theta = [0, 1] \). Note that this does not limit generality, as every compact interval can be rescaled and shifted to match \( \Theta \). To allow for a fair comparison, the set of difficulty settings for POSM consists of \( N \) equidistantly sampled points in \( \Theta \), where \( N \) is...
the number of time steps used. This choice guarantees that the number of subdivisions made by ISA and LISA is less than or equal to the number of settings available to POSM. Thus, all approaches have access to the same amount of resources. We use optimal parameters for ISA, LISA and POSM chosen by model selection.

We consider two distinct settings: In the first setting, the true parameter \( \theta \) remains constant and is sampled from a uniform distribution. For the constant setting, we also include Csáji-Weyer-Iteration (CWI) [Csáji and Weyer, 2011] as an additional baseline. In the second setting, we simulate learning and tiredness effects. The true parameter \( \theta \) thus underlies drifts and the resulting distribution is not stationary. Additionally, observations are disturbed by additive noise originating from a Gaussian distribution. Figure 1 shows sample observations for the two settings. In both settings, we conduct 500 repetitions with randomly drawn sequences \( \theta_t \) and report on averaged deviations and standard errors.

Figure 2 (top) shows the results for the constant setting. All algorithms need some time to adapt to the noisy \( \theta_t \). The three learning algorithms and CWI, however, approach the true \( \theta \) significantly faster than FACT. CWI and ISA approximate the true \( \theta \) more closely with ISA realizing quicker convergence and smaller error. The squared error is smallest for ISA, followed by the almost equally performing LISA and POSM. FACT is outperformed by all four competitors by a large margin (see also Table 1).

Figure 2 (bottom) summarizes the results for the drift setting. ISA performs best, followed by LISA and POSM. Again FACT is outperformed significantly by the others. The squared errors are similar or smaller for all algorithms than they are in absence of drift (see Table 1), showing that all algorithms can deal with drift well. The performance of FACT even proves significantly better than in the setting without drift. This effect can be explained by the fact that the model of drift employed here favors evolutions of \( \theta \) starting in the upper range of \( \Theta \). Note that FACT always initializes \( \theta_0 \) with the highest possible value which highly affects its performance in the first iterations. The other algorithms thus benefit in the beginning from initializing \( \theta \) with the mean of the search space. However, different choices are possible.

### 6 Conclusion

We have introduced a mathematically sound learning framework for parameter adaptation in speeded tests. Our approach does not make any assumptions on the distribution of the true parameter and is therefore deployable in settings characterized by parameter drift and additive noise. Empirically, we have shown that the algorithm performs equally or better than state of the art baselines in different scenarios modelling testee behaviour under different assumptions.
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Abstract
Data streams have some unique properties which make them applicable in precise modeling of many real data mining applications. The most challenging property of data streams is the occurrence of “concept drift”. Recurring concepts is a type of concept drift which can be seen in most of real world problems. Detecting recurring concepts makes it possible to exploit previous knowledge obtained in the learning process. This leads to quick adaptation of the learner whenever a concept reappears. In this paper, we propose a learning algorithm called Pool and Accuracy based Stream Classification (PASC), which takes the advantage of maintaining a pool of classifiers to track recurring concepts. Each classifier is used to describe an existing concept. Two methods are presented for classification task: active classifier and weighted classifiers methods. For the updating of the pool we use two methods: Bayesian and Heuristic. Experimental results on real and artificial datasets show the effectiveness of weighted classifiers method while dealing with sudden concept drifting datasets. In addition, the proposed updating methods outperform the existing algorithms in datasets with arbitrary attributes.

1 Introduction
As the data available on the web increases, processing the large volume of data and extracting knowledge from them is needed. These data are changing and they cannot be saved and processed wholly in the same way as classical data mining assumes. So, presenting new algorithms which could learn and classify using this continuous and unlimited stream of data is a challenging problem. Data streams have some properties [Tsymbal, 2004];
- They could not be saved completely and so a forgetting mechanism is needed to forget ineffective data.
- The processing of data should be done online and the algorithm complexity should be simple.
- Most of the time, feature (or class) distribution is changed over the time. This is known as concept drift. If the drift takes effect in the target function, it is named real concept drift.

The concept drift could be sudden, gradual, incremental or recurring [Zliobaite, 2010a]. When the underlying distribution of data changes suddenly at time $t_s$ sudden drift occurs. Gradual drift happens when in a period of time, the data is drawn from two distributions and over time, the probability of the old distribution decreases and the probability of the new distribution increases. Incremental drift can be thought of as a generalized version of gradual drift. Here in the drift period, there could be more than two distributions to draw data from. However the difference between the distributions should be small. The other type of drift is recurring concept, where previously seen concepts reappear after some time. One important challenge in learning from data streams in the presence of concept drift is distinguishing the drift from the noise. It is important to note that I.I.D (Independent Identically Distributed) condition is not valid in the streams in which concept drift occurs, but it is rational to think that small size batches of data satisfy the I.I.D condition.

There have been extensive studies on sudden and gradual concept drift detection and learning [Baena-García et al., 2006; Gama and Castillo, 2006; Helmbold and Long, 1994; Klinkenberg and Joachims, 2000; Klinkenberg, 2004; Kolter and Maloof, 2007; Kuh et al., 1991; Gao et al., 2008; Nishida, 2008; Bifet et al., 2010a; Bifet et al., 2010b; Kuncheva and Zliobaite, 2009; Garnett, 2010; Ikonomovska et al., 2010; Scholz and Klinkenberg, 2006; Zliobaite, 2010b]. Early systems in data stream support recurring concepts [Schlimmer and Granger, 1986; Widmer and Kubat, 1993; Widmer and Kubat, 1996], however, they are mostly considered recently [Lazarescu, 2005; Gama and Kosina, 2009; Katakis et al., 2009; Morshedlou and Barforoush, 2009; Gomes et al., 2010], and identified as a challenging problem in data streams.

In this paper we propose a learning algorithm which tries to improve classifying concept drifting data streams by exploiting the existence of recurring concepts. This is done by maintaining a pool of classifiers which is updated continuously while processing consecutive batches of data (same as previous approaches, e.g. [Gomes et al., 2011; Katakis et al., 2009; Ramamurthy and Bhatnagar, 2007]). Each classifier of this pool is used to describe one of the existing concepts. When a new batch of data is received, first it is classified and after receiving the true labels of instances, it is used to update an existing classifier in the pool or add a new classifier to it. Deciding which classifier should be updated or whether a new one is needed is done by some examinations on the new batch of data and the pool. Classification of the instances is done by using the classifiers in the pool in an effective and adaptive way. This algorithm is similar to the one used in [Katakis et al., 2009].
2009], but there are major changes in the steps of the algorithm. In fact, our contribution is to propose a new method to classify instances called weighted classifiers method. The other novel part of the paper is the presentation of new methods to update the pool using Bayesian formulation and a heuristic method. Finally the presented methods are compared with the existing ones.

The results show the effectiveness of our algorithm in terms of accuracy and time especially in data streams of sudden drifts. In addition, it is tried to solve some parameter setting problems that exist in some of the previous methods.

The structure of this paper is as follows: in the next section the related works of recurring concepts is discussed. In section 3 the proposed algorithm is presented. Section 4 evaluates the proposed algorithm and compares the experimental results to some previous methods. Section 5 concludes the paper and discusses some future developments which can be done.

2 Related Work

Concept drift learning of data streams has been studied extensively in recent decades. As discussed previously, drifts can be of different types. Most of studies are done on the learning of sudden and gradual drifts. But one possible drift is the change of the current concept to one of the previously seen concepts. As in data streams the learner forgets some unused concepts passing the time, if instances from a previously seen concept is presented to the learner, it may classify them incorrectly. So the learner may be fallen into the trap. Recurring concepts detection and learning is a hard and challenging problem which has been studied in recent years [Lazarescu, 2005; Gama and Kosina, 2009; Katakis et al., 2009; Morshedlou and Barforoush, 2009; Gomes et al., 2011]. All of presented methods try to extract concept from received instances and maintain the concept in a pool of concepts. Every time a new instance arrives, the similarity to available concepts is measured and a model is selected or created. The rest of this section reviews the researches done in the area of recurring concepts in data streams.

The first algorithm supporting recurring concepts consists of an ensemble of classifiers [Ramarthuri and Bhatnagar, 2007]. Each classifier is built on a data chunk and none of the classifiers are deleted. Then while choosing classifiers for the ensemble, the algorithm selects only pertinent classifiers and so it supports the recurring concepts.

Reference [Katakis et al., 2009] presents a framework for the problem of recurring concepts. It extracts a conceptual vector from the arrived batch of data using a transformation function. We name the instances of a labeled batch as

\[ B_L = \{ x_{L(k)}, x_{L(k+1)}, \ldots, x_{L(k+b-1)} \} \]

(1)

where \( x_{L(k)} \) is the \((i+1)^{th}\) instance of the labeled batch of data. A conceptual vector \( Z = (z_1, z_2, \ldots, z_n) \) is extracted from the batch where \( z_i \) is a conceptual feature and is calculated from

\[ z_i = \begin{cases} \{ P(f_j = v | c_j) : i = 1, \ldots, n, j = 1, \ldots, m, v \in V_i \} & \text{if } f_j \text{ is nominal} \\ \{ \mu_{i,j}, \sigma_{i,j} : 1 = 1, \ldots, m \} & \text{if } f_j \text{ is numeric} \end{cases} \]

(2)

where \( f_i \) is the \( i^{th} \) feature, \( V_i \) is the set of possible values of a nominal feature, \( \mu_{i,j} \) and \( \sigma_{i,j} \) are the mean and standard deviation of the \( j^{th} \) class of feature \( f_i \). Then by using a clustering algorithm on the available concepts, the algorithm detects the recurring concepts. For each concept in the pool, the algorithm preserves a classifier which will be updated through the time. Clustering is done on the conceptual vectors and using the Euclidean distance as the similarity (difference) measure. If the similarity of a new conceptual vector is more than a threshold, an available concept and its classifier will be updated otherwise a new cluster and classifier will be created. One major problem of this framework is how to determine the threshold. The threshold value is a problem specific parameter and should be regularized by try and error.

Mean and standard deviation is used for the presentation of models in [Morshedlou and Barforoush, 2009] too. This approach uses a proactive behavior versus drifts: by knowing the current concept, it calculates the probability of next concept. If the probability is more than a threshold, the concept will be added to the buffer. If the algorithm detects a drift and decides to behave proactively, it selects a concept from the buffer. If the concept matches the batch, it will be updated. If the concept does not match the data and the algorithm behaves proactively, the next concept will be selected else if the reactive behavior is selected, a new classifier will be trained on the batch. [Morshedlou and Barforoush, 2009] uses a heuristic approach to select proactive or reactive action. Here a threshold parameter should be selected as well as doing some computations to select the suitable behavior each time which is a time consuming action.

The other approach uses meta-learners which can detect the reoccurrence of concepts and activate the previous classifiers using proactive behaviors [Gama and Kosina, 2009]. The meta-learner learns the space where the base learner does well. When the algorithm enters the warning phase of drift, meta-learners determine the performance of their corresponding base learners. If the performance is more than a threshold, the algorithm will use the base learner to classify next instances. Here all base learners and their corresponding meta-learners (referees) are maintained in the pool.

Another idea used in this domain is the use of context space model to extract concept from learning model [Gomes et al., 2010]. A context space is a \( N \)-tuple of the form \( R = (a_1^0, a_2^0, \ldots, a_N^0) \), where \( a_i^0 \) determines the acceptable regions of feature \( a_i \). Each classifier has a context space description and all of them will be saved in a repository. To select the appropriate model, the algorithm uses their corresponding contexts.

3 Proposed Learning Algorithm

Our goal is to propose a new method named Pool and accuracy based Stream Classification (PASC). The idea followed in this method is similar to the method proposed in [Katakis et al., 2009]. We maintain a pool of classifiers which contains a number of classifiers each describing a particular concept which is being updated through the time. After receiving a batch of data, first we predict the labels of its instances and then receive the true labels. Then we can use the instances and their labels to update a classifier in the pool or create a new classifier on this batch of data and add it to the pool, if necessary. The classifiers added to the pool cannot grow arbitrarily the maximum number of classifiers in the pool cannot exceed a predefined limit which is a parameter of our algorithm.
To update or create a classifier in the pool, first of all the most relevant concept to the batch of labeled data is selected. If the similarity is more than a predefined threshold or the pool is full, we update the most relevant classifier with the newly arrived labeled batch. Otherwise we construct a new classifier on it. The classifiers used in our method can be any kind of updateable classifiers.

In the rest of this section, we seek how to classify the batches of data and update the pool. As mentioned above, after receiving each batch of data, the classification is done and after receiving the next batch, we update the pool. In the proposed method, iteratively after receiving the \(i\)th batch of unlabeled data \(B_{i-1} = \{x_{i-1,1}, x_{i-1,2}, \ldots, x_{i-1,k}\}\) such that \(x_{i-1,j}\) is the \(j\)th instance of the \(i-1\)th batch and its labels \(L_{i-1} = (l_{i-1,1}, l_{i-1,2}, \ldots, l_{i-1,k})\) such that \(l_{i-1,j}\) is the label of \(x_{i-1,j}\), we follow the general framework shown in Procedure 1.

**Procedure 1. The main framework of PASC.**

| Input: an infinite stream of batches of instances \(B_t\). |
| After classification of each instance \(B_{t,i}\), its label is revealed to the algorithm. |
| Output: Predicted labels of instances \(B_{t,i}\). |

```plaintext
1 Pool = \emptyset; // the pool of classifiers
2 C = make_classifier(B_{1,1}); //only used in Bayesian
3 RDC = new classifier(); //only used in Bayesian
4 //method
5 ac = 1; // active classifier
6 W_{1} = 1;
7 Pool = Pool U \{C\};
8 X_{i} = sum_data(B_{i,1});
9 RDC.update(X_{i,1}); //1 is the label of X_{i}
10 for j = 2 to infinity do
11   Classify B_{i,1},
12   Update Pool with B_{i,1} and L_{i},
13   determine active classifier (classifier weights);
14 end for
```

In line 2, \(C\) is the first classifier which will be added to the pool and \(W_{1}\) (in line 6) is its weight. \(RDC\) is a classifier and \(ac\) contains the active classifier which will be used in the rest of the procedure. In line 8, \(X_{i}\) is an instance constructed from \(B_{i,1}\). This procedure contains three main phases which can be seen in lines 11 to 13.

In the following subsections, we consider the details of the parameters discussed above and the three phases of the algorithm.

### 3.1 Phase 1: Classifying the Batch

In this phase, after receiving a batch of unlabeled data \(B_{i}\), we classify the batch using the classifiers in the pool. This task can be done in two ways. The first is similar to the method used in [Katakis et al., 2009] and the second tries to classify the batch using the weights assigned to the classifiers.

**Classifying the Batch According to the Active Classifier**

method is used in [Katakis et al., 2009] to classify instances using the classifiers in the pool. The classifier selected to classify the batch is named active classifier. This classifier is defined according to the last iteration. If in the last iteration, a new classifier was added to the pool, it would be the active classifier. Otherwise, the classifier that has the most relevance to the batch would be the active classifier. The pseudocode of this method is shown in Procedure 2.

**Procedure 2. Classify batch according to active classifier.**

Classifying the Batch According to the classifiers’ weights.

The first way of classifying a batch uses the active classifier that is appropriate for the last batch of data. However, when a sudden concept drift occurs, the method’s performance decreases significantly, because the appropriate classifier for the last batch is not appropriate for the current batch anymore. We suggest using the classifiers in the pool in an adaptive way. A positive weight is assigned to each classifier in the beginning of processing the batch according to the performance of the classifier on the previous batch and when we want to classify an instance, we use the classifier with the highest weight. When the true label is revealed to the algorithm, the classifiers’ weights can be updated. Updating the weights is done according to the following rule:

\[
  w'(j) = w(j) * \beta^{M(j,i)},
\]

where \(w(j)\) is the current weight of \(j\)th classifier and \(w'(j)\) is its new weight and \(\beta\) is a parameter in \([0,1)\). If the \(j\)th classifier classifies the \(i\)th instance correctly, \(M(j,i)\) will be 0, otherwise it is 1. Equation (1) is inspired from [Freund and Schapire, 1996] which models the online prediction problem with a two-player repeated game. The first player is the learner and the second is the environment. The learner can choose a mixed strategy \(P\) that determines how to classify the instances determined by the mixed Strategy \(Q\) of the environment. The mixed strategy \(P\) determines the weight of each concept to be used in the weighted majority method of classifying instances. The mixed strategy \(Q\) determines how to present instances to the learner. The game is as follows: First, the learner chooses mixed strategy \(P\) that determines how it would classify the instances, and then the environment chooses mixed strategy \(Q\) that determines how the instances are presented to the algorithm. In the next step, learner can observe the loss of using these strategies and so it can change its mixed strategy in the next iteration by updating the weights. It has been shown that for sufficient number of instances, the error of ensemble with the weights determined by (3) is sufficiently close to the best classifier’s error [Freund and Schapire, 1996]. So if the size of the batch is large enough, the performance of our ensemble classifier on the current batch is close to the performance of the best classifier in the pool. But this size should not be so large that it violates the I.I.D condition in the batch or makes difficulty in storing data in the memory.

Although using this method is guaranteed to work well, we slightly modify the method to improve its efficiency. First, Instead of using weighted majority to classify an instance we use only the classifier with the highest weight. Second, Instead of applying the updating rule for every instance, we use it for a subsample of the batch that has the size equal to square root size of the batch.

The initial values of weights are 1 and after processing each batch, the weights are set according to the rule discussed in phase 3. The pseudocode of this method is
shown in Procedure 3. In line 1, $S_t$ is a subsample of the batch $B_t$ and $m$ is its size which is set to the square root of the batch. After classifying each instance in line 4, if the instance is a member of the subsample, classifiers’ weights will be updated.

1. $S_t$ = sub_sample($B_t$, $m$);
2. /* makes a sub_sample of size $m*$/
3. for $i$ = 1 to $k$ do
4.  $p[$Batch$] = classifyw(Pool, W, $B_t$);
5.  /*Uses the most weighted classifier*/
6.  if $S_t$ does not contains $B_t$
7.   continue;
8. end if
9. for $j$ = 1 to size(Pool) do
10.  $W = W * Pool[j].error(B_t, L_t)$;
11. end for
12. end for

Procedure 3. Classify batch according to classifier weights.

3.2 Phase 2: Updating the Classifiers’ Pool

After receiving $L_t$, the true labels of $B_t$, a classifier in the pool will be updated incrementally or a new classifier will be created on the batch. If we assume the size of the batch is small enough, it will be relevant to only one of the available concepts, because the concepts in the pool represent different hypotheses. So the relevant concept should be updated using the current batch of data. So we need to find the concept which describes $B_t$ and $L_t$ with the highest probability and also find a measure of its correspondence to the batch. In the following two subsections, two alternatives of performing this task are discussed. The first is a straightforward method and uses Bayes’ theorem to find the probabilities. The second is a heuristic method which is more efficient than the first.

Bayesian method for Updating the Classifiers’ Pool

In this method, we estimate the relevance probability of each available concept to $B_t$ and $L_t$. As previously mentioned, in the environments subject to concept drift, the I.I.D condition does not hold. But we can assume that this condition holds for a batch of data that is sufficiently small. So the probability that $B_t$ and $L_t$ correspond to concept $h_i$ can be formulated as:

$$P(h_i | B_t, L_t) = \frac{P(B_t, L_t | h_i) \times P(h_i)}{P(B_t, L_t)}$$  

where the right side of the equation follows from Bayes’ theorem. Thus the best concept to describe $B_t$ and $L_t$ is:

$$\arg \max \! P(h_i | B_t, L_t) = \arg \max \! P(B_t, L_t | h_i) \times P(h_i).$$  

Equation (5) uses the fact that the best concept does not relate to the probability of $B_t$ and $L_t$. As the environment is non-stationary and we cannot have any assumption about the concepts, we consider $P(h_i)$ which is the prior probability of the $i^{th}$ concept to be identical for all concepts. So equation (5) becomes:

$$\arg \max \! P(h_i | B_t, L_t) = \arg \max \! P(B_t | L_t, h_i) \times P(L_t | B_t, h_i).$$  

Hence we should estimate $P(L_t | B_t, h_i)$ and $P(B_t | h_i)$. The former is the conditional probability that the labels of the instances $(x_{t,1}, x_{t,2}, ..., x_{t,k})$ be $(l_{t,1}, l_{t,2}, ..., l_{t,k})$ given that the instances and their labels are described by the $i^{th}$ concept and the latter is the probability that the batch is produced in an environment described by the $i^{th}$ concept.

According to I.I.D condition in a batch, we have:

$$P(L_t | B_t, h_i) = \prod_{j=1}^{k} P(l_{t,j} | x_{t,j}, h_i).$$  

Notice that $P(l_{t,j} | x_{t,j}, h_i)$ can be estimated using the posterior probability calculated by the $i^{th}$ classifier. To estimate $P(B_t | h_i)$, according to I.I.D we have:

$$P(B_t | h_i) = \prod_{j=1}^{k} P(x_{t,j} | h_i).$$  

There is a straightforward way to determine $P(x_{t,j} | h_i)$ by using a classifier which we call raw data classifier. The input of this classifier is the unlabeled instances $x_{t,j}$ and its output is the probability of the instances to belong to the concepts. To train the raw data classifier, first the concept which describes $B_t$ and $L_t$ best, is determined. Then all instances in the batch and the concept index (or its id) as the class label are given to the classifier to be updated. To determine the relevant concept of the batch, we can give all of the batch instances to the classifier. But this will take much time to find $P(B_t | h_i)$ and therefore we use an alternate way: instead of using all instances in the batch we make an instance $X_t$ for the batch $B_t$ and use it to train raw data classifier (RDC). $X_t$ has the same number of features as the original instances and its $i^{th}$ feature is simply the sum of all the $i^{th}$ features of the instances in the batch.

After receiving unlabeled batch $B_t$, $X_t$ is built and the probability of each of its instances to belong to any of the concepts in the pool is estimated by the probability of $X_t$ to belong to the concept which can be calculated by RDC. Then the best concept matching $B_t$ and $L_t$ is determined (it may be a new concept added to the pool) and $X_t$ and the best concept index are given to RDC to be updated. So $P(B_t | h_i)$ can be estimated as:

$$P(B_t | h_i) = p_i^k,$$  

where $p_i$ is the probability of belonging $X_t$ to $i^{th}$ concept which is calculated by RDC. Therefore, to determine the best concept describing $B_t$ and $L_t$ we can use:

$$\arg \max \! P(h_i | B_t, L_t) = \arg \max \! \sum_{j=k}^{k} P(l_{t,j} | x_{t,j}, h_i).$$  

To prevent underflow of the products we use (11) Instead of (10) to find the best concept:

$$\arg \max \! P(h_i | B_t, L_t) = \arg \! \sum_{j=k}^{k} \log p_i + \sum_{j=1}^{k} \log P(l_{t,j} | x_{t,j}, h_i).$$  

If the pool is not full and the result of the expression computed in (11) is less than a parameter $\theta_t$, a new classifier will be added.

Using this method, we must find the posterior probability of $k$ instances for finding the best concept and this will take much time. To resolve this problem, relying on the fact that the instances in the batch are I.I.D, only a sub-
sample of the square root size of the batch is used to estimate the best concept. The pseudocode of this method is shown in Procedure 4. In line 2, \( S_t \) contains a subsample of the batch \( B_t \) and \( m \) is its size which is set to the square root size of the batch. \( S_L \) stores the labels of \( S_t \). Lines 5 to 7 find the best describing classifier of the batch according to Bayesian method. The variable \( \text{bestC} \) refers to the best classifier and \( \text{maxA} \) indicates the result of the expression computed in (11) for \( \text{bestC} \).

**Heuristic method for Updating the Classifiers’ Pool**

To find the best concept describing \( B_t \) and \( L_t \), the accuracy of all classifiers on \( B_t \) will be measured. If the pool is full and a new classifier cannot be added, the best classifier is updated with \( B_t \) and \( L_t \). But if the pool is not full and the accuracy of the best classifier for this batch of data is more than a parameter \( \theta \), then the best existing classifier is updated by \( B_t \) and \( L_t \). Otherwise if the accuracy of classifier is less than \( \theta \), a new classifier is created and trained on this batch. The reason of using this approach is that the more the accuracy of a classifier on the current batch is, the more relevance it may have to the batch. Therefore, the concept this classifier describes can be refined or extended using the current batch of data. The pseudocode of this method is shown in Procedure 5. Lines 4 and 5 find the best classifier describing the batch according to this method. The variable \( \text{bestC} \) refers to the best classifier and \( \text{maxA} \) indicates the accuracy of that classifier on the current batch.

**3.3 Phase 3: determining the active classifier (or classifier weights)**

After phases 1 and 2 are done, some final operations should be done before moving to the next iteration. If phase 1 is done according to the active classifier, the active classifier should be set. Active classifier is the one that has been updated with the current batch of data, i.e. the \( \text{bestC} \) parameter of our algorithm.

If phase 1 is done in the second way, the weights should be initialized for the next iteration. The weights of the classifiers in the pool are set so that in the next iteration, the performance of the method will be high. Each classifier is tested on a subsample of the square root size of the batch and its weight is set by:

\[
W_i(t) = \beta(2^{c_{error}})
\]

Where \( A(i) \) is the accuracy of the \( i \)th classifier. A classifier which classifies the current batch poorly, will have a less initial weight. Some kind of locality assumption is used in (12) for setting the initial weights which does not work properly when a sudden concept drift occurs. Phase 1 tries to handle this problem by updating the weights while processing the batch. The pseudocode of this method is shown in Procedure 6.

**Experimental Results**

In this section, we first introduce the data sets containing recurring concepts which are used in the experiments. Then we discuss the parameter tuning of our method and compare it to the parameters of CCP framework. In the last subsection the proposed methods are compared with each other and the CCP framework, one of the most promising frameworks developed in the tracking of recurring concepts. The experiments show the effectiveness of our method.

**4.1 Data sets**

Three real datasets and one artificial dataset are chosen for the experiments given in this section. The artificial dataset is moving hyperplanes and contains sudden concept drift. Real datasets are emailing list [Katakis et al., 2009], spam filtering and sensor data. Emailing list and spam filtering are high dimensional datasets and sensor data is a very large real dataset. Emailing list and hyperplane datasets contain sudden concept drift and spam filtering and sensor data contain gradual drift.

**Emailing List Dataset**

The emailing list (elist) dataset which is used in [Katakis et al., 2009] contains a stream of emails about different topics shown to the user one after another and are labeled as interesting or junk. To construct this dataset, the data in usenet posts [Frank, 2010] which exists in 20 newsgroups collection is used and three topics are selected. The user is interested in one or two topics in each concept and so he/she labels the emails according to his/her interest. The interests of the user can be changed in time and so this dataset simulates recurring concepts and concept drift (Table 1). The dataset contains 1500 instances with 913 attributes and is divided into 5 time periods with equal number of instances.

**Spam Filtering Dataset**
This dataset is obtained from Spam Assassin\(^\d\) collection and contains email messages. The dataset consists of 9324 instances with 500 attributes and represents gradual concept drift.

### Table 1. Emailing List Dataset (elist) [Katakis et al. 2009]

<table>
<thead>
<tr>
<th>Class</th>
<th>1-300</th>
<th>300-600</th>
<th>600-900</th>
<th>900-1200</th>
<th>1200-1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Space</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Baseball</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

#### Hyperplane Dataset

This dataset simulates the problem of predicting class of a rotating hyper plane. In an \(n\)-dimensional space, a hyper plane decision surface is the equation \(g(\bar{x}) = \bar{w} \cdot \bar{x} = 0\) where \(\bar{w}\) determines the orientation of the surface and \(\bar{x}\) is an instance in the space. If \(g(\bar{x}) > 0\), \(\bar{x}\)'s label is 1, otherwise it is 0. To simulate concept drift, the orientation of the hyper plane is changed over time. Our dataset has 8000 instances with 30 real attributes. There is a concept drift after each 2000 instances. There are only two concepts which reappear after the first 4000 instances. This dataset shows the problem of sudden concept drift and recurring concepts.

#### Sensor dataset

Sensor dataset is a real dataset which consists of the information collected from 54 sensors deployed in Intel Berkeley Research laboratory in a two-month period [Zhu, 2010]. The class label is the sensor ID, so there are 54 classes, 5 attributes and 2,219,803 instances. The type and place of concept drift is not specified in the dataset but it is obvious that there are some drifts. For example, lighting or the temperature of some specific sensors during the working hours is much stronger than nights or weekends.

#### 4.2 Parameter Tuning

One of the advantages of the proposed method is that its parameters can be tuned in a much simpler way compared to the CCP framework method and small changes of parameter values, do not lead to major variations in performance. On the other hand, the CCP framework method has a \(\theta\) parameter which is somehow similar to our \(\theta_1\) and \(\theta_2\) parameters. If this parameter is set wrongly in CCP framework method, the accuracy of the classification will decrease significantly. For example, \(\theta\) should be 4 for elist and 2.5 for spam filtering dataset. If we set \(\theta\) to 2.5 instead of 4 for elist dataset, its accuracy will be 55% rather than 77%.

If weighted classification method is used in phase 1, a parameter \(\beta\) is required to update the weights which is by definition in [0,1]. The more sudden the concept drift is, the smaller the parameter should be. We have set this parameter to 0.1 for all datasets. Another parameter is the maximum classifier number \((\max C)\) which is set to 10 and implies that we expect to have at most 10 different concepts. In addition, we have a parameter \(\theta_1\) in the heuristic method which is a threshold for the accuracy of the best classifier. So the more the \(\max C\) parameter is and the less sudden the concept drift is, the higher \(\theta_1\) should be. We have set this parameter to 0.95 for all datasets which means that only when a classifier has the accuracy more than 0.95 on a batch, it will describe the concept of the batch correctly. For the other parameter, \(\theta_2\), in the Bayesian method, we have set it to \(2 \cdot \log(0.75) \cdot m\), according to its definition. This is because we believe if each of the \(2m\) probabilities of (11) is at least 0.75, then the concept can be relevant to the batch and its labels. The batch size is set to 50 for elist and spam filtering datasets and 500 for hyperplane dataset.

As a result, parameter tuning for our method is simpler than CCP framework method and the same parameters work well for all datasets with different natures we have chosen. The only parameter that does not have the same value for all datasets in our experiments is the batch size. This problem also exists in the CCP Framework method and must be resolved according to the properties of the dataset.

The reason behind our claim that our parameter setting is simple is that most of these parameters can be expressed as some property of the datasets, but setting the parameters correctly needs some knowledge about the dataset.

#### 4.3 Results and Discussion

We compared our method with the CCP Framework method [Katakis et al., 2009] in terms of accuracy, precision, recall and running time. We have discussed how to tune our method’s parameters in the previous subsection. The results of our experiments on elist, spam filtering, hyperplane and sensor datasets are shown in tables 2, 3, 4 and 5, respectively.

##### comparison of methods’ accuracies, precisions and recalls

The results for elist and hyperplane datasets that simulate sudden concept drift are much better when using the weighted classifiers method rather than active classifier method. The difference of about 8% in the accuracies can be seen. We have tested the weighted classifiers method in conjunction with the CCP framework method and the same result can be seen in terms of increase in the accuracy. This is reasonable, because when a sudden concept drift occurs, the active classifier which is appropriate for the last batch works poorly in classifying the current batch. When the weighted classifiers method is used, after receiving the first few instances of the batch, the classifier’ weights are adapted so that the concept drift is taken into account and the classification task will have a higher accuracy.

As a comparison, our weighted classifiers method outperforms the CCP framework method for sudden concept drift and has similar results for gradual concept drift. Our batch assignment methods (Bayesian and heuristic) have results similar to the CCP framework method without having parameter setting problems discussed previously.

In sensor dataset, CCP and Bayesian batch assignment methods have lower performances (between 9% and 15% of accuracy) than Heuristic method. This means that CCP framework and Bayesian method have some problems in determining the true concept of a batch in sensor dataset. One problem with CCP framework method is that it uses the Euclidean distance as the measure of similarity of a batch to a concept. ConDis, the distance measure used in CCP, is dependent on the magnitude of the attribute values and an attribute with large values can reduce the effects of the other attributes in the distance calculation. The problem of Bayesian method could be possibly the I.I.D as-

\(^\text{2}\) The Apache SpamAssassin Project - http://spamassassin.apache.org/
sumptions made in it. However, Bayesian method still outperforms than CCP framework method (about 3%).

Table 2. Results of all methods on elist dataset.

<table>
<thead>
<tr>
<th>Batch assignment Method</th>
<th>Classification Method</th>
<th>Acc.</th>
<th>P</th>
<th>R</th>
<th>F- measure</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCP</td>
<td>Active</td>
<td>0.77</td>
<td>0.73</td>
<td>0.81</td>
<td>0.77</td>
<td>1004</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.82</td>
<td>0.79</td>
<td>0.83</td>
<td>0.81</td>
<td>1274</td>
</tr>
<tr>
<td>Heuristic</td>
<td>Active</td>
<td>0.75</td>
<td>0.71</td>
<td>0.77</td>
<td>0.74</td>
<td>1816</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.82</td>
<td>0.8</td>
<td>0.83</td>
<td>0.81</td>
<td>1843</td>
</tr>
<tr>
<td>Bayesian</td>
<td>Active</td>
<td>0.75</td>
<td>0.71</td>
<td>0.8</td>
<td>0.75</td>
<td>2089</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.82</td>
<td>0.8</td>
<td>0.84</td>
<td>0.82</td>
<td>2462</td>
</tr>
</tbody>
</table>

Table 3. Results of all methods on spam filtering dataset.

<table>
<thead>
<tr>
<th>Batch assignment Method</th>
<th>classification method</th>
<th>Acc.</th>
<th>P</th>
<th>R</th>
<th>F- measure</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCP</td>
<td>Active</td>
<td>0.91</td>
<td>0.91</td>
<td>0.84</td>
<td>0.94</td>
<td>2217</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.89</td>
<td>0.92</td>
<td>0.87</td>
<td>0.93</td>
<td>2820</td>
</tr>
<tr>
<td>Heuristic</td>
<td>Active</td>
<td>0.89</td>
<td>0.91</td>
<td>0.84</td>
<td>0.93</td>
<td>3942</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.89</td>
<td>0.92</td>
<td>0.89</td>
<td>0.93</td>
<td>4112</td>
</tr>
<tr>
<td>Bayesian</td>
<td>Active</td>
<td>0.89</td>
<td>0.9</td>
<td>0.86</td>
<td>0.93</td>
<td>4537</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.88</td>
<td>0.91</td>
<td>0.91</td>
<td>0.92</td>
<td>5405</td>
</tr>
</tbody>
</table>

Table 4. Results of all methods on Hyperplane dataset.

<table>
<thead>
<tr>
<th>Batch assignment Method</th>
<th>classification method</th>
<th>Acc.</th>
<th>P</th>
<th>R</th>
<th>F- measure</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCP</td>
<td>Active</td>
<td>0.76</td>
<td>0.72</td>
<td>0.81</td>
<td>0.78</td>
<td>868</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.83</td>
<td>0.81</td>
<td>0.83</td>
<td>0.84</td>
<td>947</td>
</tr>
<tr>
<td>Heuristic</td>
<td>Active</td>
<td>0.76</td>
<td>0.73</td>
<td>0.77</td>
<td>0.78</td>
<td>974</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.84</td>
<td>0.81</td>
<td>0.83</td>
<td>0.85</td>
<td>970</td>
</tr>
<tr>
<td>Bayesian</td>
<td>Active</td>
<td>0.78</td>
<td>0.75</td>
<td>0.8</td>
<td>0.8</td>
<td>876</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.86</td>
<td>0.83</td>
<td>0.84</td>
<td>0.87</td>
<td>899</td>
</tr>
</tbody>
</table>

Table 5. Results of all methods on sensor dataset.

<table>
<thead>
<tr>
<th>batch assignment</th>
<th>classification method</th>
<th>Accuracy</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCP</td>
<td>Active</td>
<td>0.71</td>
<td>370560</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.71</td>
<td>813398</td>
</tr>
<tr>
<td>Heuristic</td>
<td>Active</td>
<td>0.87</td>
<td>929289</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.86</td>
<td>846226</td>
</tr>
<tr>
<td>Bayesian</td>
<td>Active</td>
<td>0.74</td>
<td>883682</td>
</tr>
<tr>
<td></td>
<td>Weighted</td>
<td>0.74</td>
<td>1299652</td>
</tr>
</tbody>
</table>

Comparison of methods’ run times

The run time of each method is shown in the last column of the result tables (Table 2-5). The most time consuming part of these methods is the time spent calling the training and test methods of the classifiers. In the CCP framework method additional time is spent on the construction of the conceptual vectors and the clustering task. In all methods, each instance of the batch is used once to update a classifier in the pool. The difference is in the number of times an instance is classified or its posterior probability distribution is measured by the classifiers. Simply, assume that \( T_0 \) is the time taken to classify an instance and \( T_1 \) is the time taken to find the posterior probabilities for it. In the classification task, each data is classified only once in all batch assignment methods and so the only major differences are in updating the classifiers’ weights and in phase 2 where the updating of the classifiers’ pool is done. Suppose that the subsample size of the batch used in both the heuristic and the Bayesian methods is \( m \). In the heuristic method, each of the \( m \) instances is classified once using all of the classifiers in the pool and in the Bayesian method, the posterior probabilities of each of the \( m \) instances are measured by each of the classifiers. In the Bayesian method, one posterior probabilities estimation and one update by the raw data classifier is also required for each batch but this can be ignored. So the time required in the heuristic method is at most \( m \cdot \max C \cdot T_0 \) and in the Bayesian method is at most \( m \cdot \max C \cdot T_1 \). \( T_1 \) is greater or equal to \( T_0 \) according to their definitions. So in general, we expect using the Bayesian method is more time consuming rather than the heuristic method, because the maximum time computed for Bayesian method is greater. This can be seen in tables 2 and 3, but not in the last dataset, because in this problem setting only two classifiers are added to the pool for the Bayesian method (among 10 possible classifiers).

In addition, we use a subsample of the batch to update the weights in the weighted classifiers method. Each of the instances in this subsample is classified by each of the classifiers in the pool to find the classifiers’ errors. So if we use the same subsample of the batch for both updating the classifiers and their weights, we will obtain a time saving when using Heuristic and weighted classifiers methods. Therefore for each of batch assignment methods, using weighted classifiers method will consume more time than using active classifier. This can be seen in tables 2 to 4 for our three datasets, except in the Heuristic method because of the time saving we mentioned.

At last, Bayesian method takes the most time among all batch assignment methods while Heuristic and CCP methods take almost the same time using active classifier and Heuristic method is better when using weighted classifiers.

5 Conclusion and Future Works

We have proposed a method with some variations for streaming data classification in the presence of concept drift and recurring concepts. The general framework used in this paper maintains a pool of classifiers and updates them according to consecutive batches of data. The classifiers in the pool are used to classify new batches of data. The most similar method to our method is the CCP framework. Our method improves the accuracy while its parameter tuning is simpler.

Some future research works related to this study might include the followings. First, managing the classifiers in the pool can be done more complexly. For example, classifiers can be merged or removed to handle more complicated situations. Second, parameters of the algorithm are
dependent on the datasets. If they can be set dynamically according to the datasets, the algorithm will work properly for all datasets. Third, the algorithm should be run on more real datasets in order to achieve more reliable results.
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Abstract

In this paper, we propose a solution to reduce the labeling costs by applying domain adaption methods coupled with active learning to reduce the number labels needed to train a classifier. We assume to have only one task but different domains in the sense that we have texts that come from different distributions. Our approach uses multi domain learning together with active learning to find a minimum number of texts to label from as few domains as possible to train a classifier with a certain confidence in its predictions.

1 Introduction

A large cost factor in computer linguistic rises from the labeling of texts. For example, we want to investigate the hypothesis that certain statements occur always in positive or negative context in a large set of texts. A usual approach in computer linguistic would be to go through the texts and label parts of it as positive or negative to use them as examples for a classifier. This can be quite expensive with respect to the texts and the task.

The problem gets an additional twist, in case we have a large corpus or many corpora of texts from different domains. To investigate the texts, we would start to label the texts from a certain domain. Now, it is easier to keep labeling only texts from this domain instead of switching to another.

To reduce labeling costs, we propose to use active learning techniques to support us on what to label. We base our decision on what to label on a trained classifier and the confidence of the classification of unlabeled texts. First, we need to know when we can stop labeling in the current domain. This will happen when further labels will not increase the quality of the classifier anymore. Next, we want to find out if we actually need labels from the other domains when there are not further texts in the current domain or the quality of the classifier saturates. In case we have large confidence in predicting the texts in all domains we do not need further labels. This means, we train a classifier on only some domains and expect a generalization on all domains. Unfortunately, this is usually only possible under strong assumptions on the distributions of the texts in the different domains. By distributions of the texts we mean the probability distribution of a stochastic process that generates the text.

Further, we assume a nonlinear cost model with respect to the number of labels. We expect that at the beginning the labeling of the texts demands largest effort but decreases with more and more labels. This is intuitively clear since we will grow accustomed to the texts. Further, when we start labeling texts from another domain, we must consider that the effort will be again higher at the beginning and smaller after a while.

The paper is organized as the following. First, we explain how we can statistically model the distribution of texts in the different domains and what classifier we use in our training. Then, we describe how we use domain adaptation and active learning to train a classifier for all domains. Finally, we report results on our propose method on a benchmark data set.

2 Related Work

We leverage methods from active learning, domain adaptation and multi domain learning.

Active learning tries to direct the labeling process considering intermediate results. A classifier that is trained on a small amount of labeled texts is used to estimate which further texts should be labeled to increase the quality of the classifier when trained also on these labeled texts. As candidates for further labeling we use the texts that are classified with least confidence. This strategy is called...
uncertainty sampling (LC94). There are different sampling strategies in the literature. A general overview is given by (Set09).

We assume that the texts have different distributions in the domains but the labels have the same distribution given a text. In this case, instance weights can be used. In (I207), a classifier is trained on examples with labels and weights for each example. The weights are chosen such that the mass distribution of the examples from one domain adapts to the mass distributions of an other domain. By this, they train a classifier using examples and labels from one domain that generalizes to an other domain. An other approach is to model the commonalities of different domains as proposed by (BMP06) or (DM06) for instance.

In multi domain learning, a classifier is learned over several domains. A classifier shall be generated that performs best over all domains while using only a small amount of training data that comes from very few domains. In best case we need only to training the classifier on a single domain. An overview on existing multi learning methods is given by (JCDR12).

3 Statistical modeling

Since we pose assumptions on the distributions of texts, we need to model these distributions based on text examples from the domains. There are many approaches to model the probability distribution of texts. Here, we use the language model (PC98).

The probability of a word \( w \) or a sequence of words (a text) can be estimated by the frequency of the occurrences of the word. Formally, we note \( p(w_1 \cdots w_n) \) as the probability of the event to see (or to read) the sequence \( w_1 \cdots w_n \) in the domain. Further, \( p(w_n|w_1 \cdots w_{n-1}) \) is the probability of seeing word \( w_n \), after we have already seen the words \( w_1 \cdots w_{n-1} \). By assuming independence of words that are farther away from each other than a given context size, we can estimate the probability by frequencies easily. Using a context of only one word we also speak of a bigram model in contrast to a unigram model when we assume all words are independent, hence: \( p(w_1 \cdots w_n) = \prod_{i=1}^n p(w_i) \).

This naturally generalizes to ngram models, when we consider a context of \( n-1 \) words.

The concrete probabilities for unigrams can be estimated for a given domain by the maximum likelihood estimate of the Multinomial distribution, hence \( p(w) = \frac{N_w}{N} \) for \( N_w \) number of occurrences of word \( w \) among the \( N \) words in the domain.

4 Classifier

As classifier we use support vector machines that have proven to be efficient in text classification, see (Joa02) for example. Given a set of texts with labels, we find a separating hyperplane in a Reproducing Kernel Hilbert space. In this paper we use the bag of word representation. Each text is mapped to a large vector (a word vector) such that each component tells how many times a certain word occurs in the text.

During SVM training we minimize a regularized loss, formally \( \min \frac{1}{N} \sum_{i=1}^N [(1 - y_i \cdot f(x_i))^+ + \lambda \cdot ||f||] \) using the hinge loss \((\cdot)^+\), \( y_i \) the labels and \( x_i \) the texts. We use an adaptation that integrates weights on the texts. This means we solve the following minimization problem: \( \min \frac{1}{N} \sum_{i=1}^N \beta_i \cdot [(1 - y_i \cdot f(x_i))^+ + \lambda \cdot ||f||] \)

See (LLW02) for further details.

In order to retrieve confidence in the prediction of our classifier we use the approach by (Pla99) to derive posterior probabilities using the outcome of an SVM. The probability of a prediction given an example (here a text) is modeled as sigmoid function: \( P(y = 1|f(x)) = \frac{1}{1+\exp(A \cdot f(x) + B)} \). The parameters \( A \) and \( B \) are estimated using the labeled texts. Using this method, we get the confidence of the prediction of a text as.

5 Domain Adaptation

Assuming that the texts are differently distributed in different domains we use the SVM with weighted examples as described above. The weights are estimated based on the difference of the distributions of texts using importance sampling based on language models.

5.1 Importance sampling

If \( P_s \) and \( P_t \) are the text distributions from domain \( s \) and domain \( t \) with the same support, we can estimate the expected loss under the domain \( t \) using texts from domain \( s \), using importance sampling. In importance sampling we sample from \( P_s \) but weight the examples by \( \beta(x) \) such that \( \beta(x) \cdot x \) has approximately the distribution \( P_t \). For further reading we refer to (OZ00). We integrate these weights into the risk minimization framework for
the SVM using the hinge loss $L$. This results to the following:

$$E(L(x, y, f)) = \int L(x, y, f) \cdot P_t(x, y) \cdot dx$$

$$= \int \frac{P_t(x, y)}{P_s(x, y)} \cdot L(x, y, f) \cdot P_s(x, y) \cdot dx$$

$$\approx \frac{1}{N} \sum_{i=1}^{N} P_t(x, y) \cdot L(x, y, f)$$

$$= \frac{1}{N} \sum_{i=1}^{N} \beta_i \cdot L(x, y, f)$$

In this paper we concentrate on covariate shifts. This means, we expect that conditional probabilities of the labels, given an observation, are the same over two different domains. This means, $P_s(y|x) = P_t(y|x)$. Hence, we can write $P_t(x, y) = P_t(x)P_t(y|x) = P_t(x)$.}

5.2 Multi Domain Classifier

We want to train a classifier that can be applied on different domains but the training is only done on texts from a single domain or a small amount of domains. Using the language model we estimate the probability distributions of the texts from each domain $i$, noted as $P_t(x)$. Further, we define an ensemble of classifiers $f_i(x)$. Each classifier $f_i$ is trained with respect to the distribution of domain $i$ using importance sampling on an other domain. Given a trained set of classifiers $f_i$, we perform the prediction on a given text - from any domain - as: $F(x) = f_{i(x)}(x)$ with $i(x) = \text{argmax}_i \{P_t(x)\}$.

6 Active Learning across different domains

In this section we describe how we use active learning and domain adaptation in order to reduce the labeling effort over different domains in a classification task. We generally assume that the distribution of the texts differ among different domains. Formally this means $P_t(x) \neq P_j(x)$, for two different domains $i$ and $j$ and a text $x$. Further, we assume that the distributions of the labels for a given example are the same among the domains, hence $P_t(y = i|x) = P_t(y = i|y)$. The goal is to train the classifier only on few domains and examples but apply it to all domains. To achieve this goal, we use an active learning technique to ask for labels in a certain domain such that the number of overall labels are minimized while maximizing the expected quality over all domains. Therefore, we train an SVM with probabilistic outputs to estimate the confidence in the predictions. This means, for each domain $i$ we train an SVM on the texts from a single domain $j$, but weight them as described above by $P_t(x)$. These classifiers $f_i$ are then combined to the multi domain classifier $F$. The multi domain classifier is applied to all unlabeled examples from all domains. In case all the resulting predictions have at least a certain level of confidence we can stop here and use $F$ as final classifier. When there are still predictions with less confidence we need further labels.

There are two possibilities to continue. First, we can ask for more labels from the current domain. Second, we ask for labels from any different domain. We propose to suggest to switch to a different domain only when there are no further unlabeled examples in the current domain. Then, the next domain can be any domain that still contains unlabeled examples. This is a valid approach since we expect that the texts samples in the different domains are independent identical distributed. Then, we only need to start asking for labels from a next domain in case we have no further examples in the current domain. In general, with enough examples in one domain we expect the same quality of the classifier when we train only on this domain as when we train on all domains. This holds because we expect only a covariance shift.

When we continue - maybe with a new current domain - we apply each classifier $f_i$ on all unlabeled examples from the current domain, but each time we weight the examples before applying the classifier. By this we adapt the mass distribution to the corresponding domain. Then, the examples that have the least confident predictions among all classifiers should be used. Hence, among the least confident predictions of the unlabeled data we sample $k$ examples and ask for their labels. Afterwards, we train the classifiers again using also the newly labeled samples, build the multi domain classifier and test if we have enough confident predictions now. If we still have some examples with low confidence, we simply perform the steps again.
7 Experiments

We test our proposed method on a standard benchmark data set that is commonly used in NLP. We use the Reuters-21578\(^1\) data set with the topics people and organizations. For both domains we estimate a language model to model \(P_i(d)\) the probability that document \(d\) was generated in the domain \(i\) for \(i = s\) the source domain containing texts talking about people and \(i = t\) the target domain containing texts talking about organizations. We use the weighted SVM as classifier and weighted texts from the source domain for training. The weights are chosen with respect to the probability of the texts on target domain and source domain as explained above.

We split the data from the source domain into 3 parts each having \(1/5, 1/5, 3/5\) of the original data. One split is used for the first training without active learning. One split is used for testing the classifier and the final split is used for active learning as described above. We use always batches of 200 examples for which we ask labels. In iteration \(k\) these 200 are the examples that are classified with the least confidence by the classifier trained with all labeled examples so far.

To investigate the behavior of our proposed model we conducted several experiments. First, we tested how good we perform on the source domain when we use an active learning approach. Then, we investigate how our trained classifier performs on the target domain. We are especially interested in how much benefit we get from weighting the examples. Finally, we test our proposed active learning strategy across the two domains.

Figure 1 and Figure 2 shows the accuracy on the source domain respectively target domain for different experiments. For the first batch, we cannot perform an active learning strategy since we need a trained classifier first. Only after we already have trained a classifier we can perform an active learning strategy. The first two bars show the results on the accuracy when we perform an active learning strategy and when not. We get faster a better accuracy on the source domain when we actively ask for the next labels. Next, we test the classifier on the target domain. The first two bars show the accuracy when the classifier is only trained on the source domain without weights. We see that the accuracy is low and more train data increases the quality only slightly. Furthermore, we see that the active learning strategy, which considers only the source domain here, performs worse on the target domain. Next, we investigate the domain adaption by weighting the texts with respect to the language models. The third bar shows that the accuracy on the target domain increases when we use importance sampling. Finally, we test our active learning strategy across the two domains. The last bar shows that when we actively ask for labels with respect to both domains, we get the best overall accuracy.

8 Conclusion and Future Work

We explained an approach to perform active learning across different domains. We used importance sampling and statistical language models to adapt an SVM trained on a certain source domain to a different target domain. Our proposed active learning strategy that considers both domains shows good results on a benchmark data set. In the future we want to investigate how other probability models for the texts can be used. Further, we plan to extend our approach to multi task learning.

\(^1http://www.daviddlewis.com/resources/testcollections/\)
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Abstract
This paper describes work in progress. Discretization is one of the most common pre-processing steps in data mining and machine learning. We propose a novel approach to obtain simpler discretization cutpoints, which are easier to capture for human users, e.g., as they require less non-zero digits. For that purpose, a post-processing step is performed after applying an arbitrary conventional discretization method. It trades-off the necessary modifications in comparison to the original discretization scheme with the reduction in complexity of the cutpoints. Experiments with classification tasks show, that this leads to considerably simpler cutpoints with only marginal influence on the algorithmic performance, i.e., the prediction accuracy.

1 Introduction
The following paper reports preliminary results of ongoing research. Many machine learning and data mining algorithms, e.g., rule learners or decision-tree algorithms, can be applied automatically, but aim at models, which allow for introspection by the user. Other approaches, such as subgroup discovery, are not intended for automatic application at all, but provide patterns, which are directly interpreted by human experts. Both categories of algorithms require simple input data to build understandable models.

Discretization is a key pre-processing technique. It transforms numeric attributes into nominal ones in order to apply algorithms, which allow only for nominal attributes as inputs. Over the last decades a large number of sophisticated discretization methods have been proposed [7; 4]. Until now, research on these methods has focused almost exclusively on the predictive power of the thresholds, but mostly ignored the resulting complexity of the discretization thresholds. This leads to discretization intervals that are inconvenient for humans, e.g., \textit{income} = [38952.4; 60427.2]. Findings for such boundaries are not only unintuitive, but also potentially less useful in the application domain, as they are difficult to compare with previous knowledge. Additionally, such discretization bounds are potentially subject to over-fitting on the training data.

In this paper, we present a novel meta-method for discretization that aims at obtaining discretization thresholds, which are more intuitive for human users. For example, a very similar, but much simpler discretization interval for the above interval could be \textit{income} = [40000; 60000]. Our approach obtains such simpler intervals by post-processing the resulting cutpoints of an arbitrary discretization method. In doing so, we combine the advantages of sophisticated discretization algorithms with intuitive discretization thresholds. The extent of the modification is traded-off against the complexity reduction of the results. Although our approach is applicable as a pre-processing method for arbitrary data mining tasks, the evaluation focuses in this work-in-progress on the classification tasks, since their results can be easily compared.

The rest of this paper is structured as follows: Section 2 introduces notations and discusses some related work. Next, Section 3 presents our novel approach of smoothed discretization bounds. First experimental results are provided in Section 4. The paper concludes with pointers to future work in Section 5.

2 Background and Related Work
In this paper, a dataset \( D = (I, A) \) is formally defined as an ordered pair of a set of \( \text{instances} \) \( I = i_1, i_2, \ldots, i_y \) and a set of attributes \( A = A_1, A_2, \ldots, A_z, C \). Each attribute \( A \in A : I \rightarrow \text{dom}(A) \) is a function that indicates a characteristic of an instance by mapping it to a value in its range. Consequently, \( A_m(i) \) denotes the value of the attribute \( A_m \) for the instance \( i \). In our setting, there is one class attribute in each dataset \( A_C \), which is to be predicted by a classification algorithm. We assume the class attribute to be nominal and all other attributes \( A_1, \ldots, A_z \) to be numeric, i.e., \( \text{dom}(A_1) = \mathbb{R} \).

Many data mining algorithms are not directly suited for numeric attributes, but require nominal attributes as input data. Therefore, discretization algorithms are used in a pre-processing step to transform a numeric attribute \( A \) into a new nominal attribute \( A' \). These methods split the range of a numeric attribute into \( n+1 \) disjoint intervals defined by a set of cutpoints \( cp_1, \ldots, cp_n; \mathbb{R} = [\infty, cp_1], [cp_1, cp_2], \ldots, [cp_n-1, cp_n], [cp_n, +\infty] \). The new attribute has one value for each of these intervals. Instance values are mapped accordingly:

\[
A'(i) = \begin{cases} 0, & \text{if } A(i) \leq cp_1 \\ k, & \text{if } cp_k < A(i) \leq cp_{k+1}, k = 1, \ldots, n \\ n, & \text{if } A(i) > cp_{n+1} \end{cases}
\]

The cutpoints for different attributes are determined independent from each other by using a discretization method. For this task, a large amount of discretization methods have been proposed in literature, see [7; 4] for two recent overviews. The most popular methods include Equal-frequency discretization, top-down entropy-based discretization [3] and bottom-up discretization based on chi-values [6; 8]. Discretization methods, which lead to easy-to-read intervals, have received only little attention so far. An exception to this is the \textit{intuitive partitioning} proposed by Han and Kamber [5] that discretizes an attribute into “natural” segments: In a top-down approach, the range of the attribute \( A \) is split into three, four, or five sub-intervals depending on the difference in the most significant digit in the attribute range. In contrast to this technique, our novel method joins the power of supervised discretization methods to a novel meta-method that enables the user to obtain easily understandable intervals.

3 Methodology
Our method is based on the \textit{overfitting bound approach} [12] and is motivated by the observation that the complexity of the discretization cutpoints is usually more critical than over-fitting. The core of our approach is to minimize the complexity of the cutpoints obtained by an arbitrary discretization algorithm. As a consequence, over-fitting may be traded-off against the complexity reduction of the results.

4 Experiments
The rest of this paper is structured as follows: Section 4 introduces notations and discusses some related work. Next, Section 3 presents our novel approach of smoothed discretization bounds. First experimental results are provided in Section 4. The paper concludes with pointers to future work in Section 5.

5 Conclusion
This paper describes work in progress. Discretization is one of the most common pre-processing steps in data mining and machine learning. We propose a novel approach to obtain simpler discretization cutpoints, which are easier to capture for human users, e.g., as they require less non-zero digits. For that purpose, a post-processing step is performed after applying an arbitrary conventional discretization method. It trades-off the necessary modifications in comparison to the original discretization scheme with the reduction in complexity of the cutpoints. Experiments with classification tasks show, that this leads to considerably simpler cutpoints with only marginal influence on the algorithmic performance, i.e., the prediction accuracy.
algorithms with the goal of easy-to-read cutpoints. It can be combined with arbitrary discretization methods.

## 3 Smoothed Discretization

In the next section, we present our novel approach for discretization. The main idea is as following: First, any traditional discretization algorithm is run. The resulting set of cutpoints \( c_p_1 , \ldots , c_p_n \) is used as the input for our technique. A new discretization scheme is obtained by modifying the cutpoints \( c_p_i \) one-by-one. For each cutpoint, an alternative new cutpoint is determined. The selection of the new cutpoints follows two criteria: 1. The replacement cutpoint should be "natural", i.e., less complex and easier-to-read. 2. The replacement cutpoint should be as close to the original cutpoint as possible. In the following sections, we present novel measures to quantify these criteria as well as a simple scoring function, which allows to trade-off between them. Furthermore, we outline a simple algorithm that allows to identify the best alternative cutpoint. It generates a number of candidate cutpoints, which are scored by the presented measure.

### 3.1 Complexity

The perceived complexity of a number differs from user to user. Due to this inherent subjectiveness quantifying its complexity is a difficult issue. One can consider several different intuitions to measure the complexity of a number, which are plausible for most users: First, short numbers are easier to comprehend than longer numbers: As a consequence the number 624 should receive a lower complexity score than a number like 72415. Second, one benchmark could be, how difficult it is to remember a number. Therefore, 1.000 would have a lower complexity score than 8103. A potential third intuition is, that numbers should receive a lower complexity score, if they are used more often by humans.

Next, we present one simple method to capture the complexity of a number. We are fully aware that this is definitely not the only solution for this problem and one can think of several variations of this measure. Our measure is based on the decimal representation of a number \( x \). The scoring is based on the number of digits \( k(x) \), which are required to write \( x \), excluding trailing zeros. The count \( k(x) \) is increased by one, if it contains a decimal point. Then, the complexity for \( x \) is defined as:

\[
\text{complexity}(x) = \begin{cases} 
0, & \text{if } x = 0 \\
1, & \text{if } x = 10^n, n \in \mathbb{N} \\
1 + k(x), & \text{else}
\end{cases}
\]

The following table shows some examples for this complexity measure.

<table>
<thead>
<tr>
<th>( x )</th>
<th>complexity(( x ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

This basic measure could be improved in a variety of directions: One may argue that a number ending with the digit 5 is simpler than other numbers. E.g., 95 can be considered as a simpler, more intuitive bound than 93. Another issue is, if a decimal really increases the complexity, i.e., if 0.4 is a more complex number than 4. Although these considerations could be incorporated in more sophisticated variations in future approaches, we focus in this paper on the complexity measure presented above for the sake of simplicity and transparency.

### 3.2 Modification measures

Additionally, our approach requires a measure that compares, how strongly the original discretization scheme is modified, if a candidate cutpoint \( c'_p \) is used instead of the respective original cutpoint \( c_p \). To quantify this amount of modification we propose two measures.

#### Distance-based deviation measures

The distance-based measure describes the difference in the range of the discretized attribute. It is computed as the percentage of the interval between the original cutpoint \( c_p \) and the candidate cutpoint \( c'_p \) in relation to the distance between the current cutpoint \( c_p \) and the neighboring cutpoint in the original discretization scheme. For candidates smaller than the original cutpoint, the neighboring cutpoint is given by the next lowest cutpoint \( c_{p-1} \), otherwise it is the next highest cutpoint \( c_{p+1} \). For the special cases, that the current cutpoint is the first one \((k = 1)\) or the last one \((k = n)\), the instances in the dataset with the lowest, respectively highest, attribute values are used as neighboring cutpoints. Formally it is computed as (ignoring the special cases):

\[
\text{mod}^{\text{dist}}(c'_p, c_p) = \begin{cases} 
0 & \text{if } c'_p = c_p \\
\frac{c_p - c'_{p-1}}{c_{p-1} - c_p} & \text{if } c'_p < c_p \\
\frac{c'_{p+1} - c_p}{c_{p+1} - c_p} & \text{if } c'_p > c_p
\end{cases}
\]

#### Instance-based deviation measures

The distance-based deviation measure just considers the difference between the original cutpoint and the candidate cutpoint, independent of additional information contained in the dataset. The second approach, the instance-based deviation, additionally takes the values of each instance \( i \) for the attribute \( A \), which is discretized, into account. It measures the percentage of the instances in the interval, which are relocated to another interval, if the original cutpoint \( c_p \) is exchanged with the candidate \( c'_p \):

\[
\text{mod}^{\text{inst}}(c'_p, c_p) = \begin{cases} 
0 & \text{if } c'_p = c_p \\
\frac{|\{i | c_p \leq A(i) < c'_p\}|}{|\{i | c_p \leq A(i) < c_{p-1}\}|} & \text{if } c'_p < c_p \\
\frac{|\{i | c'_p \leq A(i) < c_{p+1}\}|}{|\{i | c_{p+1} \leq A(i) < c_p\}|} & \text{if } c'_p > c_p
\end{cases}
\]

### 3.3 Smoothed cutpoint selection

Cutpoint smoothing is a trade-off between reducing the complexity of a cutpoint and modifying the intervals generated by the original discretization method. For that purpose, we propose the following family of functions that balances between these two goals using the complexity and modification measures presented above. The candidate with the lowest score according to this measures is considered the best cutpoint.

\[
\text{score}(c'_p) = \text{complexity}(c'_p) + \frac{1}{\alpha} \cdot \text{mod}(c'_p, c_p)
\]

Here, \( \alpha \) is a user chosen parameter. For high values of \( \alpha \) less complex cutpoints are preferred, even if they strongly modify the original solution. In contrast, lower values of \( \alpha \) emphasize the similarity to the original discretization scheme, even if the resulting cutpoints are only slightly less complex than the original ones. \( \alpha \) can be interpreted, which ratio of an interval the cutpoint can be moved to reduce the complexity by one point. E.g., if \( \alpha = 0.05 \) the algorithm will shift the cutpoint by up to 5% of the adjacent interval (based on the pure difference or the number of contained instances), if this decreases the complexity by one.

### 3.4 Computation of smoothed cutpoints

The computation of the best smoothed cutpoint is straightforward: First, candidates are generated in two directions. For that purpose the cutpoint is iteratively rounded up with decreasing precision. This is repeated, until either zero or
the middle of the adjacent interval is reached. This prevents, that two different original cutpoints are smoothed to identical values. Candidate cutpoints smaller than the original cutpoint are obtained analogously by rounding down. Additionally, the original cutpoint is also considered as a candidate. Then, every candidate is evaluated by the score-function with user-chosen parametrization. The best (lowest) scoring candidate then replaces the original cutpoint in the smoothed discretization scheme.

3.5 Example

We demonstrate our approach in a small example: Initially the user chooses a parameter \( \alpha \) for the scoring function and one of the two proposed modification measures. We assume an \( \alpha \) value of 0.01 and the distance-based deviation measure in this example. To discretize an attribute \( A \) with our approach, first a traditional discretization algorithm, e.g., frequency-based discretization, is executed. We assume, this method resulted in the 3 cutpoints \( c_{p1} = -724 \), \( c_{p2} = 692 \), and \( c_{p3} = 1525 \). For each of these cutpoints, our approach determines a smoothed cutpoint \( c_{p}^* \), which should be easier-to-read. In this example we focus on the cutpoint \( c_{p2} \). For this cutpoint, first candidates for alternative cutpoints are determined by rounding up and down. This results in the candidates 700 and 1000 for rounding up, and 690, 600, and 0 for rounding down. Additionally, the original cutpoint 692 is considered as a candidate. For each of these six cutpoint candidates the score is determined as described in Section 3.3. For example, the score for the candidate 700 is determined as follows: The complexity of the candidate is complexity\((700) = 2 \). Its distance is computed as \( \frac{700 - 692}{700 - 692} \approx 0.0096 \). The score for this candidate is \( \text{score}(700) = 2 + \frac{1}{700} \cdot 0.0096 = 2.96 \). Analogously, the score for the cutpoint 1000, which has a complexity of 1 is determined as \( 1 + \frac{1}{1000} \cdot 0.0096 = 37.97 \). As another example, the original cutpoint has a complexity of 4 and a distance of 0 and thus a score of \( \text{score}(692) = 4 \). As it turns out after computing the scores for all six cutpoint candidates, 700 has the lowest (best) score and thus is used as a replacement for the original cutpoint in the novel discretization scheme.

4 Evaluation

To evaluate the effectiveness of our novel approach, we performed an experimental study on a classification task, using the well-known decision tree algorithm C4.5 [9]. We used 12 data sets from the UCI Machine Learning Database Repository [21] and from the KEEL data set repository [11]. Except for the class attributes, these data sets consists of numerical attributes only.

We applied a standard 10-fold cross-validation procedure. For each training data set the discretization cutpoints were determined for the three popular discretization methods equal-frequency discretization, entropy-based discretization, and Chi2 discretization. Afterwards, the introduced smoothing techniques were performed with distance-based and instance-based modification measures and with different settings for the parameter \( \alpha \) in the scoring function. A very low \( \alpha \) value (here \( \alpha = 10^{-7} \)) in combination with an instance-based distance measure means, that the cutpoint is replaced with the alternative cutpoint with the lowest complexity, which implies no reallocation of any instance to another discretization interval. For the basic discretization and for the classification algorithm implementations from the KEEL software suite were used with default parametrization. In particular, the equal-frequency discretization performed a split into 10 intervals. For the resulting discretized data a classifier was learned on the training data and the accuracy was measured in the test data. Summarized results, which are averaged over all datasets, are shown in Tables 1a, 1b and 1c. Exemplary detailed result for all datasets using entropy-based discretization are denoted in Tables 2a and 2b. These tables show the predictive accuracy of the classifier with the discretized attributes as input as well as the averaged complexity score of the smoothed discretized cutpoints. All base discretizers lead to a high complexity of the used cutpoints: the cutpoints are overall hard-to-read for humans. For all discretizers, smoothing these cutpoints even with only low values of \( \alpha \) leads to a drastic decrease of the complexity. The complexity of cutpoints is further reduced for increased parameter values of \( \alpha \). These adaptations influence the accuracy of the classifiers only marginally, i.e., the improved classification accuracy of entropy-based discretization is maintained even for substantially simplified cutpoints. This may hint at possible overfitting of the discretization algorithms. Only for the highest settings of \( \alpha (\alpha \geq 0.1) \) a slight decrease of the accuracy can be observed for the supervised discretization algorithms. The reduction of the accuracy is smaller for instance-based smoothing methods, while similar complexity reductions are achieved. Therefore, this variation is to be preferred based on the current results. These experiments overall demonstrate the effectiveness of our novel approach, as it succeeds in decreasing the complexity of the used cutpoints with only marginal influence on the main algorithm, which uses the discretization intervals.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>distance</th>
<th>instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>4.818</td>
<td>784</td>
</tr>
<tr>
<td>0.01</td>
<td>4.002</td>
<td>784</td>
</tr>
<tr>
<td>0.05</td>
<td>3.488</td>
<td>774</td>
</tr>
<tr>
<td>0.1</td>
<td>2.942</td>
<td>768</td>
</tr>
<tr>
<td>0.5</td>
<td>2.746</td>
<td>771</td>
</tr>
</tbody>
</table>
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<th>instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>4.818</td>
<td>784</td>
</tr>
<tr>
<td>0.01</td>
<td>4.002</td>
<td>784</td>
</tr>
<tr>
<td>0.05</td>
<td>3.488</td>
<td>774</td>
</tr>
<tr>
<td>0.1</td>
<td>2.942</td>
<td>768</td>
</tr>
<tr>
<td>0.5</td>
<td>2.746</td>
<td>771</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>distance</th>
<th>instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>4.818</td>
<td>784</td>
</tr>
<tr>
<td>0.01</td>
<td>4.002</td>
<td>784</td>
</tr>
<tr>
<td>0.05</td>
<td>3.488</td>
<td>774</td>
</tr>
<tr>
<td>0.1</td>
<td>2.942</td>
<td>768</td>
</tr>
<tr>
<td>0.5</td>
<td>2.746</td>
<td>771</td>
</tr>
</tbody>
</table>

Table 1: Results for different values for the parameter \( \alpha \) in the scoring function and both modification measures. Each table refers to a different discretization technique. For each setting, the prediction accuracy of the classification algorithm and the cutpoint complexity are denoted averaged over all data sets.
Table 2: Detailed results for different values of the parameter $\alpha$ in the scoring function. Each table refers to a different modification measure. For each setting and each data set, the average prediction accuracy of the classification algorithm and the average cutpoint complexity are denoted. As basis entropy-based discretization was used.

5 Conclusions

In this paper we proposed a novel approach on discretization, which aims at cutpoints, which are easy-to-read for human users, e.g., as they require less non-zero digits. For that purpose, a post-processing step is performed after applying an arbitrary conventional discretization method. It trades-off the necessary modifications in comparison to the original discretization scheme with the reduction in complexity. In that direction novel functions for measuring the complexity of a number and for measuring the difference between the original cutpoints and candidates for alternatives have been discussed. Experiments with classification tasks showed, that our approach leads to considerably simpler cutpoints, while the algorithmic performance, i.e., the prediction accuracy, is only marginally influenced.

Since this paper presents work in progress, we plan to extend it in several areas: The proposed function to measure the complexity of a number is currently very simple and could be replaced by a more sophisticated one. This, however, will require an extensive user study to evaluate human perception. Furthermore, we will extend the performed experiments to descriptive data mining tasks such as subgroup discovery. Since the results of these tasks are directly interpretable by domain experts, natural, easy-to-read intervals are especially useful in these areas.
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Abstract

Communities are a central aspect in the formation of social interaction networks. In this paper, we analyze the evolution of communities in networks of face-to-face proximity. As our application context, we consider four scientific conferences. We compare the basic properties of the contact graphs to describe the properties of the contact networks and analyze the resulting community structure using state-of-the-art automatic community detection algorithms. Specifically, we analyze the evolution of contacts and communities over time to consider the stability of the respective communities. In addition, we assess different factors which have an influence on the quality of community prediction. Overall, we provide first important insights into the evolution of contacts and communities in face-to-face contact networks.

1 Introduction

In this paper, we consider the evolution of both contacts and communities at academic conferences. Specifically, we consider the LWA 2010, LWA 2011, LWA 2012 and Hypertext 2011 conferences, where the CONFERATOR[1] system [1] was applied. Using RFID technology, it allows us to collect face-to-face contact data [3], which we can utilize for analyzing contacts and communities.

Our contribution is summarized as follows:

1. We analyze if the structure of the contact graphs is similar for different conferences.
2. We investigate the progress of face-to-face contacts during the respective conferences.
3. We consider automatically detected communities, and analyze the quality of the used algorithms.
4. Finally, we analyze how communities develop over time during a conference and whether detected communities stay over time and thus predictable.

To the best of the authors’ knowledge, this is the first time, that these research questions have been addressed in the context of human face-to-face contact networks.

2 Analysis

In the following, we first briefly describe the utilized dataset, before we summarize the evolution of contacts and communities. For a detailed discussion, we refer to [4].

2.1 Datasets

At the LWA 2010, 2011, 2012 and Hypertext 2011 conferences we asked each participant to wear proximity tags, so they could use the CONFERATOR [1] system. These tags can detect close-range face-to-face proximity (1-1.5 meters) of the participants wearing them [3] - 77 (LWA 2010), 69 (Hypertext), and 42 (LWA 2011 and LWA 2012) for the respective conferences.

2.2 Evolution of Contacts

In summary, the number of edges in contact graph grows nearly linearly during all three LWA conferences. The number of new contacts at the beginning and at the end of these conferences can be explained by the small number of participants who come early or stay longer. An interesting fact for the Hypertext conference is a slow growth of contacts during the second part of the conference. This “tail” is much longer compared to the end of the LWA conferences. We assume that the Hypertext conference has a different “social profile”, so the participants are more focused on “socializing” during the first day.

Another important observation shows that graphs with “long” talks (≥ 180 seconds) have almost half of the number of edges of the graphs with all conversations, but their total length is equal to 80% – 90% of the whole length of the whole graph.

2.3 Evolution of Communities

For analyzing the stability of community structure we define a c-pair (Community-pair) as follows: If two nodes u and v belong to the same community, then cp = (u, v) is a c-pair. CP denotes the set of all possible c-pairs. The more c-pairs stay over time, the more stable is a community structure.

To estimate and compare the stability of communities during different conferences, we applied a “simple” predictor P : I × J → CP, where I ⊆ N, J ⊆ N. This predictor assumes that all the c-pairs that were built during (a) reference day(s) in I will be also formed during the subsequent day(s) in J. In the case where I and J contain only single elements, we will drop the set notation for simplicity. Let CPi be the set of c-pairs of day i: CPi = {(u, v) | u, v ∈ Cj ⊆ Vi}, where Vi is the set of the nodes of the contact graph of the day i. We applied
the predictor five times for each algorithm and each conference. For computing the ‘correct’ predictions, we consider the intersection with a subsequent day, and the respective c-pairs. The more c-pairs are predicted correctly, the more stable is the computed community structure.

Figure 1 shows the respective recall and precision values. The larger the value of precision, the more c-pairs from the ‘training’-day tend to appear also during the ‘result’-day. The larger the value of recall, the more c-pairs are at that conference. The LW A 2011 data (green points) tend to show a better performance compared to the other conferences and thus we assume the community structure during LW A 2011 is more stable. Similarly, the communities of LW A 2012 are also rather well “predictable”. A potential explanation is given by the significant community structure of the four special interest groups constituting the LW A conferences, see [2]. Summarizing both precision and recall, the F1 scores for each applied algorithm and each conference are shown in Figure 1.

The choice of the community detection algorithm did not have a big impact on the performance of our “simple” algorithm and thus on the obtained communities. On the other hand, the choice of the event has a crucial influence on the stability of the communities: The F1 scores confirm the stability of community structures computed for the LW A 2011 conference (green points). The stability of the community structures during LW A 2011 is more stable. Similarly, the communities of LW A 2012 are also well “predictable”. A potential explanation is given by the significant community structure of the four special interest groups constituting the LW A conferences, see [2]. Summarizing both precision and recall, the F1 scores for each applied algorithm and each conference are shown in Figure 1.

The choice of the community detection algorithm did not have a big impact on the performance of our “simple” algorithm and thus on the obtained communities. On the other hand, the choice of the event has a crucial influence on the stability of the communities: The F1 scores confirm the stability of community structures computed for the LW A 2011 conference (green points). The stability of the community structures during LW A 2011 is more stable. Similarly, the communities of LW A 2012 are also well “predictable”. A potential explanation is given by the significant community structure of the four special interest groups constituting the LW A conferences, see [2]. Summarizing both precision and recall, the F1 scores for each applied algorithm and each conference are shown in Figure 1.

The choice of the community detection algorithm did not have a big impact on the performance of our “simple” algorithm and thus on the obtained communities. On the other hand, the choice of the event has a crucial influence on the stability of the communities: The F1 scores confirm the stability of community structures computed for the LW A 2011 conference (green points). The stability of the community structures during LW A 2011 is more stable. Similarly, the communities of LW A 2012 are also well “predictable”. A potential explanation is given by the significant community structure of the four special interest groups constituting the LW A conferences, see [2]. Summarizing both precision and recall, the F1 scores for each applied algorithm and each conference are shown in Figure 1.

As another interesting observation, the active communication does not make communities stable – even vice versa. Comparing the LW A 2011 and LW A 2012 conferences with the similar number of participants, we see that the LWA 2012 communications were less active than those at the LWA 2011 in terms of graph density and the total length of communication; overall, we observe more stable communities during LWA 2011. We observed the same phenomenon considering LWA 2010 and HT 2011 – two conferences with the same number of participants but very different dynamics of face-to-face communications. On hypothesis for explaining the negative correlation of community stability and communication is the following: The participants stick to the known persons and tend to have less contacts with new persons which implies both lack of new contacts and stability of the existing communities over the whole conference.

So far, our proposed measures compare the overall stability of communities of different conferences. However, in order to clarify that these stabilities are significant and not accidental, we apply a null model $NM$ computed using the following formula: $NM = \frac{CP_i}{n^2} \times \frac{CP_i}{n^2} \times \frac{CP_i}{n^2} \times \frac{CP_i}{n^2}$, where $CP$ is the number of c-pairs at day $i$, and $n$ is the number of nodes in the considered graph. As shown in Figure 1, the majority of points lies above the null model line which means the stability of communities is not a random phenomenon. Some of the results obtained using the LeadingEigenvector algorithm lie below the null model line, while some of the LabelPropagation measurements are just placed on the line. These findings would seem to show some randomness of the stability of community structures computed with these algorithms. In order to characterize the stability further, we compare the F1 score of the real data and the null model (see Figure 1). On average the real-world F1 score is 1.65 times larger than the obtained null model F1 score. This shows that persons tend to stay in the same communities over one conference; the choice of algorithm also does not affect this.
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Abstract

In ubiquitous and social web applications, there are different user traces, for example, produced explicitly by "tweeting" via twitter or implicitly, when the corresponding activities are logged within the application’s internal databases and log files. Each set of user interactions can then be mapped to a network, with links between users according to their observed interactions.

In this paper, we analyze correlations between different interaction networks. We collect for every user certain external properties which are independent of the given network structure. Based on these properties, we then calculate semantically grounded reference relations among users and present a framework for capturing semantics of user relations. The experiments are performed using different interaction networks from the twitter, flickr and BibSonomy systems.

1 Introduction

By interacting with social and ubiquitous systems, the user is leaving traces within the different databases and log files, e.g., by updating the current status via twitter or chatting with social acquaintances via facebook. Ultimately, each type of such traces gives rise to a corresponding network of user relatedness, where users who are connected if they interacted either explicitly (e.g., by establishing a “friendship” link within an online social network) or implicitly (e.g., by visiting a user’s profile page). We consider a link within such a network as evidence for user relatedness and call it accordingly evidence network or interaction network. These interaction networks are of large interest for many applications, such as recommending contacts in online social networks or for identifying groups of related users [8]. Nevertheless, it is not clear, whether every such interaction network captures meaningful notions of relatedness and what the semantics of different aggregation levels really are. As multifaceted as humans are, as many reasons for individuals being related exists. Ultimately, it is therefore not possible to judge whether an interaction network is “meaningful” or not. Nevertheless, certain networks are more probable than others and give rise to more traceable notions of relatedness.

2 Experiments and Results

This paper summarizes work presented in [9], focusing on an experimental methodology for assessing the semantics of evidence networks and similarity metrics therein. The methodology is applied to a broad range of evidence networks. The obtained results thus yield a semantic grounding of evidence networks and similarity metrics, which are merely based on structural properties of the networks. Furthermore, we consider both established reference sources such as tagging data, as well as geographical locational data as a proxy for semantic relatedness.

Evidence Networks in BibSonomy

Beside explicit relations among users, i.e., the “friends” in BibSonomy, different relations are established implicitly by user interactions, e.g., when user u looks at user v’s resources. In particular, we considered the directed Friend-Graph, containing an edge \((u,v)\) iff user u has added user v as a friend, the directed Copy-Graph which contains an edge \((u,v)\) with weight \(c \in \mathbb{N}\) iff user u has copied \(c\) resources, i.e., a publication reference from user v and the directed Visit-Graph, containing an edge \((u,v)\) with label \(c \in \mathbb{N}\) iff user u has navigated \(c\) times to the user page of user v.

Evidence Networks in twitter

Each user publishes short text messages (“tweets”) which may contain freely chosen hashtags, i.e., distinguished words being used for marking keywords or topics. Furthermore, users may “cite” each other by “retweeting”: A user u retweets user v’s content, if u publishes a text message containing “RT @v:” followed by (an excerpt of) v’s corresponding tweet. Users may also explicitly follow other user’s tweets by establishing a corresponding friendship-like link. For analysis, we considered the directed Follower-Graph, containing an edge \((u,v)\) iff user u follows the tweets of user v and the Retweet-Graph, containing an edge \((u,v)\) with label \(c \in \mathbb{N}\) iff user u cited (or “retweeted”) exactly \(c\) of user v’s tweets.

Evidence Networks in flickr

In flickr, users mainly upload images and assign arbitrary tags but also interact, e.g., by establishing contacts or commenting on other users images. For our analysis we extracted the directed Contact-Graph, containing an edge \((u,v)\) iff user u added user v to its personal contact list, the directed Favorite-Graph, containing an edge \((u,v)\) with label \(c \in \mathbb{N}\) iff user u added exactly \(c\) of v’s images to its personal list of favorite images as well as the directed Comment-Graph, containing edge \((u,v)\) with label \(c \in \mathbb{N}\) iff user u posted exactly \(c\) comments on v’s images.

Table 1: High level statistics for all networks with density $d$, the number of strongly connected components $\#\text{scc}$ and the size of the largest strongly connected component $\text{SCC}$.

|             | $|V_i|$ | $|E_i|$ | $d$  | $\#\text{scc}$ | SCC |
|-------------|--------|--------|------|----------------|-----|
| Copy        | 1,427  | 4,144  | $2 \cdot 10^{-4}$ | 1,108 | 309 |
| Visit       | 3,381  | 8,214  | $10^{-4}$       | 2,599 | 717 |
| Friend      | 700    | 1,012  | $2 \cdot 10^{-6}$| 515  | 17  |
| RetTweet    | 826,104| 2,286,416| $3.4 \cdot 10^{-6}$| 699,067 | 123,055 |
| Follower    | 1,486,403| 72,590,619| $3.3 \cdot 10^{-6}$| 198,883 | 1,284,201 |
| Comment     | 525,902| 3,817,626| $1.4 \cdot 10^{-4}$| 472,232 | 53,359 |
| Favorite    | 1,381,812| 20,206,779| $1.1 \cdot 10^{-6}$| 1,305,350 | 76,423 |
| Contact     | 5,542,705| 119,061,843| $3.9 \cdot 10^{-6}$| 4,820,219 | 722,327 |

General Structural Properties Table 1 summarizes major graph level statistics for the considered networks which range in size from thousands of edges (e.g., the Friend-Graph) to more than one hundred million edges (flickr’s Contact-Graph). All networks obtained from BibSonomy are complete and therefore not biased by a previous crawling process. In return, effects induced by limited network sizes have to be considered.

3 Analysis of Network Semantics

In the following, we tackle the problem of assessing the “meaning” of relations among pairs of vertices within such a network. This analysis then gives insights into the question, whether and to which extent the networks give rise to a common notion of *semantic relatedness* among the contained vertices. For this, we apply an experimental methodology, which was previously used for assessing semantical relationships within co-occurrence networks [10]. The basic idea is simple: We consider well founded notions of relatedness, which are naturally induced by external properties of the corresponding vertex sets, as, e.g., similarity of the applied tag assignments in BibSonomy or geographical distance between users in twitter. We then compute for each pair of vertices within a network these “semantic” similarity metrics and correlate them with different measures of structural similarity in the considered network.

3.1 Vertex Similarities

Below, we apply two well-established similarity functions in corresponding unweighted variants, namely the cosine similarity $\text{COS}$ and the Jaccard Index $\text{JC}$ as well as the corresponding weighted variants $\tilde{\text{COS}}$ and $\tilde{\text{JC}}$, following the presentation in [2]. Additionally we apply a modification of the *preferential PageRank* which we adopted from our previous work on folksonomies [3]: For a column stochastic adjacency matrix $A$ and damping factor $\alpha$, the *global PageRank* vector $\vec{w}$ with uniform preference vector $\vec{p}$ is given as the fixpoint of $\vec{w} = \alpha A \vec{w} + (1 - \alpha) \vec{p}$. In case of the *preferential PageRank* for a given node $i$, only the corresponding component of the preference vector is set. For vertices $x, y$ we set accordingly $\text{PPR}(x, y) := \vec{w}(x)[y]$, that is, we compute the preferential PageRank vector $\vec{w}(x)$ for node $x$ and take its $y$’th component. We calculate the adopted preferential PageRank score by subtracting the global PageRank score $\text{PR}$ from the preferential PageRank score in order to reduce frequency effects and set $\text{PPR}_i(x, y) := \text{PPR}(x, y) - \text{PR}(x, y)$.

3.2 Semantic Reference Relations

For assessing the semantic similarity of two nodes within a network, we consider the similarity of users based on the applied tags or hashtags, respectively, and the geographical distance of users in twitter and flickr.

**Tag Similarity** In the context of social tagging systems like BibSonomy, the cosine similarity is often used for measuring semantic relatedness (see, e.g., [1]).

We compute the cosine similarity in the vector space $\mathbb{R}^T$, where, for user $u$, the entries of the vector $(u_1, \ldots, u_T) \in \mathbb{R}^T$ are defined by $u_i := w(u, t)$ for tags $t$ where $w(u, t)$ is the number of times user $u$ has used tag $t$ to tag one of her resources (in case of BibSonomy and flickr) or the number of times user $u$ has used hash tag $t$ in one of her tweets.

**Geographical Distance** In twitter and flickr, users may provide an arbitrary text for describing his or her location. Accordingly, these location strings may either denote a place by its geographic coordinates, a semi structured place name (e.g., “San Francisco, US”), a colloquial place name (e.g., “Motor City” for Detroit) or just a fantasy name. Also the inherent ambiguity of place names (consider, e.g., “Springfield, US”) renders the task of exactly determining the place of a user impossible. Nevertheless, by applying best matching approaches, we assume that geographic locations can be determined up to a given uncertainty and that significant tendencies can be observed by averaging over many observations.

We used Yahoo!’s Placemaker™ API for matching user provided location strings to geographic locations with automatic place disambiguation. In case of flickr, we obtained geographic locations for 320,849 users and in case of twitter for 294,668 users. Geographical distance of users is then simply given by the distance of the centroids for the correspondingly matched places.

3.3 Grounding of Shortest Path Distance

For analyzing the interdependence of semantic and structural similarity between users, we firstly consider a very basic measure of structural relatedness between two nodes in a network, namely their respective shortest path distance. We ask, whether users which are direct neighbors in an evidence network tend to be more similar than distant users. That is, for every shortest path distance $d$ and every pair of nodes $u, v$ with a shortest path distance $d$, we calculated the average corresponding similarity scores $\text{COS}(u, v)$, $\tilde{\text{JC}}(u, v)$, $\text{PPR}(u, v)$ with variants and geographical distance. To rule out statistical effects, we repeated for each network $G$ the same calculations on shuffled null model graphs.
Figure 1: Average pairwise cosine similarity based on the users’ tag assignments relative to the shortest path distance in the respective networks where the global average is depicted in gray and the point size scales logarithmically with the number of pairs.

Figure 2: Shortest path distance vs. average pairwise geographic distance in flickr. The global average is depicted in gray and the point size scales logarithmically with the number of pairs.

Semantic Similarity Figure 1 shows the resulting plots for each considered network separately. Though the obtained average similarity scores vary greatly in magnitude for different networks (e.g., a maximum of 0.22 for the Friend-Graph in BibSonomy compared to a maximum of 0.1 for the Visit-Graph), they also share a common pattern: Direct neighbors are in average significantly more similar than distant pairs of users. And with a distance of two to three, users tend to be less similar than in average (in case of the Retweet graph, users are more similar than in average up to a distance of eight). For the Visit-Graph, the Comment-Graph, the Follower-Graph and the Retweet graph, the average similarity scores approach the global average similarity again. For distances around a network’s diameter, the number of observations is too small, resulting in less pronounced tendencies for very distant nodes.

Geographic Distance For average geographic distances of users in flickr and twitter, we repeated the same calculations, as depicted in Figure 2. Firstly, we note the overall tendency, that direct neighbors tend to be located more closely than distant pairs of users within a network. Additionally, the average geographic distance of users then approaches the global average, and increases again after a certain plateau. As for the Retweet-Graph, the average geographic distance remains at the global average level, once reached at a shortest path distance of ten.

Discussion It is worth emphasizing, that in all considered evidence networks, the relative position of users already gives rise to a semantically grounded notion of relatedness, even in case of implicit networks, which are merely aggregated from usage logs as, e.g., the Visit-Graph. But one has to keep in mind that all observed tendencies are the result of averaging over a very large number of observations (e.g., 34,282, 803,978 pairs of nodes at distance four in the Follower-Graph). Therefore, we cannot deduce geographic proximity from topological proximity for a given pair of users, as even direct neighbors in the Follower-Graph are in average located 4,000 kilometers apart from each other. But the proposed analysis aims at revealing semantic tendencies within a network and for comparing different networks (e.g., the Retweet-Graph better captures geographic proximity of direct neighbors in the graph).

3.4 Grounding of Structural Similarity

We now turn our focus towards different measures of structural similarity for nodes within a given network. There is a broad literature on such similarity metrics for various applications, such as link prediction [7] and distributional semantics [4; 10]. We thus extend the question under consideration in Section 3.3, and ask, which measure of structural similarity best captures a given semantically grounded notion of relatedness among users. In the scope of the present work, we consider the cosine similarity and Jaccard index, which are based only on the direct neighborhood of a node as well as the (adjusted) preferential PageRank similarity which is based on the whole graph structure (refer to Section 3.1 for details).

Ultimately, we want to visualize correlations among structural similarity in a network and semantic similarity, based on external properties of nodes within it. We consider, again, semantical similarity based on users’ tag assignments in BibSonomy, flickr and hash tag usage in twitter as well as geographic distance of users in flickr and twitter. In detail: For a given network $G = (V,E)$ and structural similarity metric $S$, we calculate for every pair of vertices $u, v \in V$ their structural similarity $S(u, v)$ in $G$ as well as their semantic similarity and geographic distance. For visualizing correlations, we create plots with structural similarity at the x-axis and semantic similarity at the y-axis. As plotting the raw data points is computationally infeasible (in case of the Contact-Graph 30, 721, 580,000,000 data points), we binned the x-axis and calculated average semantical similarity scores per bin. As the distribution of structural similarity scores is highly skewed towards lower similarity scores (most pairs of nodes have very low similarity scores), we applied logarithmic binning, that is, for a structural similarity score $x \in [0,1]$ we determined the corresponding bin via $[\log(x \cdot b^N)]$ for given number of bins $N$ and suitable base $b$. Pragmatically, we determined the base relative to the machine’s floating point precision $\epsilon$ resulting in $b := \epsilon^{-\frac{1}{N}}$.

Semantic Similarity Figure 3 shows the obtained results for each considered network separately. We firstly note, that the cosine similarity metric and the Jaccard index are highly correlated. Secondly, the adjusted preferential PageRank similarity consistently outperforms the other similarity metrics with respect to magnitude and monotonicity (except for BibSonomy’s Friend-Graph and flickr’s Contact-Graph).

Geographic Distance As for geographic distances, Figure 4 shows the observed correlations for structural similarity in the different evidence networks and the corresponding average pairwise distance. In all but flickr’s Favorite-Graph, for both local neighborhood based similarity metrics $\text{COS}$ and $\text{JC}$, the average distance first decreases, but then increases again. This behavior is most pronounced in twitter’s Retweet-Graph. In the Favorite-Graph, both $\text{COS}$ and $\text{JC}$ monotonically decrease with increasing similarity score. On the other hand, the average distance decreases monotonically with increasing preferential PageRank score $\text{PPR}$ consistently in all considered networks, ex-
Discussion  Again, the obtained results only point at tendencies of the considered similarity metrics in capturing geographic proximity by means of structural similarity. Nevertheless, the adjusted preferential PageRank similarity consistently outperforms the other considered metrics. We therefore conclude that from all considered similarity metrics, the adjusted preferential PageRank similarity best captures the notion of geographic proximity. This is especially of interest, as the geographic proximity is a prior for many properties users may have in common, such as, e.g., language, cultural background or habits. Twitter’s ReTweet-Graph seems to encompass the strongest geographic binding, as indicated in the relative low average distance for direct neighbors (cf. Figure 2 and the overall low average distance for higher preferential PageRank similarity scores (cf. Figure 4). Of course, other established similarity metrics (e.g., [6; 5; 4]) can be applied as well and are the subject of future considerations.

4 Conclusion & Future Work

With the present work, we introduced an experimental framework for assessing the semantics of social networks. The proposed methodology has a broad range of applications, such as user recommendation or community mining tasks, as it allows semantically grounded pre-processing of given networks (e.g., merging different small networks, scaling edge weights, selecting certain groups of users or directedness of networks). The conducted experiments give insights into the semantics of evidence networks from flickr, twitter and BibSonomy and well known similarity metrics.

Ultimately, the proposed experimental setup allows to formulate the assessment of semantic user relatedness as a regression task, which will be subject to future work.
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Figure 3: Average pairwise similarity based on tags users assigned to resources in BibSonomy and flickr or hash tag usage in twitter, relative to different structural similarity scores in the corresponding networks. The point size scales logarithmically with the number of pairs.

Figure 4: Average pairwise distance relative to different structural similarity scores in the corresponding networks. The point size scales logarithmically with the number of pairs.
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Abstract

In this paper we briefly sketch our work on text summarisation using compression graphs. The task is described as follows: Given a set of related sentences describing the same event, we aim at generating a single sentence that is simply structured, easily understandable, and minimal in terms of the number of words/tokens. The input sentences are represented as a word graph [Filippova, 2010], where terms of the number of words/tokens. The major drawback of this approach is the use of manually crafted heuristics for edge weights. By contrast, we cast sentence compression as a structured prediction problem. Edges of the compression graph are represented by features drawn from adjacent nodes so that corresponding weights are learned by a generalised linear model. Decoding is performed in polynomial time by a generalised shortest path algorithm using loss augmented inference. We report on preliminary results on artificial and real world data.

1 Introduction

In this paper we study the intelligent summarisation of related sentences to quickly serve information needs of users. Given a collection of sentences dealing with the same real-world event, we aim at generating a single sentence that is (i) a summarisation of the input sentences, (ii) simply structured and easily understandable, and (iii) minimal in terms of the number of words/tokens.

2 Preliminaries

2.1 Related Work

Barzilay and Lee [Barzilay and Lee, 2003] study sentence compression using dependency trees. Aligned trees are represented by a lattice from which a compression sentence is extracted by an entropy-based criterion over all possible traversals of the lattice. Wan et al. [Wan et al., 2007] use a language model in combination with maximum spanning trees to rank candidate aggregations that satisfy grammatical constraints.

While the previous approaches to multi-sentence compression are based on syntactic parsing of the sentences, word graph approaches have been proposed, that do not make use of dependency trees or other linguistic concepts. Filippova [Filippova, 2010] casts the problem as finding the shortest path in directed word graphs, where each node is a unique word and directed edges represent the word ordering in the original sentences. The costs of these edges are given by a heuristic that is based on word frequencies. Recently, Boudin and Morin [Boudin and Morin, 2013] propose a re-ranking scheme to identify summarising sentences that contain many keyphrases. The underlying idea is that representative key phrases for a given topic give rise to more informative aggregations.

2.2 Word Graphs and Shortest Paths

Word graphs intend to build a non-redundant representation of possibly redundant sequences by merging identical observations. From a collection of related sentences we iteratively construct a word graph by adding sentences one-by-one as follows: We begin with an empty graph and add the first sentence, where every word in the sentence becomes a terminal in the graph. Edges represent the word order in the sentence, and their weights represent semantic relationships between words. The weights can be learned from pre-existing knowledge or estimated using various techniques. The goal is to find a path in the graph that represents the most informative summary of the existing sentences.

∗This paper is a short version of [Tzouridis and Brefeld, 2013].
†UB is also affiliated with the German Institute for Educational Research (DIPF), Frankfurt am Main, Germany.
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node and a directed edge connects nodes of adjacent words. Words from the next sentences are incorporated by creating a new node for the word or by mapping the word to the corresponding already existing node. A directed edge is inserted to connect the word to its predecessor. We continue until all sentences are incorporated.

Auxiliary words indicating the start (e.g., \( x_s \)) and the end (e.g., \( x_e \)) of the sentence are added to the sentences. The sketched procedure merges identical words but preserves the structure of the sentences along the contained paths and the original sentences can often be reconstructed from the compressed representation. Fig. 1 shows related sentences and the corresponding word graph.

The described construction gives us a directed weighted graph \( x = (N, E) \), where \( N \) is the set of nodes and \( E \) the set of edges. As every word graph \( x \) also defines the sets \( N \) and \( E \), we will use \( N(x) \) and \( E(x) \) in the remainder to denote the set of nodes and edges of graph \( x \), respectively. Every edge \( (x_i, x_j) \in E(x) \) is assigned a positive weight given by a cost function \( \text{cost} : (x_i, x_j) \rightarrow \mathbb{R}^+ \). A path \( y \) in the graph \( x \) is a sequence of connected nodes of \( x \) and the cost of such a path is given by the sum of the edge costs for every edge that is on the path. Given the word graph \( x \), the shortest path problem is finding the path in \( x \) from \( x_s \) to \( x_e \) with the lowest costs,

\[
\text{argmin}_{y \in \text{path}(x_s, x_e)} \sum_{(x_i, x_j) \in N(x)} y_{ij} \text{cost}(x_i, x_{i+1}) \quad \text{s.t.} \quad y \in \text{path}(x_s, x_e).
\]

There exist many algorithms for computing shortest paths efficiently [Bellman, 1958; Ford, 1956; Dijkstra, 1959]. Usually, these methods are based on relaxation integer programming, where an approximation of the exact quantity is iteratively updated until it converges to the correct solution. Figure 1 shows an example that visualises the shortest path for a compression graph.

3 Learning the Shortest Path

3.1 Representation

To learn the shortest path, we need to draw features from adjacent nodes in the word graph to learn the score of the connecting edge. Let \( x_i \) and \( x_j \) be connected nodes of the compression graph \( x \), that is \( x_i, x_j \in N(x) \) and \( (x_i, x_j) \in E(x) \). We represent the edge between \( x_i \) and \( x_j \) by a feature vector \( \phi(x_i, x_j) \). A path in the graph is represented as an \( n \times n \) binary matrix \( y \) with \( n = |N(x)| \) and elements \( \{y_{ij}\} \) given by \( y_{ij} = \left[\left[(x_i, x_j) \in \text{path}\right]\right] \) where \( \left[\right] \) is the indicator function returning one if \( z \) is true and zero otherwise. The cost of using the edge \( (x_i, x_j) \) in a path is given by a linear combination of those features which is parameterised by \( w \).

\[
\text{cost}(x_i, x_j) = w^\top \phi(x_i, x_j).
\]

Replacing the constant costs by the parameterised ones, we arrive at the following objective function (ignoring the constraints for a moment) that can be rewritten as a generalised linear model.

\[
\sum_{(x_i, x_j) \in E(x)} y_{ij} w^\top \phi(x_i, x_j) = w^\top \Phi(x, y) = f(x, y)
\]

Given a word graph \( x \), the shortest path \( \hat{y} \) for a fixed parameter vector \( w \) can now be computed by

\[
\hat{y} = \text{argmin}_y f(x, y),
\]

where \( f \) is exactly the objective of the shortest path algorithm and the argmin consequently computed by an appropriate solver, such as Yen’s algorithm [Yen, 1971].

3.2 Learning Shortest Paths with SVMs

In our setting, word graphs \( x \in X \) and the best summarising sentence \( y \in Y \) are represented jointly by a feature map \( \Phi(x, y) \) that allows to capture multiple-way dependencies between inputs and outputs. We apply a generalised linear model \( f(x, y) = w^\top \Phi(x, y) \) to decode the shortest path

\[
\hat{y} = \text{argmin}_y f(x, y),
\]

where the quality of \( f \) is measured by the Hamming loss

\[
\Delta_H(y, \hat{y}) = \frac{1}{2} \sum_{(x_i, x_j) \in E(x)} \left[ [y_{ij} \neq \hat{y}_{ij}] \right]
\]

details the differences between the true \( y \) and the prediction \( \hat{y} \), where \( [\cdot] \) again is the indicator function from Section 3.1. Using the loss \( \Delta_H \), structural support vector machines [Tsochantaridis et al., 2005] minimise the regularised empirical risk

\[
\hat{R}[f] = \|f\|^2 + \sum_{i=1}^m \Delta_H \left(y, \text{argmin}_{\hat{y}} f(x, \hat{y})\right).
\]

It is often beneficial to rescale the induced margin by the loss to implement the intuition that the confidence of rejecting a mistaken output is proportional to its error. Combining everything, we arrive at the following optimisation problem

\[
\min_{f} \|f\|^2 + \sum_{i=1}^m \xi_i \quad \text{s.t.} \quad \forall i \forall y \neq y_i : f(x_i, y) - f(x_i, y_i) \geq \Delta_H(y_i, y) - \xi_i \\
\forall i : \xi_i \geq 0
\]

which can be solved in polynomial time by cutting planes. The idea behind cutting planes is to instantiate only a minimal subset of the exponentially many constraints. This is achieved by decoding for every training sample the shortest path using our current model, if this is not the correct path, then it is added to the constraints and the model is updated. If the decoded path is the correct one, we need to
decode the second best path to verify whether the associated margin constraint is fulfilled; if not, the pair is added to the constraints and the model is updated accordingly. Luckily, we do not need to rely on an expensive two-best shortest path algorithm but can compute the most strongly violated constraint directly via the cost function

\[ Q(\bar{y}) = \Delta_H(y_i, \bar{y}) - w^\top \Phi(x_i, \bar{y}) + w^\top \Phi(x_i, y_i) \]  

that has to be maximised w.r.t. \( y \). The following proposition shows that we can equivalently solve a shortest path problem for finding the maximiser of \( Q \).

**Proposition 1** (Loss augmented inference for shortest path problems). The maximum \( y^* \) of \( Q \) in Equation (2) can be equivalently computed by minimising a shortest path problem with \( \text{cost}(x_i, x_j) = y_{ij} + w^\top \phi(x_i, x_j) \).

**Proof.** Omitted for lack of space.

Given a parameter vector \( w \) and start and end nodes \( x_s \) and \( x_e \), respectively, the optimisation of \( Q \) can be performed with the following linear program:

\[
\begin{align*}
\min_{\bar{y}} \quad & \sum_{ij} (y_{ij} + w^\top \phi(x_i, x_j)) \bar{y}_{ij} \\
\text{s.t.} \quad & \forall k \in N(x)/(s,t) : \sum_j \bar{y}_{kj} - \sum_i \bar{y}_{ik} = 0 \\
& \sum_j \bar{y}_{sj} - \sum_i \bar{y}_{is} = 1 \\
& \sum_i \bar{y}_{ie} - \sum_j \bar{y}_{ej} = 1 \\
& \forall (i, j) : y_{ij} \leq \bar{y}_{(i,j)} \land \forall (i, j) : y_{ij} \in \{0, 1\}
\end{align*}
\]

The first constraint guarantees that every inner node of the path must have as many incoming as outgoing edges, the second line of constraints guarantees the path to start in \( x_s \) and, analogously, the third line ensures that it terminates in \( x_e \). The last line of constraints forces the edges of the path \( \bar{y} \) to move along existing paths of \( x \).

\[ G_1(\mu_1, \sigma^2_1) \] while costs for all other edges are sampled from \( G_2(\mu_2, \sigma^2_2) \).

The difficulty of the experimental setup is controlled by a parameter \( \alpha \) that measures the distance of the two means, i.e., \( \alpha = |\mu_1 - \mu_2| \). We sample the means from the following normal distributions \( \mu_1 \sim G(-\frac{1}{2}, 0.1) \) and \( \mu_2 \sim G(\frac{1}{2}, 0.1) \). We use \( \sigma_1 = \sigma_2 = 0.01 \) and report on averages over 100 repetitions. The results for perceptrons and SVMs are shown in Figure 2. The distance \( \alpha \) is depicted on the \( x \)-axis. The \( y \)-axis shows the top-one accuracy. The performance of both algorithms highly depends on the distance of the cost-generating components and the size of the graph. Both algorithms perform similarly.

4.2 News Headlines

The real-world data originates from titles of crawled news articles from several web sites on different days. We use categories Technology, Sports, Business and General. Related sets with more than 4 news headlines are manually identified and grouped together, and word graphs are built according to the procedure described in Section 2.2. Ground truth is annotated manually by selecting the best sentence among the 20 shortest paths computed by Yen’s algorithm [Yen, 1971] using frequencies as edge weights. This process leaves us with 87 training examples.

We intend to learn the costs for the edges that give rise to the optimal compression of the training graphs and compare our algorithms to the unsupervised approach presented in [Filippova, 2010] that uses \( \text{cost}(x_1, x_2) = \#(x_1) + \#(x_2)/\#(x_1, x_2) \) as edge weights. We devise two different sets of features. The first feature representation consists of only two features that are inspired by the heuristic. That is, for an edge \((x_1, x_2)\), we use

\[ \phi_1(x_1, x_2) = \left( \frac{\#(x_1)}{\#(x_1, x_2)}, \frac{\#(x_2)}{\#(x_1, x_2)} \right)^\top, \]

where \# denotes the frequency of nodes and edges, respectively. The second feature representation which is again inspired by [Filippova, 2010] and uses the ingredients of the heuristic instead of precomputing the surrogates to have the
algorithm pick the best combination,
\[ \phi_2(x_1, x_j) = (\#(x_1), \#(x_2), \#(x_1, x_2)), \]
\[ \log(\#(x_1)), \log(\#(x_2)), \log(\#(x_1, x_2)))^T. \]

Figure 3 shows average accuracy (top) and average rank (bottom) for perceptrons and SVMs, respectively, for different training set sizes, depicted on the x-axis. Every curve is the result of a cross-validation that uses all available data. Thus, the rightmost points are generated by a 2-fold cross validation while the leftmost points result from using 11-folds. Due to the small training sets, interpreting the figures is difficult. The unsupervised baseline outperforms the learning methods although there are indications that more training data could lead to better performances of perceptrons and SVMs. The first feature representation shows better performances than the second. However, these conjectures need to be verified by an experiment on a larger scale.

Using only the second feature representation, Table 1 shows average accuracies and average ranks for a leave-one-out setup to increase the sizes of the training sets. The results are promising and not too far from the baseline, however, as before, the evaluation needs to be based on larger sample sizes to allow for interpretations.

**5 Conclusion**

In this paper, we proposed to learn shortest paths in compression graphs for summarising related sentences. We addressed the previously unsupervised problem in a supervised context and devised structural support vector machines that effectively learn the edge weights of compression graphs, so that a shortest path algorithm decodes the best possible summarisation. We showed that the most strongly violated constrains can be computed directly by loss-augmented inference and rendered the use of two-best algorithms unnecessary. Empirically, we presented preliminary results on artificial and real world data sets. Due to small sample sizes, conclusions cannot be drawn yet, although the results indicate that learning shortest paths could be an alternative to heuristic and unsupervised approaches. Future work will address this question in greater detail.
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Abstract

1 Einleitung
Angesichts einer kontinuierlich alternden Gesellschaft wird die Betreuung pflegebedürftiger Menschen immer wichtiger. Die Entwicklung von computergestützten Systemen, die das Pflegepersonal bei dieser Aufgabe unterstützen, ist daher ein interessantes Forschungsgebiet. Ein möglicher Teilaspekt dabei ist die Kommunikation mit Menschen, die aufgrund einer Erkrankung nicht oder nur beschränkt durch die Bewegung von Teilmengen der 43 Gesichtsmuskeln charakterisieren lassen. Das sogenannte Facial Action Coding System (FACS) beschreibt die Menge der möglichen AUs und die Zuordnung von Teilmengen dieser AUs zu Emotionen. Das FACS wurde auch für andere nicht-emotionale mimische Reaktionen – beispielsweise für Schmerz – erweitert [Lucey et. al., 2011]. Üblicherweise erfolgt die Analyse von mimischen Ausdrücken über die Menge der in einem Zeitintervall aufgetretenen AUs. Es besteht jedoch die Möglichkeit, dass die sequentielle Abfolge von AUs zusätzlich diagnostisch relevante Information enthält [Schmid et. al., 2012].


2 Lernen von Grammatiken aus Sequenzen von Action Units

In einer Vorgängerarbeit [Schmid et. al., 2012] wurde die Datengrundlage detailliert beschrieben. In dieser Arbeit wurde ein Verfahren zum Lernen regulärer Grammatiken (Alignment Based Learning ABL [van Zaamen, 2002]) zur Generalisierung einer Schmerzgrammatik verwendet. Dabei wurden bereits vielversprechende Ergebnisse erzielt. Allerdings waren die resultierenden Grammatiken zur Charakterisierung von Schmerzmimik sehr komplex. Nun sollten sie präziser werden, ob mittels genetischer Algorithmen, bei denen die Komplexität der Grammatik als Kriterium in die Fitness-Funktion aufgenommen wird, kompaktere Beschreibungen gelernt werden können.
3 Konzeption eines genetischen Algorithmus

3.1 Datenstrukturen


3.2 Algorithmus


In einem Selektionsschritt wird bestimmt, welche Individuen zur Fortpflanzung geeignet sind. Dies wird entschieden, indem für jedes Individuum geprüft wird, wie gut es die gestellte Aufgabe erfüllt. Im Falle dieser Arbeit bedeutet dies, dass eine Grammatik dann geeignet ist, wenn sie möglichst viele Sequenzen effektiv erkennen kann.

Die wichtigsten Schritte des Verfahrens sind demnach die Selektion, die Mutation sowie das Crossover. Zudem ist die Umsetzung der Fitnessfunktion ein weiteres Schlüssellement.

Selektion
Für die Selektion wurde eine probabilistische Variante verwendet. Die Selektion eines Individuums \( h_i \) erfolgt nach einer Gewichtung gemäß der Fitness, bezogen auf die aufsummierte Fitness der gesamten Population:

\[ Pr(h_i) = \frac{\text{Fitness}(h_i)}{\sum_{j=1}^{N} \text{Fitness}(h_j)} \]

Fitness
Die Fitnessfunktion bewertet die Effizienz eines Individuums. Es ist daher naheliegend die Präzision einer Grammatik als Maß der Fitness in Betracht zu ziehen. Ein Individuum ist folglich umso fitter, je mehr Sequenzen der Trainingsdaten es erkennen kann. Aus der Umsetzung der Grammatiken sowie einigen technischen Aspekten ergeben sich allerdings noch weitere Kriterien welche für die Bewertung einer Grammatik in Betracht gezogen werden können.


Zum anderen lässt sich über die Fitnessfunktion das Generalisierungsverhalten des Algorithmus steuern. Grundsätzlich lässt sich festhalten, dass durch die Verwendung von regulären Ausdrücken als Repräsentationsgrundlage sowie durch das Fehlen negativer Trainingsbeispiele im Prinzip jede Sequenz durch einen einfachen regulären Ausdruck erkannten lässt:

\[ (au_1|au_2|au_3|au_k|\ldots|au_N)^* \]

Dieser Ausdruck liefert zwar für jede beliebige Menge von Sequenzen eine Präzision von 100%, ist jedoch nicht sehr aussagekräftig, da es Sequenzen, welche Schmerz anzeigen, nicht von anderen Sequenzen unterscheiden kann. Eine Klassifikation ist somit nicht mehr möglich.


Des Weiteren macht es das Sparsamkeitsprinzip durchaus Sinn, die Anzahl der Knoten eines Syntaxbaums ebenfalls in die Bewertung einfließen zu lassen. Von zwei Grammatiken, welche die gleiche Präzision erzielen, wird demzufolge diejenige bevorzugt, welche weniger Knoten enthält und damit tendenziell eher spezifischer ist.

In die Implementierung der Fitnessfunktion wurden alle genannten Aspekte miteinbezogen. Die endgültige Fitness einer Grammatik \( h \) besteht somit aus der gewichteten Summe aller Teilaspekte. Hierbei bezeichnet \( a_i \) einen Teilaspekt, sowie \( w_i \) das dazugehörige Gewicht:

\[ \text{Fitness}(h) = \sum_i a_i w_i \]

Die Präzision einer Grammatik wird direkt anhand der Trainingsdaten berechnet. Der Aspekt der vorhandenen Oder-Knoten kann einfach quantifiziert werden, indem man die Anzahl der Oder-Knoten einer Grammatik der Gesamtanzahl an Knoten gegenüberstellt, für den Aspekt der verwendeten Quantoren wurde ebenso verfahren. Die Länge einer Grammatik berechnet sich aus \( \frac{n}{2} \), wobei \( n \) die Gesamtanzahl der Knoten einer Grammatik bezeichnet. Wie genau die Einstellung der Gewichte vorzunehmen ist,
Mutation

Eine Mutation wird für jede in der Population vorhandene Grammatik mit einer vorgegebenen Wahrscheinlichkeit angewendet. Da eine Grammatik als ein Syntaxbaum repräsentiert wird, ist die nahliegendste Form der Mutation, einen beliebigen Knoten im Syntaxbaum durch einen neuen zu ersetzen.

Abbildung 1: Beispiel für eine Mutation


Für jede implementierte Mutationsvariante muss festgelegt werden, mit welcher Wahrscheinlichkeit diese auftritt. Es hat sich erwiesen, dass Mutationen, welche neue Teilbäume erzeugen, nur sehr selten vorgenommen werden sollten (Größenordnung 1-2%). Werden zu häufige neue Teilbäume erstellt, so entstehen sehr schnell breite Syntaxbäume, was die Laufzeit signifikant erhöht. Insgesamt sind alle festgelegten Mutationswahrscheinlichkeiten als Parameter zu betrachten, da sie die Wirkungsweise des Algorithmus sowie die Laufzeit beeinflussen und keine allgemein gültige optimale Konfiguration möglich ist.

Crossover

Im Gegensatz zur Mutation gestaltet sich das Crossover bei der genutzten Repräsentation als Syntaxbäume relativ einfach. Ein Crossover wird durchgeführt, indem von zwei Grammatiken jeweils zufällsgebasiert Teilbäume ausgetauscht werden. Welche Grammatiken durch Crossover verändert werden sollen wird zufällsgebasiert, jedoch nach der jeweiligen Fitness entschieden. Die dazu verwendete Berechnungsvorschrift entspricht der Formel aus Abschnitt 3.2.

4 Evaluation

Die Vollständigkeit des Algorithmus wird anhand der Präzision gemessen. Unter Präzision ist hierbei der prozentuale Anteil an Trainingsbeispielen zu verstehen, der von einer Grammatik erkannt werden kann.

Im Rahmen dieser Arbeit wurde mit zwei Datensätzen gearbeitet, die unterschiedliche Schwierigkeitsgrade aufgrund ihrer Komplexität aufweisen. Datensatz 2 umfasste FACS-kodierte Sequenzen aus AU und AU-compounds aller im Experiment von Kunz et al. betrachteten Probandengruppen [Kunz et al., 2007] - also von älteren Menschen mit demenzieller Erkrankung, älteren gesunden Probanden und studentischen Untersuchungsteilnehmern. Datensatz 1 enthält nur die Sequenzen der Studentinnen, da diese Personengruppe die klarsten mimischen Reaktionen zeigte und die Sequenzen weniger variationsreich sind als bei den anderen Probandengruppen.

Die Eckdaten der beiden Datensätze sind in Tabelle 1 aufgelistet. Der Hauptunterschied der Datensätze besteht in der Anzahl der Sequenzen sowie in der Anzahl der Action Units, die verwendet werden. Datensatz 1 ist aufgrund dieser Einteilung als der „einfache“ Datensatz zu verstehen, sowie Datensatz 2 als der „komplexe“ Datensatz.

Es ist anzumerken, dass dies nur eine grobe Unterteilung darstellt, die nicht effektiv auf die Komplexität der Daten hinweisen kann. Da es sich um eine rein statistische Einteilung handelt wird darin beispielsweise nicht berücksichtigt, ob die enthaltenen Sequenzen nur mit kon- textsensitiven Regeln zu erkennen sind. Einteilungen nach Komplexität dieser Art müssten für genauere Untersuchungen berücksichtigt werden.

Um die Vollständigkeit des Algorithmus auszuwerten wurden auf jeden Datensatz 10 Iterationen ausgeführt. Im Allgemeinen lässt sich feststellen, dass die hier vorgestellte Umsetzung die beiden Datensätze recht gut erkennen kann. Für Datensatz 1 wurde der Zielwert von 95% Präzision bei jedem Durchgang erreicht. Hierbei waren, bis auf eine Ausnahme, nie mehr als 100 Iterationen notwendig.

Die Ergebnisse für Datensatz 2 sind ebenfalls als erfolgreich zu erachten. Die Präzision erreicht den erstrebten Zielwert von 95% in 5 der 10 durchgeführten Testläufe. Die restlichen Resultate bewegen sich in einem Bereich von ca. 78% bis 90%. Um diese Ergebnisse zu erreichen, waren bei Datensatz 2 jedoch deutlich mehr Iterationen erforderlich. In 5 von 10 Fällen erreichte der Algorithmus das festgelegte Maximum von 200 Iterationen. Bei diesen 5 Testläufen handelt es sich um diejenigen, die nicht den gewünschten Grenzwert erreichten. Für die erfolgreichen Durchläufe waren jedoch ebenfalls stets deutlich mehr als 100 Iterationen notwendig. Die dafür notwendige Laufzeit ist ebenfalls deutlich höher als bei Datensatz 1.


Tabelle 1: Eckdaten der Datensätze

<table>
<thead>
<tr>
<th>Datensatz 1</th>
<th>Datensatz 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anzahl AU s</td>
<td>30</td>
</tr>
<tr>
<td>Anzahl Sequenzen</td>
<td>59</td>
</tr>
<tr>
<td>Längste Sequenz</td>
<td>17</td>
</tr>
<tr>
<td>Kürzeste Sequenz</td>
<td>1</td>
</tr>
<tr>
<td>Mittlere Sequenzlänge</td>
<td>3.59</td>
</tr>
</tbody>
</table>
während die zweite Hälfte zur „Perfektion“ der gefundenen Grammatik dient. Betrachtet man die Standardabweichungen, so stellt man fest, dass die Testreihen nicht gleichmäßig verlaufen. Dies lässt sich durch lokale Maxima erklären, welche bei Datensatz 2 häufiger auftreten.


5 Ausblick


Beispielsweise könnten komplexere Operatoren wie etwa Rückwärtsreferenzen implementiert werden, mit welchen mehr als nur reguläre Sprachen erzeugt werden können. Dies würde demnach die Ausdrucksmächtigkeit der Grammatiken erhöhen.

Zudem enthält die vorgestellte Umsetzung eine sehr große Anzahl an Parametern. Eine optimale Einstellung dieser Parameter konnten in Rahmen dieser Arbeit nicht ergründet werden.

Zur Validierung der Hypothese, dass die Abfolge von Action Units zusätzliche Information gegenüber des bloßen Vorhandenseins der Action Units gibt, um den mentalen Zustand zu erschließen, der einem mimischen Ausdruck zugrunde liegt, wurde ein erstes psychologisches Experiment durchgeführt. Hier sollte bei Gesichtsavataren beurteilt werden, ob diese Schmerz oder Ekel zeigen [Siebers et al., submitted]. Es zeigt sich, dass die Erkennungsrate bei Abfolgen höher liegen als bei gleichzeitiger Umsetzung der Action Units. Darüber hinaus beurteilen Probanden die AU-Sequenzen als natürlicher. Entsprechend kann die Identifikation von Grammatiken über AUs sinnvoll verwendet werden, um natürlichere Animationen für die Interaktion mit Avataren und humanoiden Robotern zu realisieren.
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Problem Setting

Outlier analysis is an important data mining task that aims to detect unexpected, rare, and suspicious objects in large and complex databases. Consistency checks in sensor networks, fraud detection in financial transactions, and emergency detection in health surveillance are only some of today’s application domains for outlier analysis. As measuring and storing of data has become cheap, in all of these applications, objects are described by a large variety of different attributes. However, for each object only a few relevant attributes provide the meaningful in- 
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dimensional databases.

Subspace Search

To address this problem, subspace search techniques focus on a selection of subspace projections [Cheng et al., 1999; Keller et al., 2012; Nguyen et al., 2013]. The objective is to find multiple subsets of the given attributes (i.e. subspaces), which show a significant deviation between an outlier and regular objects. For example in health surveillance, for one patient attributes such as “age” and “skin humidity” might be important to detect the abnormal “dehydration” status of this patient. Other attributes such as “heart beat rate” are irrelevant for the detection of this outlier, but are relevant for the detection of other abnormal patients with a heart disease. From our research perspective, selected subspaces should provide a clear contrast between regular objects and outliers and help the user in the manual verification of unexpected measurements. In our example, providing information about the high deviation in “age” and “skin humidity” while showing normal measurements in all other attributes assists health professionals in verifying this automatically detected outlier.

Flexibility for Outlier Detection and Description

Subspace search should allow: (1) A clear distinction between clustered objects and outliers; (2) a description of outlier reasons by the selected subspaces. However, flexibility in handling different outlier characteristics is an important issue missing in subspace search. Looking at different application domains and formal outlier models proposed in the literature we find various outlier characteristics. For instance, some models are sensitive to distance deviations; others capture deviation in the local density; yet other models prefer angle-based or statistical deviation. Depending on the outlier model used, different objects in different subspaces have the highest deviation. It is an open research issue to make subspace selection flexible w.r.t. the use of different outlier models.

In our recent work [Keller et al., 2013], we propose such a flexible and adaptive subspace selection scheme. Our generic processing allows instantiations with different outlier models. We utilize the differences of outlier scores in random subspaces to perform a combinatorial refinement of relevant subspaces. Our refinement allows an individual selection of subspaces for each outlier, which is tailored to the underlying outlier model. This Flexibility ensures that the approach directly benefits from any research progress in future outlier models. It allows search for relevant subspaces individually for each outlier, and hence, enables to describe each outlier by its specific outlier properties. In our empirical evaluation we show the flexibility of our subspace search w.r.t. various outlier models such as distance-based, angle-based, and local-density-based outlier detection.
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Abstract

In this work, we approach the topic of efficient subgroup mining with interestingness measures, which also take statistics on generalizations of the subgroup into account. For this setting we develop new optimistic estimate bounds, which allow to safely prune large parts of the search space. In contrast to previous approaches, the bounds are not only based on the anti-monotonicity of the number of covered instances of a pattern, but also on the number of instances, by which a pattern differs in comparison to its generalizations. Incorporating these bounds in an efficient algorithm leads to runtime improvements of up to an order of magnitude.

1 Problem Setting

Subgroup discovery [5] is a key technique for descriptive data mining. It aims at identifying patterns of subsets of the data that show an interesting behavior with respect to a certain target concept. This is accomplished by using an interestingness measure to assign a score to all candidate patterns in the search space of all conjunctive descriptions. Traditional measures are based on the statistics of the evaluated subgroup and the entire dataset. In particular, the most popular family of interestingness measures weights between the number of instances covered by the subgroup, and the difference of the target share (or target mean value in a numeric target setting) in the subgroup and the target share in the total population. In recent research [1; 2; 3] these measure have been adapted to obtain more interesting and less redundant results: Generalization-aware measures replace the comparison with the target share (mean value) in the overall dataset with a comparison to the maximum target share of all generalizations of the subgroup. E.g., to compute the interestingness score of the subgroup $A \land B$, the target share for the three subgroup patterns $\emptyset, A, B$ are compared to the target share of $A \land B$. In this paper, we focus on the most important families of interestingness measures for nominal and numeric target concepts in this direction:

$$r_{\text{bin}}^a(P) = i_p \cdot (\tau_P - \max_{H \subset P} \tau_H), a \in [0; 1]$$

$$r_{\text{num}}^a(P) = i_p \cdot (\mu_P - \max_{H \subset P} \mu_H), a \in [0; 1]$$

Here, $i_p$ is the number of instances covered by the subgroup $P$, $\tau_P(\mu_P)$ is the target share (target mean value) in the subgroup $P$ and $\max_{H \subset P} \tau_H(\mu_H)$ is the maximum target share (target mean value) in all generalizations of $P$. $a$ is an user-specified parameter that allows to weight between the two factors.

This paper does not argue about the usefulness of these adaptations, but focuses on efficient subgroup mining in this setting. In particular, we propose novel, tighter optimistic estimate bounds [5] that allow to prune parts of the search space without losing the optimality of the results: The basic idea of optimistic estimates the following: if one can guarantee that no specialization of the currently evaluated pattern will have an interestingness score which is good enough to include the respective pattern into the result set then we can safely omit these patterns from the search. In this regard, we aim at the strictest bounds possible to reduce the remaining search space and thus to speed up the search process.

2 Difference-based estimates

Previous approaches to compute optimistic estimates are almost exclusively based on the anti-monotonicity of covered (positive) instances: For instance, if the subgroup $A$ covers 10 positive examples, then each specialization of $A$, e.g., $A \land X$ covers also at most 10 positive examples. In addition to the statistics of the currently evaluated subgroup, our approach also takes into account statistics of generalizations in order to determine the interestingness score. This additional information is used to determine tighter optimistic estimates.

For this end, the following lemma is proposed:

Lemma. Let $P = A \land B$ be any pattern with $A, B$ potentially being a conjunction of patterns themselves and $B \neq \emptyset$. Then for any specialization $S \supset P$ there exists a generalization $\gamma(S) \subset S$, such that $\Delta(\gamma(S), S) \subseteq \Delta(A, B)$.

The lemma exploits, what can be described as an anti-monotonicity of differences in comparison to generalizations. For example, assume there are 5 instances, which are covered by $U$, but not by $U \land V$. Then the lemma guarantees, that for each specialization $S = U \lor V \land X \land \ldots \land Y$ there exists a generalization, such that the difference between this generalization and $S$ is also at most 5 instances (cf. also [4]).

Now, consider the interestingness score of a specialization $S$: If $S$ covers only few instances, then by the definition of the used interestingness measures, $S$ is of low interestingness. On the other hand, if $S$ covers more instances, the increase of the target share...
Table 1: Runtime comparison (in s) of the base algorithm with traditional pruning based on the positives (std) and the novel algorithm with additional difference-based pruning (dpb) using different maximum numbers of describing selectors in a pattern. As quality functions the generalization-aware mean test \( r_{bin}^{\gamma} \) was used. ‘-’ indicates that the algorithm did not finish due to lack of memory.

<table>
<thead>
<tr>
<th>d</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>pruning</td>
<td>dpb</td>
<td>std</td>
<td>dpb</td>
<td>std</td>
</tr>
<tr>
<td>adults</td>
<td>1.0</td>
<td>1.1</td>
<td>0.9</td>
<td>1.8</td>
</tr>
<tr>
<td>audiology</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>2.8</td>
</tr>
<tr>
<td>census-kdd</td>
<td>17.9</td>
<td>20.6</td>
<td>37.2</td>
<td>98.8</td>
</tr>
<tr>
<td>colic</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>1.1</td>
</tr>
<tr>
<td>credit-a</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>credit-g</td>
<td>0.2</td>
<td>0.2</td>
<td>1.5</td>
<td>4.0</td>
</tr>
<tr>
<td>diabetes</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>hepatitis</td>
<td>&lt;0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>hypothyroid</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>2.7</td>
</tr>
<tr>
<td>spammer</td>
<td>1.3</td>
<td>1.6</td>
<td>5.7</td>
<td>15.5</td>
</tr>
<tr>
<td>vehicle</td>
<td>1.0</td>
<td>1.3</td>
<td>4.8</td>
<td>57.8</td>
</tr>
</tbody>
</table>

in comparison to its generalization \( \gamma(S) \) is limited by the lemma, since it states that \( \gamma(S) \) only covers at most 5 more negative instances than \( S \). As a consequence \( S \) is also not interesting in this case.

These considerations are exploited in formal theorems, which allow to determine optimistic estimates based on the difference of instances in generalizations:

**Theorem.** Consider the pattern \( P \) with \( P_P \) positive instances. \( P' \subseteq P \) is either \( P \) itself or one of its generalizations and \( P'' \subset P' \) a generalization of \( P' \). Let \( n_\Delta = n_P - n_P' \) be the difference in coverage of negative instances between these patterns. Then, an optimistic estimate of \( P \) for \( r_{bin}^{n_\Delta} \) is given by:

\[
o_{r_{bin}^{n_\Delta}}(P) = \begin{cases} 
\frac{p_P \cdot n_\Delta}{p_P + n_\Delta}, & \text{if } a = 1 \\
\frac{p_P \cdot n_\Delta}{p_P + n_\Delta}, & \text{if } a = 0 \\
\frac{\bar{p} \cdot n_\Delta}{P + n_\Delta}, & \text{with } \bar{p} = \min \left( \frac{a \cdot n_\Delta}{1 - a}, p_P \right), \text{ else}
\end{cases}
\]

This theorem provides optimistic estimate bounds, which are tight (low), if either (1) the number positives covered by a subgroup is low, or (2) if the difference of negatives between the subgroup and a generalization is low, or (3) if the difference of negatives between generalizations of the same group is low.

Another theorem (not shown in this abstract) introduces optimistic estimate bounds for the setting with a numeric target setting and mean-based generalization-aware interestingness measures \( r_{num}^\Delta \). These bounds also exploit the difference of the minimum target value removed in a specialization step to the maximum target value remaining in the subgroup.

### 3 Algorithm

Although the proposed optimistic estimate bounds can in principal be applied with any search strategy, we focus in this work on adapting Apriori, which is also employed by the current state-of-the-art algorithm of this problem setting [1]. For each candidate pattern additional information is stored, e.g., the minimum number of negatives in a generalization, the minimum difference in coverage between two generalizations and the maximum target share in a generalization of this pattern. The information is propagated efficiently during candidate generation and updated during the evaluation of the subgroup.

### 4 Evaluations

The effectiveness of the difference-based optimistic estimate bounds and its incorporation in an algorithm was evaluated in several series of experiments. Exemplary results are shown in Table 1. It can be observed that the novel approach improves the runtime often of more than an order of magnitude. Further investigation showed that the runtime improvement is particularly large, if the dataset contains many selectors that cover large parts of the dataset (see e.g., the audiology dataset). In can also be seen, that out-of-memory errors occur less often using the improved bounds, since less candidates are generated.
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Abstract

In this paper, we present a new approach for mining emerging patterns in itemset streams. Unlike in the classical setting, we do not assume that two datasets are given and that the task is to find itemsets occurring more often in one dataset than in the other. Instead, we look for itemsets that were seldom in the stream previously, but recently occur much more often. Our approach differs from earlier approaches in that it employs a distributed representation of the candidate space, which is scattered over a cluster of machines. This paper describes work in progress, meaning that it concentrates on the approach but lacks experimental evaluation.

1 Introduction

In this paper, we present a new approach to perform Emerging Pattern Mining on data streams. The task of emerging pattern mining [Dong and Li, 1999] considers the classical itemset setting, where the data to be analyzed takes the form of sets of items. A classical example is market basket analysis, where every data record, or “transaction”, consists of the set of items bought together by a particular customer. Another example is Twitter, where a transaction corresponds to an individual tweet and the items correspond to the words within that tweet.

The goal of emerging pattern mining is to “capture significant changes between datasets”, and to “capture emerging trends in business or demographic data” [Dong and Li, 1999]. In the market basket example, the emerging patterns would hence be sets of items that are often bought together in one dataset (for example, in recent sales data), but were only seldom bought in another dataset (older sales data). In the Twitter example, the emerging patterns would be words that co-occur often in one dataset (recent tweets), but seldom in another dataset (older tweets).

While classical algorithms operate on a static dataset, we consider the setting where the data takes the form of a stream. That is, we assume that the input is a potentially infinite sequence of transactions – as in the twitter example. Our goal is then to find, at any time, the current set of emerging patterns, that is, the itemsets that occur much more frequently in recent transactions than in older transactions. Ultimately, this allows identifying new emerging trends or topics.

Our approach is based on the idea to keep, in memory, a representation of the whole space of candidate patterns. With every candidate pattern, we store a set of statistics, which are updated whenever a new transaction comes in. As the space of candidate patterns can be extremely large, we aim for a distributed computation approach, where the candidate space (and the computation) can be distributed on a cluster of machines. The main intention of this approach is not to speed up the process (which nonetheless can be a positive side-effect), but to scale out horizontal in order to realize very large candidate spaces. To this end, we base our implementation a framework supporting the distribution of data and computation to multiple nodes in our case the Akka toolkit.

This paper presents work-in-progress. That is, it describes the problem and the intended approach, but it lacks conclusive results. The finalization of the implementation and the evaluation of the system are the topic of an ongoing master thesis. Nevertheless, this paper already provides important contributions. In particular:

• We present our approach and show that its memory requirements are only logarithmic in the number of incoming transactions and linear in the size of the candidate pattern space (Section 4.1);
• We describe how our approach can be distributed on a cluster of computing nodes, which allows dealing with very large candidate spaces (Section 4.2).

The remainder of this paper is structured as follows: After a brief discussion of related work in Section 2 and a review of the task and the standard approaches in Section 3, we present our new approach in Section 4. Subsequently, we describe our prototypical implementation in Section 5, before we conclude in Section 6.

2 Related work

In recent years, a lot of research has been done to deal with change in data streams (also called concept drift). A large share of the proposed approaches, however, do not fit to our setting because they make the assumption that the incoming data streams contain a label and their goal is to find a classifier for future data (e.g. [Alhammady and Ramamohanarao, 2005; Wang et al., 2005]).

An approach very similar to ours is the work of [Kifer et al., 2004], who introduce a meta algorithm based on a 2-window-approach on unlabeled data streams. The algorithm measures the distance between the probability distributions of the items in each window and announces change if it lies above a certain threshold. The main difference between this approaches and ours is that we distribute the task over a cluster of machines, exploiting distributed memory to deal with very large candidate spaces, and using parallel computation for speed-up. This also distinguishes our approach from the numerous approaches to the related task of
itemset mining over data streams [Cheng et al., 2008]. Another approach for parallel item-set mining is the work of [Li et al., 2008]. It differs from our approach in two central ways. First, the algorithm is not designed to work on data streams and second, it only implicitly represents the search space by distributing the database, where our approach represents the search space explicitly.

3 Preliminaries

In this section, we provide a formal definition of the task of emerging pattern mining, and describe existing approaches.

3.1 Emerging Patterns and Supervised Descriptive Rule Discovery

Emerging pattern mining [Dong and Li, 1999] belongs to a family of tasks known as supervised descriptive rule discovery [Kralj Novak et al., 2009], which also includes the tasks of subgroup discovery and contrast set mining. The input consists of a sequence of transactions $T_1, \ldots, T_m$. Every transaction consists of a set of items, i.e. $T_i = \{i_1, \ldots, i_N\}$ where every item stems from a fixed universe of items.

A pattern $P$ is also a subset of items, i.e. $P = i_1, \ldots, i_n$. We say that a transaction $T_i$ contains a pattern $P$ if and only if $P \subseteq T_i$. The (relative) support of a pattern $P$ in a sequence of transactions $DB = T_1, \ldots, T_m$, denoted by $\text{supp}(P, DB)$ refers to the share of transactions in the sequence containing $P$.

In the classical setting, one is given two datasets $DB_1$ and $DB_2$, and the goal is to find patterns that have a noticeably higher support in $DB_2$ than in $DB_1$. This difference in support is measured using some quality function, which assigns a real-valued figure to any given pattern. The higher the figure, the more salient the difference in supports is considered. Different quality functions have been proposed in the supervised descriptive rule mining community. One example is the weighted relative accuracy (WRACC) [Lavrac et al., 2004], defined as follows:

$$\text{WRACC}(P, DB_1, DB_2) = \frac{\text{supp}(P, DB_2) \times (1 - p_0) - \text{supp}(P, DB_1) \times p_0}{DB_2 - DB_1}$$

Here $p_0$ is defined as $\frac{|DB_1|}{|DB_1| + |DB_2|}$.

Based on these definitions, the task of top-k emerging pattern mining is to find the $k$ patterns having highest quality (or, in case of ties, a set of $k$ maximum-quality patterns).

3.2 The Classical Approach To Supervised Descriptive Rule Discovery

The classical computational approach to supervised descriptive rule discovery is to load the whole dataset into memory and to traverse the search space of candidate patterns. Figure 1 will help illustrating this approach: it shows an example built from the 4 items A, B, C and D. Figure 1(a) shows the dataset and the corresponding search space is visualized in Figure 1(b). In this figure, the candidate patterns are arranged in levels, where every pattern in a level has the same cardinality, i.e. is built from the same number of items.

The different supervised descriptive rule discovery algorithms explore the search space in different ways. Some approaches apply some heuristic search and only explore a subset of the search space [Lavrac et al., 2004], while other approaches exhaustively traverse the complete search space, e.g. relying on some tree traversal algorithm [Grosskreutz et al., 2008]. Whenever a node is visited, the algorithm computes statistics about the pattern, in particular the support, which allows evaluating the quality of that candidate. The algorithms keeps track of the highest-quality patterns during traversal. Once the traversal ends, the top-quality pattern(s) are returned as result.

From the perspective of this paper, the details of these approaches are less important than the fact that for every candidate, these approaches have to compute statistics based on the whole sequence of items. Typically, the algorithms will keep the dataset in memory to speedup this task, possibly relying on some efficient data structures [Han et al., 2000; Atzmueller and Puppe, 2006]. This approach is, however, not applicable with streams of potentially infinite length.

3.3 The Sampling Approach of Scheffer and Wrobel

A completely different approach was proposed by Scheffer and Wrobel [Scheffer and Wrobel, 2002]. The main goal of this approach was to reduce the computation time by trading the exact-solution-guarantee for probabilistic guarantees with fixed bounds on confidence and error. To this end, the paper proposes a randomized algorithm which iteratively (1) draws a sample record, and (2) uses that sample to update the statistics of all candidate patterns. Once the algorithm can guarantee, with sufficiently high probability, that a candidate will have low or high quality, it is discarded respectively accepted at runtime. The iterations continue until with sufficiently high probability the $k$ best-quality patterns are found.

4 Mining Emerging Patterns in Streams

We will first specify the task we consider, i.e. mining emerging patterns in the setting of data stream: The input consists of
• an itemset stream, that is a (potentially infinite) sequence of pairs \((T, t)\), where \(T\) is a transaction and \(t\) a timestamp. We assume the timestamps to be monotonically increasing.
• an integer \(k\), and two timeframes \(W_{\text{old}}\) and \(W_{\text{new}}\).

The output is a mapping, from every time \(t\) to the emerging patterns wrt. \(DB_{\text{new}}(t, W_{\text{new}})\) and \(DB_{\text{old}}(t, W_{\text{old}}, W_{\text{new}})\). Here, \(DB_{\text{new}}(t, W_{\text{new}})\) consists of all “new” transactions having a timestamp in the interval \((t - W_{\text{new}}, t]\), and \(DB_{\text{new}}(t, W_{\text{new}})\) consists of all “old” transaction occurring in the interval \([t - W_{\text{new}}, t - W_{\text{old}}]\).

### 4.1 Our Approach

Our approach is based on the idea of [Scheffer and Wrobel, 2002], namely to store a representation of the whole search space, together with statistics about the support of every candidate pattern. Unlike them, however, we are not concerned with probabilistic guarantees, as we do not aim for a randomized algorithm.

Another difference is that here, we are concerned with streaming data, and that our goal is to compute the emerging patterns with respect to two time windows. To this end, we do not just store, for every pattern, the number of occurrences in two datasets, but instead have to store all information required to continuously calculate the support in the two windows.

As storing all incoming transactions together with their timestamp would result in costs which are at least linear in the number of incoming transactions, instead we only store a discretized representation, which only stores the number of occurrences within \(m\) smaller time windows. Figure 2 illustrates the idea. In the first time window, the pattern occurred 5 times; in the second, it occurred 8 times, etc.

As we are only interested in the frequency of patterns in the number of incoming transactions, instead we only store the two windows.

As storing all incoming transactions together with their timestamp would result in costs which are at least linear in the number of incoming transactions, instead we only store a discretized representation, which only stores the number of occurrences within \(m\) smaller time windows. Figure 2 illustrates the idea. In the first time window, the pattern occurred 5 times; in the second, it occurred 8 times, etc.

As we are only interested in the frequency of patterns in the number of incoming transactions, instead we only store the two windows.

The overall memory requirements for every entry in this data structure is bounded logarithmically in the number of incoming transactions. Overall, this approach has worst-case memory requirements bounded by \(O(\log(|T|) \cdot |P| \cdot m)\), where \(|T|\) denotes the maximum number of incoming transactions within a timeframe of \((W_{\text{old}} + W_{\text{new}})\), \(m\) denotes the number of time windows used to cover the interval \([t - W_{\text{new}}, t - W_{\text{old}}]\), and \(|P|\) denotes the size of the candidate pattern space.

### 4.2 Distributed Computation

One issue with the approach to store a representation of the search space is that this can result in large memory requirements. It is obvious that the size of the space search is exponential in the number of items, and that hence its representation may exceed the main memory of a single machine. For this reason, it would be desirable to have a distributed algorithm that can run on a cluster of machines.

In particular, we aim at an algorithm that can (almost) uniformly distribute the representation of the search space on any given cluster of \(N\) machines.
Data stream source
Search space
Broadcast
represented
by
best
patterns
aggregated
Patterns
Transaction...service

Figure 4: Topology of the system for performing Emerging Patterns Mining

2008)]. Let’s say we have a set of items in a transaction \( T = \{i_1, \ldots, i_n\} \) and an integer value \( c \) denoting the maximal cardinality of the patterns to be considered. Then the power-set with limited cardinality \( c \) of that transaction is defined as follows:

\[ P_c(T) = \{s \subseteq T : |s| < c\} \]

The generator has two central functions. It is responsible for generating patterns and for keeping track of the patterns’ statistics. Following to the generation, it updates the statistics in an local data structure.

The node periodically calculates which of the patterns it takes care of have the highest quality value. It transfers this list of best patterns to a subsequent node that receives these lists from all nodes, creating an aggregated list of all global patterns. The two rightmost nodes represent example applications for the output, like logging to a file or presenting the result in a web page.

6 Discussion

In this paper, we have motivated a variation of the task of emerging pattern mining, which operates on data streams. The idea is to search for itemsets which occur more often in recent transactions than in older transactions. We have presented a new approach to this task, which allows distributing the computation and the representation of the candidate pattern space on a cluster of machines. This distributed representation is arguably the most distinguishing feature of our approach, compared to existing approaches to related tasks like frequent itemset mining on streams.

This paper presents work in progress and much remains to be done. In particular, we still lack an empirical evaluation of the approach. This will be the topic of an on-going master thesis, which will answer questions about the scalability of the approach and possible limitations.
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Abstract

With the rising popularity of smart mobile devices, sensor data-based applications have become more and more popular. Their users record data during their daily routine or specifically for certain events. The application WideNoise Plus allows users to record sound samples and to annotate them with perceptions and tags. The app documents and maps the soundscape all over the world. The procedure of recording, including the assignment of tags, has to be as easy-to-use as possible. We therefore discuss the application of tag recommender algorithms in this particular scenario. We show, that this task is fundamentally different from the well-known tag recommendation problem in folksonomies as users do no longer tag fix resources but sensory data and impressions. The scenario requires efficient recommender algorithms that are able to run on the mobile device, since Internet connectivity is not always available. Therefore, we evaluate the performance of ten tag recommendation algorithms and discuss their applicability in the mobile sensing use-case.
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Abstract
Label ranking is a specific type of preference learning problem, namely the problem of learning a model that maps instances to rankings over a finite set of predefined alternatives (labels). State-of-the-art approaches to label ranking include decomposition techniques that reduce the original problem to binary classification; ranking by pairwise comparison (RPC), for example, constructs one binary problem for each pair of alternatives. In general, each classification example refers to the pairwise comparison of two alternatives in a ranking. In this paper, we introduce a new (meta) learning technique for label ranking, which is based on a labelwise instead of a pairwise decomposition. The basic idea is to train one model per class label, namely a model that maps instances to ranks. Instead of a quadratic number of binary problems, like in RPC, this obviously gives rise to a linear number of ordinal classification problems. We propose a generalization of this approach for the practically relevant case in which the training data only contains incomplete rankings, that is, rankings of some but not all alternatives; in this case, only imprecise information about the rank of individual labels can be derived. Moreover, we provide an experimental study, in which the pairwise and the labelwise decomposition techniques are compared in a systematic way.

1 Introduction
Preference learning is an emerging subfield of machine learning, which deals with the induction of preference models from observed or revealed preference information [10]. Such models are typically employed for prediction purposes, for example, to predict context-dependent preferences of individuals on various choice alternatives. Depending on the representation of preferences, individuals, alternatives, and contexts, a large variety of preference models are conceivable, and many such models have already been studied in the literature.

A specific type of preference learning problem is the problem of label ranking, namely the problem of learning a model that maps instances to rankings (total orders) over a finite set of predefined alternatives (labels). Several methods for label ranking have already been proposed in the literature [18]. Most of these methods are reduction techniques transforming the original learning task into one or several binary classification tasks. Moreover, all existing methods are relational in so far as they seek to learn from relative or comparative preferences, such as pairwise comparisons between alternatives [15]. Since a ranking of alternatives, by its very nature, does indeed inform about relative and not about absolute preferences, the prevalence of the relational approach is of course completely understandable.

On the other hand, since the number of alternatives in a label ranking problem is fixed, a ranking is uniquely defined by the position (rank) of each of the alternatives, which can be seen as absolute preference information. Admittedly, as will be explained in more detail later on, this positional information is not always readily available for training. Yet, it is arguably a bit surprising that, to the best of our knowledge, an approach focused on the learning and prediction of absolute preferences has not even been tried so far.

In this paper, we introduce an approach of that kind, namely a new meta-learning technique for label ranking, which is based on a labelwise instead of a pairwise decomposition. The basic idea is to train one model per class label, namely a model that maps instances to ranks. In other words, given a new query instance, the idea is to predict the rank of each individual label right away. Unlike existing decomposition techniques, in which the reducts are binary classification problems, this approach leads to a linear number of ordered multi-class problems.

The paper is organized as follows. The next section provides some background of the label ranking problem, and Section 3 reviews existing methods for tackling this problem. Our new approach based on labelwise decomposition (LWD) is introduced in Section 4. Section 5 is devoted to a general discussion of similarities and differences between reduction techniques for label ranking. In Section 6, we provide an experimental study, in which LWD is compared with existing decomposition techniques in a systematic way. The paper ends with some concluding remarks in Section 7.

2 Label Ranking
Let $\mathcal{Y} = \{y_1, \ldots, y_K\}$ be a finite set of (choice) alternatives; adhering to the terminology commonly used in supervised machine learning, and accounting for the fact that label ranking can be seen as an extension of multi-class classification, the $y_i$ are also called class labels. We consider total order relations $\succ$ on $\mathcal{Y}$, that is, complete, transitive, and antisymmetric relations, where $y_i \succ y_j$ indicates that $y_i$ precedes $y_j$ in the order. Since a ranking can be seen as a special type of preference relation, we shall also
say that \( y_i \succ y_j \) indicates a preference for \( y_i \) over \( y_j \).

Formally, a total order \( \succ \) can be identified with a permutation \( \pi \) of the set \( [K] = \{1, \ldots, K\} \), such that \( \pi(i) \) is the position of \( y_i \) in the order. We denote the class of permutations of \( [K] \) (the symmetric group of order \( K \)) by \( S_K \). By abuse of terminology, though justified in light of the above one-to-one correspondence, we refer to elements \( \pi \in S_K \) as both permutations and rankings.

In the setting of label ranking, preferences on \( Y \) are “contextualized” by instances \( x \in \mathcal{X} \), where \( \mathcal{X} \) is an underlying instance space. Thus, each instance \( x \) is associated with a ranking \( \succ_x \) of the label set \( Y \) or, equivalently, a permutation \( \pi_x \in S_K \). More specifically, since label rankings do not necessarily depend on instances in a deterministic way, each instance \( x \) is associated with a probability distribution \( \mathbf{P}(\cdot | x) \) on \( S_K \). Thus, for each \( \pi \in S_K \), \( \mathbf{P}(\pi | x) \) denotes the probability to observe the ranking \( \pi \) in the context specified by \( x \).

As an illustration, suppose \( \mathcal{X} \) is the set of people characterized by attributes such as sex, age, profession, and marital status, and labels are music genres: \( Y = \{\text{Rock}, \text{Pop}, \text{Classic}, \text{Jazz}\} \). Then, for \( x = (m, 30, \text{teacher}, \text{married}) \) and \( \pi = (2, 1, 4, 3) \), \( \mathbf{P}(\pi | x) \) denotes the probability that a 30 years old married man, who is a teacher, prefers Pop music to Rock to Classic to Jazz.

### 2.1 The Label Ranking Problem

The goal in label ranking is to learn a “label ranker”, that is, a model

\[
\mathcal{M} : \mathcal{X} \rightarrow S_K
\]

that predicts a ranking \( \hat{\pi} \) for each instance \( x \) given as an input. More specifically, seeking a model with optimal prediction performance, the goal is to find a risk (expected loss) minimizer

\[
\mathcal{M}^* \in \arg\min_{\mathcal{M} \in \mathcal{M}} \int_{\mathcal{X} \times S_K} D(\mathcal{M}(x), \pi) d \mathbf{P}(x),
\]

where \( \mathcal{M} \) is the underlying model class, \( \mathbf{P} \) is the joint measure \( \mathbf{P}(x, \pi) = \mathbf{P}(x) \mathbf{P}(\pi | x) \) on \( \mathcal{X} \times S_K \) and \( D \) is a loss function on \( S_K \); common choices of \( D \) will be introduced below.

As training data \( D \), a label ranker uses a set of instances \( x_n \) (\( n \in [N] \)), together with information about the associated rankings \( \pi_n \). Ideally, complete rankings are given as training information, i.e., a single observation is a tuple of the form \( (x_n, \pi_n) \in \mathcal{X} \times S_K \); we call an observation of that kind a complete example. From a practical point of view, however, it is important to allow for incomplete information in the form of a ranking of some but not all of the labels in \( Y \):

\[
y_{\tau(1)} \succ y_{\tau(2)} \succ \cdots \succ y_{\tau(J)},
\]

where \( J < K \) and \( \{\tau(1), \ldots, \tau(J)\} \subset [K] \). For example, for an instance \( x \), it might be known that \( y_{\tau(2)} \succ y_{\tau(1)} \succ y_{\tau(3)} \), while no preference information is given about the labels \( y_3 \) or \( y_4 \).

In the following, we will write complete rankings \( \pi \) with an upper bar (as we already did above). If a ranking \( \pi \) is not complete, then \( \pi(j) \) is the position of \( y_j \) in the incomplete ranking, provided this label is contained, and \( \pi(j) = 0 \) otherwise; thus, if \( \pi \) is a “completion” of \( \pi \), then \( \pi(k) \geq \pi(k) \) for all \( k \in [K] \). In the above example (1), \( \pi = (2, 1, 0, 0, 3) \). We denote by \( |\pi| = \{ j | \pi(j) > 0 \} \) the size of the ranking; thus, \( \pi \) is complete if \( |\pi| = K \).

### 2.2 Prediction Accuracy

The prediction accuracy of a label ranker is assessed by comparing the true ranking \( \pi \) with the prediction \( \hat{\pi} \), using a distance measure \( D \) on rankings. Among the most commonly used measures is the Kendall distance, which is defined by the number of inversions, that is, index pairs \( \{i, j\} \subset [K] \) such that the order of \( y_i \) and \( y_j \) in \( \pi \) is inverted in \( \hat{\pi} \):

\[
D(\hat{\pi}, \pi) = \sum_{1 \leq i < j \leq K} \left[ (\hat{\pi}(i) - \pi(i))(\hat{\pi}(j) - \pi(j)) < 0 \right]
\]

The well-known Kendall rank correlation measure is an affine transformation of (2) to the range \([-1, 1]\). Besides, the sum of \( L_1 \) or \( L_2 \) losses on the ranks of the individual labels are often used as an alternative distance measures:

\[
D_1(\hat{\pi}, \pi) = \sum_{i=1}^{M} |\hat{\pi}(i) - \pi(i)|
\]

\[
D_2(\hat{\pi}, \pi) = \sum_{i=1}^{M} (\hat{\pi}(i) - \pi(i))^2
\]

These measures are closely connected with two other well-known rank correlation measures: Spearman’s footrule is an affine transformation of (3) to the interval \([-1, 1]\), and Spearman’s rank correlation (Spearman’s rho) is such a transformation of (4).

### 3 Label Ranking Methods

The arguably most straightforward way to addressing the label ranking problem is to treat it as a classification problem with \( K \) classes, considering each ranking \( \pi \in S_K \) as a separate (meta-)class: this is to some extent comparable to the label powerset approach to multitask classification [17], which considers each subset \( Y \) of the original label set \( Y \) as a new meta-class. Obviously, however, this approach comes with a number of disadvantages, making it likely to fail in practice. First of all, the number of metas classes is even larger than for multitask classification. For example, with only \( K = 6 \) labels, the resulting classification problem would consist of 720 meta-classes—there is no classifier that can handle such a number of classes in a reasonable way. Second, it is not clear how to apply this approach in the case of incomplete observations (1). Third, by treating each meta-class as a separate category, this approach fails to exploit the structure on the output space \( S_K \), which is induced by the underlying distance measure \( D \).

Indeed, label ranking can be seen as a specific type of structured output prediction [1], namely the problem to predict structures in the form of permutations. In the literature, several methods for label ranking have been proposed that try to exploit the structure on \( S_K \) in one way or the other, including generalizations of standard machine learning methods such as nearest neighbor estimation [3] and decision tree learning [6], as well as statistical inference based on parametrized models of rank data [5].

Here, we are specifically interested in reduction techniques, that is, meta-learning techniques that reduce the original label ranking problem into one or several classification problems that are easier to solve. Among the techniques proposed so far, there are two approaches that both reduce label ranking to binary classification, albeit in a different way. Whereas the first technique, constraint classification (CC), produces a single “large” classification...
problem, the second one, ranking by pairwise comparison (RPC), yields a quadratic (in $K$) number of “small” binary problems. In the following, both approaches will be presented in more detail.

3.1 Constraint Classification

Constraint classification [12] is based on the idea of learning value functions $f_k : \mathbb{R} \rightarrow \mathbb{R}$, one for each label $y_k$ ($k \in [K]$), that estimate a (latent) degree of utility of $y_k$ in the context specified by an instance. Given such functions, a prediction $\hat{\pi}$ for a new query instance $x$ is then simply obtained by sorting the labels in decreasing order of their (estimated) utility:

$$\hat{\pi} = \text{argsort} f_k(x) \quad (5)$$

More specifically, assuming $\mathbb{X} = \mathbb{R}^d$, the value functions are taken as linear functions of the form

$$f_k(x) = f_k(x_1, \ldots, x_d) = \sum_{i=1}^d \alpha_{k,i} x_i \quad (6)$$

with label-specific coefficients $\alpha_{k,i}$ ($i \in [d]$).

Now, a pairwise preference $y_i \succ y_j$ between two labels translates into the constraint $f_k(x) - f_j(x) > 0$ or, equivalently, $f_j(x) - f_k(x) < 0$. Both constraints, the positive and the negative one, can be expressed in terms of the sign of an inner product $\langle \mathbf{z}, \alpha \rangle$, where

$$\alpha = (\alpha_{1,1}, \ldots, \alpha_{1,d}, \alpha_{2,1}, \ldots, \alpha_{2,d}, \ldots, \alpha_{K,1}, \ldots, \alpha_{K,d})$$

is a concatenation of all label-specific coefficients. Correspondingly, the vector $\mathbf{z}$ is constructed by mapping the original $d$-dimensional training example $x = (x_1, \ldots, x_d)$ into an $(K \times d)$-dimensional space: For the positive constraint, $\mathbf{z}$ is copied into the components $((k-1) \times d + 1), \ldots, (k \times d)$ and its negation $\bar{\mathbf{z}}$ into the components $((j-1) \times d + 1), \ldots, (j \times d)$; the remaining entries are filled with 0. For the negative constraint, a vector is constructed with the same elements but reversed signs. Both constraints can be considered as training examples for a conventional binary classifier in a $(K \times d)$-dimensional space: The first vector is a positive and the second one a negative example.

CC constructs training examples of that kind by splitting observed rankings into pairwise preferences. More specifically, an incomplete ranking (1) is split into $J - 1$ preferences $\pi(k) \succ y_{\pi(k+1)}$ ($k \in [J-1]$), and each of these preferences is turned into a positive and a negative example for the binary classifier as described above. The corresponding binary classification problem can then be tackled by standard methods for fitting a separating hyperplane in this space, that is, a suitable vector $\alpha$ satisfying as many as possible constraints.

3.2 Ranking by Pairwise Comparison

Ranking by pairwise comparison [15] is an extension of pairwise classification [9], an established technique for reducing multi-class to binary classification. In the setting of label ranking, RPC trains one model $M_{i,j}$ : $\mathbb{X} \rightarrow [0,1]$ for each pair of labels $(y_i, y_j)$; thus, $K(K-1)/2$ such models are needed in total. Given instance $x$ as input, the model $M_{i,j}$ is supposed to predict the probability of $y_i \succ y_j$, i.e., $M_{i,j}(x)$ is an estimation of the probability $\mathbb{P}(\pi(i) < \pi(j) \mid x)$. The data $D_{i,j}$ used to train $M_{i,j}$ is constructed from the original data $D$ as follows: If $x_n$ is an instance in $D$ that has been observed together with a possibly incomplete ranking of labels in $\mathcal{Y}$, then

- $x_n$ is added as a positive example to $D_{i,j}$ if the ranking contains both $y_i$ and $y_j$, and the former precedes the latter;
- $x_n$ is added as a negative example to $D_{i,j}$ if the ranking contains both $y_i$ and $y_j$, and the latter precedes the former;
- $x_n$ is ignored if either $y_i$ or $y_j$ (or both) are missing in the ranking.

Once $D_{i,j}$ has been constructed, any method for (probabilistic) binary classification can be used to induce the model $M_{i,j}$.

At prediction time, when a ranking $\hat{\pi}$ needs to be predicted for a new instance $x$, this instance is first submitted to each of the models $M_{i,j}$ ($1 \leq i < j \leq K$), and the predictions of these models are combined into a (weighted) preference relation

$$P = \left[ \begin{array}{cccc} - & p_{1,2} & p_{1,3} & \cdots & p_{1,K} \\ p_{2,1} & - & p_{2,3} & \cdots & p_{2,K} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ p_{K,1} & p_{K,2} & p_{K,3} & \cdots & - \end{array} \right] \quad (7)$$

where

$$p_{i,j} = \left\{ \begin{array}{ll} M_{i,j}(x) & \text{if } i < j \\ 1 - M_{i,j}(x) & \text{if } i > j \end{array} \right.$$ 

The preference relation (7) does normally not suggest a ranking $\hat{\pi}$ in an unequivocal way: Since the binary models $M_{i,j}$ are trained independently of each other, and the predictions $p_{i,j}$ are not necessarily perfect, $P$ may exhibit inconsistencies such as preferential cycles. What is needed, in general, is a ranking procedure that turns $P$ into a ranking $\hat{\pi}$.

The standard approach in RPC is to apply a weighted voting procedure, in which the labels are sorted according to the sum of weighted votes in their own favor:

$$\hat{\pi} = \text{argsort} \sum_{k \in [K]} s_k(x), \quad (8)$$

where

$$s_k(x) = \sum_{1 \leq j \neq k \leq K} p_{k,j}.$$ 

Under certain technical assumptions (the $p_{i,j}$ are independent and unbiased estimations of $\mathbb{P}(\pi(i) < \pi(j) \mid x)$), it can be shown that the prediction (8) is minimizing the expected loss with respect to (4). For other loss functions, other ranking procedures might be optimal.

4 Labelwise Decomposition

In this section, we introduce a new meta-learning technique for label ranking, which is based on the idea of reducing the original problem to standard classification problems in a labelwise manner.

4.1 The Case of Complete Training Information

If the training data $D$ consists of complete examples $(x_n, \pi_n)$, then each such example informs about the rank $\pi(k)$ of the label $y_k$ in the ranking associated with $x_n$. Thus, a quite natural idea is to learn a model

$$M_{k} : \mathbb{X} \rightarrow [K]$$

that predicts the rank of $y_k$, given an instance $x \in \mathbb{X}$ as an input. Indeed, such a model can be trained easily on the data

$$D_k = \{ (x_n, r_n) \mid (x_n, \pi_n) \in D \land r_n = \pi_n(k) \} \subset \mathbb{X} \times [K] \quad (9)$$
It is important to note, however, that the classification problem thus produced is not a binary one, like in CC and RPC. Instead, we need to solve a multi-class problem with $K$ classes, where each class corresponds to a possible rank. More specifically, since these ranks have a natural order, we are facing an ordinal classification problem.

Like in RPC, we assume that a probabilistic approach is used to train the models $M_k (k \in [K])$. For example, if the (ordinal) classifiers are specified by a parameter $\theta \in \Theta$, $M_k$ could be identified by the maximum likelihood estimate

$$\theta_k = \arg \max_{\theta \in \Theta} \prod_{n=1}^{N} P(r_n | x_n, \theta) .$$

Then, given a new query instance $x$, each of these models is supposed to predict a probability distribution

$$M_k(x) = (p_{k,1}, p_{k,2}, \ldots, p_{k,K}) \in [0,1]^K ,$$

where $p_{k,j} = P(\hat{\pi}(k) = j | x)$ is the (predicted) probability that $y_k$ is on rank $j$.

### 4.2 Aggregation

As we have seen in previous sections, each reduction technique also involves an aggregation procedure, which is responsible for combining the predictions of the classification models into a ranking $\hat{\pi}$. In the case of CC and RPC, these aggregations are given by the sorting procedures (5) and (8), respectively.

Consider a loss function $D$ on $\mathbb{R}_K$ that is labelwise decomposable, i.e., which can be written in the form

$$D(\hat{\pi}, \pi) = \sum_{k=1}^{K} D_k(\hat{\pi}(k), \pi(k)).$$

Obviously, the $L_1$ and $L_2$ loss (3) and (4) are both of this type. Then, given probabilities of the form (11), the expected loss caused by a prediction $\hat{\pi}$ can be written as

$$E(D(\hat{\pi}, \pi)) = \sum_{k=1}^{K} E(D_k(\hat{\pi}(k), \pi(k)))$$

$$= \sum_{k=1}^{K} \sum_{j=1}^{K} D_k(j, \hat{\pi}(k)) \cdot p_{k,j}$$

$$= \sum_{k=1}^{K} L_k(\hat{\pi}(k)) ,$$

where $L_k(r)$ is the cost of putting $y_k$ on position $r$, namely the loss expected on $y_k$ when assigning this label to position $r$ in the ranking $\hat{\pi}$. In the case of (3), for example, this cost is given by

$$L_k(r) = \sum_{j=1}^{K} |j - r| \cdot p_{k,j} .$$

Thus, an optimal solution would consists of assigning $y_k$ the position $\hat{\pi}(k) = r$ for which $L_k(r)$ is minimal. However, noting that each position $r \in [K]$ must be assigned at most once, this approach is obviously not guaranteed to produce a feasible solution. Instead, the minimization of (12) requires the solution of an optimal assignment problem [4]:

- assigning $y_k$ to rank $r$ causes a cost of $L_k(r)$;
- the goal is to minimize the sum of all assignment costs.

Assignment problems of that kind have been studied extensively in the literature, and efficient algorithms for their solution are available. The well-known Hungarian algorithm [16], for example, solves the above problem in time $O(K^3)$. Such algorithms can be used to produce a (risk minimizing) prediction $\pi$ on the basis of probabilistic predictions (11).

### 4.3 The Case of Incomplete Training Information

As mentioned before, the original training data $D$ is not necessarily supposed to contain complete rank information; instead, for a training instance $x_n$, only an incomplete ranking $\pi_n$ of a subset of the labels in $Y$ might have been observed, while the complete ranking $\bar{\pi}_n$ is not given. In this case, the above method is not directly applicable: If at least one label is missing, i.e., $|\pi_n| < K$, then none of the true ranks $\bar{\pi}_n(k)$ is precisely known; consequently, the training data $D$ cannot be constructed.

Nevertheless, even in the case of incomplete rankings, non-trivial information can be derived about the rank $\bar{\pi}(k)$ for at least some of the labels $y_k$. In fact, if $|\pi| = J$ and $\pi(k) = r > 0$, then

$$\bar{\pi}(k) \in \{r, r+1, \ldots, r+K-J\} .$$

Of course, if $\pi(k) = 0$ (i.e., $y_k$ is not present in the ranking), only the trivial information $\bar{\pi}(k) \in [K]$ can be derived. Yet, more precise information can be obtained under additional assumptions. For example, if $\pi$ is known to be the top of the ranking $\bar{\pi}$, then

$$\bar{\pi}(k) = \pi(k)$$

$$\bar{\pi}(k) \in \{J+1, \ldots, K\}$$

if $\pi(k) > 0$

$$\bar{\pi}(k) = 0 .$$

This scenario is highly relevant, since top-ranks are observed in many practical applications.

In general, the type of training data that can be derived for a label $y_k$ in the case of incomplete rank information are examples of the form

$$(x_n, R_n) \in \mathbb{R} \times 2^{[K]} ,$$

that is, an instance $x_n$ together with a set of possible ranks $R_n$. The problem of learning from data with imprecise class information has recently been studied in the literature, where it is called learning from ambiguously labeled examples [13] or learning from partial labels [11; 7]. As explained in [13], a reasonable approach to learning from imprecise data is to combine model identification and data disambiguation, that is, trying to fit an optimal model while simultaneously finding the “true data”. Again adopting the principle of maximum likelihood inference, one way to realize this idea is to maximize a generalized likelihood function:

$$\theta_k = \arg \max_{r \in \mathcal{R}, \theta \in \Theta} \prod_{n=1}^{N} P(r_n | x_n, \theta) ,$$

where $\mathcal{R}$ is the set of all selections of the rank information (14), that is, the set of all vectors $r = (r_1, \ldots, r_N) \in [K]^N$ such that $r_n \in R_n$. 
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4.4 Probabilistic Modeling of Missing Label Information

Under additional assumptions about the process that eliminates labels from a complete ranking $\pi$, this approach can be further refined. For example, under the “missing at random” assumption, to which the $K-J$ labels that are missing have been selected uniformly at random from the set of all $K$ labels, the probability to observe $\pi(k) = j > 0$ is given by

$$\sum_{r=j}^{j+K-J} P(r \mid x, \theta_k) \frac{(r-1)}{K-r} \frac{K-r}{j} . \quad (16)$$

Each term in (16) expresses the probability that the true rank of $y_k$ in $\pi$ is $r$, $r-j$ labels are removed “above” $y_k$ (thus bringing it to position $j$), and the other $K-r+j$ labels are removed “below” $y_k$. The probability to observe $\pi(k) = 0$ is given by

$$\sum_{r=1}^{K} P(r \mid x, \theta_k) \frac{J}{K} = J \frac{K}{K} , \quad \text{i.e., by a constant that can be ignored in likelihood maximization. Thus, estimation of } \theta_k \text{ can be performed as follows:}$$

$$\hat{\theta}_k = \arg\max_{\theta \in \Theta} \prod_{n \in [N]} \sum_{r=\pi_n(k)}^{\pi_n(k)+K-|\pi_n|} P(r \mid x, \theta) \quad (17)$$

with

$$P(r \mid x, \theta) = P(r \mid x, \theta) \left(\frac{r-1}{K-r} \frac{K-r}{\pi_n(k)} \right) \left(\frac{K-r}{\pi_n(k)} \right) \quad \text{if } j > 0 ,$$

and $\theta_k$ can be estimated as follows:

$$\hat{\theta}_k = \arg\max_{\theta \in \Theta} \prod_{n \in [N]} \sum_{r=\pi_n(k)+1}^{\pi_n(k)+K-|\pi_n|} P(r \mid x, \theta) \quad (18)$$

$$\times \prod_{n \in [N]} \sum_{r=\pi_n(k)+1}^{\pi_n(k)+K-|\pi_n|} P(r \mid x, \theta)$$

For our experiments in Section 6, we implemented (17) and (19) using a corresponding extension of ordinal logistic regression. Thus, the probabilities $P(r \mid x, \theta)$ are expressed in terms of log-linear functions. More specifically, ordinal logistic regression models ratios of the cumulative distribution:

$$\log \left( \frac{c_k(x)}{1 - c_k(x)} \right) = \beta_k + w^T x \quad (20)$$

for $k \in [K-1]$, where $c_k(x) = P(r \leq k \mid x)$ is the (conditional) probability of a rank $\leq k$ (hence $P(r \mid x, \theta) = c_k(x) - c_{k-1}(x)$). The parameter vector $\theta$ is here given by $\theta = (w, \beta_1, \ldots, \beta_{K-1})$. Note that, since the left-hand side in (20) is non-decreasing in $k$, the $\beta_k$ need to satisfy the condition $\beta_1 \leq \beta_2 \leq \cdots \leq \beta_{K-1}$. 

5 Comparison of Reduction Techniques

Different reduction techniques are not easily comparable, especially because the performance of a meta-technique also depends on the base learner that is used to instantiate this technique. In this section, we nonetheless make an attempt at elaborating on commonalities and differences between existing reduction techniques (namely RPC and CC) and our new proposal (LWD), albeit not in much detail and not on a very technical level.

5.1 Complexity

If the original label ranking data consists of $|D| = N$ complete examples, then the total number of examples generated by RPC is $NK(K-1)/2$. Since CC generates an example (actually even two) for each pairwise comparison, too, the same (or even twice this) number of examples can be produced for this method. However, whereas RPC distributes these examples over $K(K-1)/2$ instance spaces $X_{i,j}$, which are all identical to the original space $X$, CC combines them in a single expanded feature space $\tilde{X}$ whose dimensionality is $K$ times as high, and solves a single problem in this space. In any case, even when leaving the dimensionality of the input space aside, RPC is theoretically more efficient than CC if the underlying base learner has a superlinear complexity, say, $O(N^\alpha)$ with $\alpha > 1$. In fact, in that case, solving $NK(K-1)/2$ problems of size $N$ is less expensive than solving a single problem of size $NK(K-1)/2$—the complexity of the former is $O(N(N-1)^{\alpha})$, the latter is in $O((K-1)N^{\alpha})$.

It should also be mentioned that, in its original version, CC only constructs pairwise comparisons between consecutive labels in a ranking, not between all labels (hoping to capture the other relations implicitly via transitivity). In this case, the total number of examples reduces to $N(K-1)$. Of course, the same approach could be applied to any other pairwise method, including RPC. In terms of prediction performance, however, it turns out that the redundancy of the full encoding has significant advantages.

LWD constructs $K$ classification problems of size $N$, thus $KN$ examples in total; like in RPC, each of these problems uses the original input space $X$. The complexity is not directly comparable, however, since LWD solves ordinal classification problems, whereas RPC and CC solve binary problems. Using decomposition techniques like those proposed by Frank and Hall [8], each ordinal problem could again be reduced to $K-1$ binary problems of the same size. Then, the overall complexity would be $O(K(K-1)N^{\alpha})$, the same as for RPC.

 Needless to say, a comparison becomes even more difficult in the case of incomplete training information. In that case, LWD requires methods for learning from imprecise data, such as (15). Therefore, the underlying base learners are no longer comparable.

In terms of space efficiency and complexity at prediction time, LWD may have an advantage in comparison to RPC, as it only needs to store and query a linear instead of a quadratic number of models. Again, however, since the LWD models are ordinal and the RPC models are binary classifiers, a direct comparison is not completely straightforward.

5.2 Loss of Information

Every reduction technique involves a certain loss of information. This can be seen most clearly from the fact...
that, from the information preserved on the level of the decomposition, the original probability distribution \( P(\cdot) \) on \( S_K \) cannot always be recovered. For example, the uniform distribution \( P(\pi) \equiv (K!)^{-1} \) and the bi-modal distribution \( P(\pi) = 1/2 \) for \( \pi = (1, 2, \ldots, K) \) and \( \pi = (K, K-1, \ldots, 1) \) (and 0 otherwise) both induce the distribution \( P(y_i > y_j) \equiv 1/2 \) on the level of pairwise comparisons. Thus, even if these pairwise probabilities were learned correctly, there is no chance to predict the true ranking from them. Obviously, the reason for this loss of information is the decomposition process itself: Decomposing a set of complex objects (in our case rankings) into a set of simple objects (e.g., pairwise preferences), the latter does not necessarily allow to recover the former.

As an important consequence, risk minimizing predictions cannot be produced for all loss functions. For example, as shown in [14], RPC is able to minimize (in expectation) the Kendall loss (2) and the Spearman loss (4) but not the \( L_1 \) loss (3). LWD, on the other hand, is able to minimize both \( L_1 \) and \( L_2 \) just like any other labelwise decomposable loss—this can be seen immediately from (12). It cannot minimize losses like Kendall, however, since probabilities of label inversions cannot be recovered from rank-probabilities on individual labels.

5.3 Modeling Incomplete Rank Information
As mentioned before, training information will normally not be provided in the form of complete rankings \( \pi \in S_K \); instead, only incomplete examples (1) are available as training data. For a label ranking method, the ability to handle such information in a proper way is therefore of utmost importance.

Methods based on pairwise comparisons, such as CC and RPC, do have this ability and can handle missing label information in a quite straightforward way. In RPC, for example, if a label \( y_k \) is missing for a training instance \( x_n \), then none of the pairwise learners \( M_{i,j} \) with \( k \in \{i, j\} \) will get \( x_n \) as an example. Similarly, missing labels reduce the number of training examples in CC. Yet, the examples that are produced from the observed labels are still precise. In other words, although missing labels reduce the number of examples, they do not affect the type and information content of those examples that are still produced. Correspondingly, the same learning algorithms can be used, and since they are applied to smaller data sets, the learning process will even become more efficient.

This is an important difference to LWD. Here, even a single missing label may affect all examples that are produced for a training instance \( x_n \)—the class information (position of the label) will become imprecise and/or uncertain. Correspondingly, standard methods for ordinal classification are no longer applicable; instead, generalized methods for learning from imprecisely labeled examples must be used. Thus, missing label information may affect the quality of all examples that are derived from an instance \( x_n \) and, moreover, tend to increase the complexity of the learning problem instead of reducing it. Seen from this perspective, learning from comparative preferences does indeed appear to be advantageous to learning from absolute preferences.

6 Experiments
In this section, we experimentally compare LWD with RPC and CC in terms of prediction accuracy. All three meta-techniques are implemented using logistic regression as a base learner; RPC and CC get along with the basic binary version, whereas LWD requires an extended ordinal variant (cf. Section 4.4).

6.1 Data
We used several benchmark data sets for label ranking that have also been used in previous studies [15]; these are semi-synthetic data sets, namely label ranking versions of (real) UCI multi-class data. Moreover, we used two real label ranking data sets: The Sushi data\(^1\) consists of 5000 instances (customers) described by 11 features, each one associated with a ranking of 10 types of sushis. The Students data [2] consists of 404 students (each characterized by 126 attributes) with associated rankings of five goals (want to get along with my parents, want to feel good about myself, want to have nice things, want to be different from others, want to be better than others). See Table 1 for a summary of the data.

Two missing label scenarios were simulated, namely the missing-at-random setting (16) and the top-rank setting (13). In the first case, a biased coin is flipped for every label in a ranking to decide whether to keep or delete that label; the probability for a deletion is specified by a parameter \( p \in [0,1] \). Thus, \( p \times 100\% \) of the labels will be missing on average. Similarly, in the second case, only the \( J \) top-labels in a ranking are kept, where \( J \) has a binomial distribution with parameters \( K \) and \( 1 - p \).

<table>
<thead>
<tr>
<th>data set</th>
<th># inst. (( N ))</th>
<th># attr. (( d ))</th>
<th># labels (( K ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>authorship</td>
<td>841</td>
<td>70</td>
<td>4</td>
</tr>
<tr>
<td>glass</td>
<td>214</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>pendigits</td>
<td>10992</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>segment</td>
<td>2310</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>vehicle</td>
<td>846</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>vowel</td>
<td>528</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>sushi</td>
<td>5000</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>students</td>
<td>404</td>
<td>126</td>
<td>5</td>
</tr>
</tbody>
</table>

6.2 Results
The results in Tables 2 and 3 are presented as averages of \( 5 \times 10 \) fold cross validation in terms of the Kendall correlation measure; other measures such as (3) and (4) led to similar results. These tables support the following conclusions: (i) LWD and RPC perform much better than CC, which is not competitive. (ii) Overall, the drop in performance due to missing labels is more pronounced in the missing-at-random than in the top-rank setting. (iii) Compared with RPC, LWD is quite competitive if rankings are (almost) complete—in this case, it tends to be even a bit better; on the other hand, it drops in performance more quickly in the case of missing label information (the difference was found significant for 30% and 60% missing rate in the missing-at-random setting, using a two-tailed sign test at the 5% level).

7 Summary and Conclusion
In this paper, we introduced and analyzed labelwise decomposition (LWD) as a new meta-learning technique for label ranking. In contrast to existing techniques, which are

\(^1\)http://kamishima.new/sushi/
based on decomposing training information into comparative preferences, this approach is based on absolute preference information in the form of ranks. The idea is quite simple: For each individual label, a model is learned that, given a query instance as an input, predicts the rank of the label in the associated ranking.

Technically, LWD reduces label ranking to ordinal classification problems with imprecise class information. Moreover, the aggregation step, which is responsible for combining the predictions of these classifiers into a complete label ranking, can be realized by means of an optimal assignment problem—this way, each labelwise decomposable loss function can be minimized in expectation.

Comparing LWD with state-of-the-art reduction techniques for label ranking, we did not find any systematic improvements in terms of prediction accuracy. On the contrary, although improvements could be achieved on several data sets in the case of (almost) complete training data, LWD seems to be more sensitive to missing label information. Actually, these results fully confirm our expectations, and can be explained by the fact that absolute preference information is more strongly affected by missing labels than relative preference information.

Overall, however, and especially in light of the unambiguous expectations we started with, we found LWD to be surprisingly competitive. Moreover, one should keep in mind that LWD is a meta-learning technique whose performance is strongly influenced by the base learner. Since the implementation of this base learner is non-trivial, and the version used in this paper not necessarily optimal, there is certainly scope to improve this part of the method. Besides, LWD has other interesting properties. For example, while its performance is competitive to RPC, it only needs a linear instead of a quadratic number of models, which might not only be advantageous from a complexity point of view but also interesting with regard to the comprehensibility of a label ranker.

All things considered, we therefore believe that our results, despite not (yet) advancing the state-of-the-art in terms of performance, are promising enough to justify a further investigation of LWD as an alternative learning technique for label ranking. For future work, we therefore plan to explore this approach in more depth and to develop it further, with the goal to fully exploit its potential.
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Abstract

We present the hyperbola recognition problem in Ground Penetrating Radar – GPR – data as an example for pattern recognition in complex engineering sensor data. Traditionally, GPR data are analyzed manually by human experts in a tedious and time-consuming process, e.g., to deduce the positioning of linear object underneath roads just before reconstruction works take place. For supporting this process using Machine Learning methods, one needs to have accurate ground truth data to derive models out of it. As an accurate acquisition of such annotated data is impossible even for a quasi-ideal case, we annotated 700 radargram images manually. This paper presents and discusses the outcomes of this study and concludes, that using just a single evaluation criteria to compare performances of GPR-focused Machine Learning methods might not be enough.

1 Introduction

Ground Penetrating Radar (GPR) is used to investigate the shallow surface, e.g., to find buried landmines [Wilson et al., 2007] or pipes and cables underneath (road) surfaces. Our current data is measured using an on-site vehicle equipped with a multi-channel array (multiple ‘channels’ are recorded at different frequencies and relative positions while the vehicle is moving) and illuminates structures in subsoil down to about 3-4 meters in depth. We are aiming at assisting the analysis process by means of probabilistic methods, while a special focus is put on the identification of pipes and cables of various types (e.g., PE, metal, stoneware) which are represented as hyperbola-like structures on measured radargram images (see Figure 1).

One ultimate goal of GPR data analysis is the derivation of supply maps, that is, maps of buried objects of a certain kind. The creation of those maps is required, e.g., as municipalities, according to one of our project partners and at least in Germany, seldomly have a single map of their buried structures. Instead, maps and plans of buried pipes and cables are cluttered and only available in a distributed manner, and can only be partially gathered and combined when requested by all parties owning buried objects, such as water supply companies, power supply companies, and telecommunication companies. In any case, those existing maps may be inaccurate and not recent, causing additional problems when highly accurate maps are required. This paper represents a first step towards to (semi-)automated creation of such supply maps, by means of developing supervised Machine Learning methods for an automated detection of such buried objects. The overall process can be split up into two distinct aspects: (a) the detection of individual objects in radargram images, and (b) the creating of supply maps out of individually detected object locations. This work focuses on the first aspect, whereas the latter aspect (b) can be tackled, e.g., by solutions as presented in [Chen and Cohn, 2011]. The collection of individual radargrams, resp. cross-sections, e.g., of a road, is done as follows: A specialized measurement vehicle drives at a constant speed along the x-axis (cf. Figure 1a) and measures a radargram image. This image visualizes reflected energies / intensities at discrete time points (y-axis). While in theory, one is able to induce the appearance of a radargram image out of known subsoil structures (e.g., by means of a numerical simulation software, see [Giannopoulos, 2003]), the reverse action – the deduction of subsoil structures out of radargram images - is a highly non-trivial task in real-world situations for a variety of reasons: (a) hyperbola reflections get distorted by supplementary reflections from horizontal layer breaks (see Figure 1, on the top right), (b) the signals’ energy decays with increasing depth, resulting in lower (visual) contrasts (see our preprocessing in Figure 2 at the bottom of area 7), (c) the pipes’ type and fillings (e.g., PE pipes filled with water, or being empty) causes multiple vertical reflections, (d) the depth–dependent energy decay of emitted radar wave requires preprocessing techniques and cause reflections to transition into background clutter at increasing depths.

Supporting the hyperbola recognition task by means of supervised models requires us of having a labeled set of radargram images at hand.

We will take the scenario of applying patch-based image-classification techniques as a running example. This requires us of having an a priori labeled dataset which contains patches (fractions of a radargram image) being labeled positive (patches containing hyperbola shapes) and negative (clutter; background noise).

For our data being measured on a test-site, GPS measurements exist for all pipes buried therein. Though one intuitively assumes that this GPS information helps for the creation of ground truth data (inducing the positions of hyperbola apexes out of the known subsoil structure), the opposite situation is the case, as (a) the heterogeneity of soil makes a consistent estimation of the actual pixel-depth impossible, (b) an unsteady movement of the vehicle needs to be interpolated and aligned to the radar traces, resulting in inaccurate horizontal pixel positions, (c) given the pipe identification task, multiple reflections occur, e.g., for water-filled pipes, while only the top-most reflection hyperbola can be derived from the GPS ground truth data. What
immediately follows is an inaccuracy in pixel position in the ground truth data obtained from the given GPS data. This is the aspect we aim to improve by manually altering the apex positions derived from GPS annotations to match visual phenomena in the underlying radargram image. This paper is only concerned with obtaining and analyzing accurate hyperbola annotations at pixel level; the real-world deduction of pipe positions after identifying ‘enough’ candidate apex positions is not considered and can be achieved, e.g., utilizing methods as given in [Chen and Cohn, 2011].

Instead, this paper analyzes the outcome of these manual annotation sessions according to the following aspects:

1. **Is there a measurable difference between human annotation behavior for GPR data, and if so, can it be related to a certain aspect of the data?**
   While some reflections are clearly visible in the measured data, other cases (e.g., multiple reflections caused by the material of the pipe) exist, for which it is less intuitive to decide, whether or not those should be annotated. The question is now, to what extend humans agree on the visibility of these visual phenomena.

2. **Is it possible to gain an annotation set for complex engineering data which is inter-humanly agreed, or is the quality of annotations subject to personal taste?**
   If the annotation task can be identified as being related to personal taste, the question arises how the suitability and correctness of automatized methods trained on human tastes should be addressed.

### 2 Related Work

Relevant work is summarized from both the Machine Learning and Psychological perspective, with special emphasis on applications in real-world scenarios and possibilities for automatization, for which the human factor was identified to influence final results on the applicability of a technique.

#### 2.1 Machine Learning Techniques for GPR Data Interpretation

The ultimate goal of GPR analysis is the derivation of complete and accurate tomographies based on usually just a small set of radargrams [Simi et al., 2008; Chen and Cohn, 2011]. Before radargram images are fed into an automatized algorithm, they are usually preprocessed. This process is usually visually [Pasolli et al., 2009; Busche et al., 2012] or methodologically [Chen and Cohn, 2010; 2011; Janning et al., 2012a] driven.

One out of three different approaches for hyperbola detection in radargram images can be distinguished: (a) Estimation from sparse data [Chen and Cohn, 2010; Janning et al., 2012a], (b) Brute-force methods, e.g., the Hough Transform, [Simi et al., 2008], and (c) Supervised machine-learning, e.g., Neural Networks for patch-based classification, for which training data needs to be carefully collected beforehand (as we do here) [Al-Nuaimy et al., 2000; Birkenfeld, 2010]. Our analysis discussed here influences each of these approaches, as those approaches need to be evaluated against some ground truth knowledge which, as we will show, is not obvious to obtain.

#### 2.2 Psychological Aspects covered in this paper

For conducting manual annotation tasks, generally two groups of people can be distinguished: non-specialized humans having weak prior knowledge [Nowak and Rüger, 2010], and domain experts [Mello-Thoms, 2006; McCarley et al., 2004; Volkmer et al., 2005]. Many works were identified for other domains, e.g., videos / keyframes [Volkmer et al., 2005] or texts [Nowak and Rüger, 2010], the one most similar being the one presented in [Klebanov et al., 2008] for the text domain. No such work were identified for partial image annotations in the domain of complex engineering sensor data.

In the image domain, validating and adjusting previously defined and given annotations requires human annotators to establish a best-matching hypothesis, explaining which annotations correspond best to which structure in the raw data [Gregory, 1980]. Making final judgments on the suitability of an interpretation (being ones own or someone else’s) is a non-trivial problem [Cavanagh, 2011; Nowak and Rüger, 2010], as mistakes may easily affects human life (e.g., wrong interpretations in medical screening [Mello-Thoms, 2006] or x-ray luggage screening at airports [McCarley et al., 2004]). Multilayer interpretation of image (patches) by means of Neural networks [Sermanet et al., 2009; Birkenfeld, 2010] is well known in the Machine Learning Community, while a thorough survey on their motivation based on the functioning of the brain is presented in [Rolls, 2012].

### 3 GPR Data Analyzer & Annotator

We first need to discuss GPR data preprocessing steps, as those might have an effect on the later visibility of subsurface structures (cf. Figure 2 on the left). The discussion continues with the presentation of our specialized GPR annotation software as shown in Figure 2 on the right which human annotators used to perform the manual annotation task.

#### 3.1 Data Preprocessing

A multi-stage filter chain (presented in Figure 2 on the left) was used in the following way: the intensity values were modified to (1) have zero mean at each position (A-Scan) and (2) zero mean at each depth. Intensities are increased in a depth-dependent manner (3) to compensate the wave propagation loss. The characteristic reflection pattern was augmented using a pattern correlation filter (4): A sliding window of fixed length was moved along an A-Scan, calculating a correlation score against the sequence $\{0_4, 1.5, 0_4\}$ (the subscript denotes the number of repetitions), resulting in a new intensity value used for the following analy-
3.2 Interactive Controls

Given an initial seed annotation set (a list of pixel positions) and constant soil permittivity, our GPR Data Annotator stacks an interactive layer to create, modify and delete hyperbola annotations (yellow / bright on the Figures) on top of a raw radargram visualization panel. On the top pane, it is both possible to adjust the soil permittivity (using a homogeneity assumption; used to adjust the curvature of hyperbola annotations) and to jointly adjust the initial positions of all annotations (since close-by pipes cause distortions which are hard to distinguish). Hyperbola annotations are highlighted based on the mouse position, can be drag-dropped and contain further information (e.g., its type) shown in tabular form at the bottom. Optionally, A-Scans may be visualized (left).

4 Manually Annotating GPR Data

The annotation process of 350 radargram images in total was designed while having potential inter-human disagreements in mind. We aimed at having at least two annotation sets per radargram at the end, thus finally resulting in 700 images to be annotated. For the annotation process being repetitive, tedious, and long-lasting (an average of 4 minutes per image results in estimated 46 hours) and thus error-prone, we splitted the process into two phases, also allowing to incorporate feedback after round 1.

4.1 Annotation Protocol

The annotation protocol for the human annotators was as follows. Initially, a radargram image along with a seed set of annotations (‘annotation set’ in the following) obtained by the GPS measurements, were visualized on the user interface. Though an initial inspection of GPS annotation sets showed inaccuracies of up to 15 cm in both horizontal and depth / vertical image direction (1 cm does not scale equally on both axes), those GPS seed annotations were shown, because the test site contains many near-by located pipes being represented by interfering and intersecting reflection patterns whose distinction is challenging even for human experts (see the right area in the radargram in Figure 2). The exact location of those near-by pipe apexes was therefore determined by a ‘radargram-wise global best visual match’ of all hyperbola annotations being present, as some hyperbola reflections were clearly visible (see the center of the radargram therein). After globally adjusting the annotation locations, individual positions of hyperbola annotations were altered.

4.2 Round 1

In the first phase, 6 human annotators were annotating 484 radargrams in total, spending 2 days on this task. The group of human annotators was composed of both domain experts (researchers working on the data on a daily basis) as well as semi-professionals (students) working with the data. 142 radargrams were annotated once, while two annotation sets were gained for 171 images. On average, 35 (±3) radargrams per channel (1 out of 14 antenna configurations measured by the vehicle per measurement run) were annotated, while each human annotator saw each channel at least once (on average, 5.9 ± 3.8 radargrams / channel). The absolute amount of radargrams per human annotator ranged from 31 to 162.

4.3 Qualitative Results for Round 1

Feedback on the quality of annotation sets was gathered using a structured online feedback questionnaire, showing radargrams row-wise either in a comparison-style view for two existing annotation sets, or in a single radargram view, if just one annotation set existed. Three experts acting as human ‘judges’, two of which were also annotating the radargrams beforehand, the other one being a highly skilled GPR data analyst working at our project partners company, were visually investigating the quality of the annotation sets as follows. When comparing two annotation sets, (a) a vote could be casted, ranking one set over the other. Marking (b) a pair of annotation sets as being ‘problematic’ examples triggered a discussion with the human annotators before round 2. For all annotation sets, assigning the incomplete label to a radargram marked them as being a candidate for re-annotation in phase 2, if at least two votes ranked that set higher than its competitor. A wrong label removed the set from further analysis.

The fact, that an annotation set is ‘accurate’ given its radargram, was inferred if neither an incomplete nor wrong
Table 1: Final counts of annotation sets along with their judgement (‘accurate’, ‘incomplete’) obtained for radargram images by three human annotators 1, 2 and 3 after both annotation rounds.

<table>
<thead>
<tr>
<th>Annotators’ quality</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>accurate</td>
<td>26</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>incomplete</td>
<td>57</td>
<td>45</td>
<td>37</td>
</tr>
<tr>
<td>total annotations</td>
<td>227</td>
<td>250</td>
<td>229</td>
</tr>
</tbody>
</table>

From this first feedback cycle we got first evidence that obtaining a single, consistent and inter-humanly agreed set of annotated radargrams is much more challenging than previously expected. Therefore, we decided to assign annotation quotas, a fixed amount of radargrams to be annotated, to each human.

4.4 Round 2

After further analysis on quality and comparability of the judged results from round 1, we invited only 3 (of all 6) humans to annotate the remaining part, each having a different quota. The set of radargrams contained all remaining and incompletely labeled radargrams from round 1. On average 27 (±3.2) radargrams per channel were annotated, while each human annotator saw at least 2 images per channel (9 on average, ±4).

4.5 Feedback and results from Round 2

We used the same feedback mechanism as used in round 1 for gathering feedback from the same judges, while this time only one of them also annotated the radargrams. 31 annotation sets (8%) were inferred to be ‘accurate’, while still 69 annotation sets (18%) are marked as being incomplete, but preferable over the other.

4.6 Result for both Rounds

Taking jointly both annotation rounds for just the three annotators from round 2 into account, we finally ended up with the counts of annotation sets per human annotator as shown in Table 1. As an example, annotator 3 labeled 229 radargram images in total, for which 15 (6.5%) images were judged accurate, 37 (16.2%) were judged incomplete.

The peak of accurate annotations of annotator 1 is in line with Gregory’s [Gregory, 1980] hypothesis who argues that prior experience strongly influences the perception and, in direct consequence, the quality of annotations (annotator 1 is more familiar with diverse sets of radargram images than annotators 2 and 3).

5 Analyzing and Discussing Human Annotation Behavior

To answer our questions stated in the beginning, we will now have a closer look at the results of the visual judgments with respect to its potential later automatization. The following error types are qualitatively introduced after having investigated both, all obtained annotation sets, and prior GPS annotations, and shall guide both our current analysis and future ideas and developments while developing algorithms for automatic GPR image data interpretation.

1. **Type A Errors** are defined as being non-annotated hyperbolas in radargram images. Their counter phenomena, annotated hyperbolas without visual evidence, also falls in this category.

2. **Type B Errors** denote annotated hyperbolas having a locational apex error of a few pixels compared to the underlying radargram image.

3. **Type C Errors** correspond to a wrongly assigned curvature (estimated soil permittivity) information.

Most related work refers to Type A errors by measuring accuracy [Wilson et al., 2007; Chen and Cohn, 2010], while Type B errors relate to RMSE – Root Mean Squared Error – scores on the apex positions (for which a prior matching of identified apex positions to the existing ground truth data is required) [Janning et al., 2012a; Pasolli et al., 2009; Janning et al., 2012b]. Type C errors correspond to soil permittivity estimation [Simi et al., 2008]. We presented a viable solution for its estimation once the apex is found [Busche et al., 2012] and will not further focus on this error type / task here.

Our current, GPS-based annotation sets contain all three kinds of errors: (a) Type A errors are present through reflections, (b) Type B and Type C errors correspond to soil heterogeneity.

Figure 3 demonstrates a qualitative categorization of errors which were still contained in our human annotation sets after phase 1. In the Figure, each row corresponds to the same human annotator, while the same radargram patches are each used to visualize different annotation phenomena.

5.1 Assessing Differences in Annotation Behavior

To answer our first question, whether or not a measurable difference between human annotation behavior exist, we will first have a look at the quantity of pipes annotated (Type A errors), while thereafter having a closer look at Type B errors.

As our human annotations were derived from seed GPS-based annotation sets (annotations denoting previously known objects), we are able to measure two characteristic
quantities for a given radargram, if two annotation sets are present: (a) For previously existing annotations, calculating the difference between the amount of removed pipes in the both annotation sets (by two different human annotators) indicates how well the final annotation sets match the data / the visual presence of reflection phenomenas. As an example, if both humans agreed on removing the same 5 annotations (denoting the same pipe annotations) from their annotation sets, the absolute difference of both annotation set sizes is 0. One can deduce that they both agreed on the fact that for 5 pipes, no visual evidence exists, whereas for all other pipe annotations, a corresponding visual evidence existed in the radargram. (b) For previously unknown hyperbolic shapes that have been added to the annotation sets, e.g., to mark reflections, measuring their absolute difference gives insights in whether or not these are identifiable by humans (distinguishable for background clutter). Take, as another example, a pair of annotation sets whose additional hyperbola annotations differ by 3: Then, one annotator was able to identify 3 more hyperbolic shapes on the radargram image.

Figure 4 visualizes the counts of differences between the size of two annotations sets for the same radargram image. Therein, Pipe Annotation denotes case (a) from above, and Reflection Annotation denotes case (b). We deduce from the high counts for low absolute differences in the pipe reflections case that direct pipe reflections are quite noticeable for humans. Contrary, the rather high counts for larger differences for Reflection Annotations (cf. Figure 3 (a) and (d)) indicate that the annotation of reflections is either more likely subject to personal taste, or is subject to ambiguity (e.g., the contrast is too low for humans to reliably distinguish them from the background).

As we have now identified a general difference depending on the type of annotation, a closer look at the fraction of remaining annotations per pipe type (the amount / kind of annotations not being removed) reveals certain notable characteristics, as shown in Table 2.

As can be seen, e.g., only 41% of the stoneware annotations being present in the GPS-based annotation sets were still existing after the first annotation round. Since humans were asked to retain only visible annotations, one may either deduce that (a) identifying these types is more challenging, (b) the current preprocessing techniques are not optimal for those pipe types, or (c) their absolute depth and filling or surrounding material causes masking effects, which are, compared with Figure 4, rather consistent for the individual pipe types.

For sure, some of these differences are also influenced by experience and familiarity of the human annotators while working on GPR data. Before answering the second question, we are having a closer look at the individual locational differences when manually adjusting the apex positions for two cases (shown in Table 3): (a) The GPS vs. human comparison computes for all humanly created annotation sets for all annotations therein the RMSE / euclidean distance against the apex positions from the ground truth derived from the GPS measurements. (b) The human vs. human comparison computes RMSE differences on retained pipe annotations to compare how the individual manipulation of hyperbola apexes matches between humans. In other words, for both cases, we compare the distances of hyperbola apexes (type B errors) by assuming that lower distances correspond to more accurate annotation qualities, as annotations more closely match visual phenomenas. This already gives first insights in inter-human agreements, that is, how close individual apex positions in two annotation sets created by humans for the same radargram are.

Even though these numbers are biased against the smaller quantity of pairs of annotation sets contained in the human vs. human comparison, a clear trend towards more consistent and accurate apex estimations for the inter-human comparison case is visible.

### 5.2 Gaining Inter-Human Agreed Annotation Sets

To answer our second question, whether it is possible to get an inter-humanly agreed annotation set for complex engineering data, we may both refer to table 3, indicating that there is a rather low average pixel-distance between human annotation sets, and present an indicative result when comparing the rankings of judges on their own annotation sets, that is, having a look at whether a judge favours his own annotation set over an annotation set of another human annotator.

Even tough we have only limited data (there are just three cases (2 annotators have also been judges in phase 1, whereas only 1 annotator was a judge in phase 2), we may take the following results as an indication: Ones own
Annotations in round 1 were preferred by the first annotator in 77/96 (80%), the other in 46/66 (70%) of all cases. Less indicative is round 2, for which 16/28 (57%) annotations were preferred.

Even though we are able to derive that humans tend to favourize their own annotation sets, relating these to the appropriateness or suitability of the annotation sets to the hyperbola identification task is not easily possible: As we have seen above, a rather high deletion rate of annotations, esp. for certain pipe types, could be observed, even though it was well known to all participants that those pipes actually exist. The only valid conclusion which may be drawn here is that ones own interpretation on how to solve the pipe annotation task differs in a constant way between humans.

6 Impact of the Labeling Accuracy for Machine Learning Algorithms

We evaluated the quality of our annotation sets by performing a simple classification experiment using a state of the art classifier for patch-based classification, namely a Convolutional Neural Network as implemented in the eblearn library [Sermanet et al., 2009]. The network structure is the well-known Lenet-5 network. We note that we are not primarily seeking for an optimal classification result, but aim at validating the suitability of the annotation sets, that is, whether the annotated apex locations obey an underlying structure in the radargram image which is easy to generalize.

Using the set of radargram images for which we obtained ‘accurate’ annotations, we created a dataset and splitted it in a leave-one-out fashion per individual radargram image. One radargram image was used for validating the classifier, whereas performance scores are reported on a test radargram image.

We used a grid search to determine an optimal hyperparameter combination for patches of size $32 \times 32$ as follows: The set of learning rates was set to $\{5, 1, 0.1, 0.5, 0.05\} \cdot 10^{-3}$, while different $l_1$ and $l_2$ regularizations, each being set to $\{0, 10^{-2}, 10^{-3}, 10^{-4}\}$, were tested as well. Positive training instances were created by using all patches being centered at annotated hyperbola apex positions, as well as using their neighbourhood, given that the amount of neighboring pixels in those patches were overlapping by 95%. Patches with an overlap between 95% and 30% were discarded to not introduce class boundary ambiguities. Negative training instances were randomly sampled from the remainder of the radargram image at a 2% rate, resulting in a class imbalance of approx. $1:7$, that is, seven times as much negative training instances than positive training instances, resulting in a baseline accuracy for a constant classifier being about 87.5%.

Table 4 shows the performance assessments for two dataset variants for two techniques to derive an optimal model given the performance scores on the validation set. The patches used to create the dataset may either be normalized, resulting in a pixel contrast range per individual patch over the whole greyscale from $[0, 255]$, or not normalized, for which the raw patches as present in a preprocessed radargram images are used. The algorithm as implemented in eblearn is trained by minimizing an ‘energy’ value. We determine a model to be used for evaluating its performance on the test set on both, the minimal energy value on the validation set (Accuracy (energy)), as well as on the maximal accuracy score on the validation set (Accuracy (correct)). Performance scores in Table 4 are both showing accuracy scores for comparability.

Our main aim is to compare the lift of the accurate annotations over those ones obtained from the GPS measurements. What can be seen is that for all four combinations, when combining both dataset variants with both performance assessment scores, our manual annotations increase the classifier performance. We conclude that our manually obtained annotation sets more closely match characteristic patterns within the radargram images, compared to those ones as obtained by the GPS measurement.

7 Conclusion and Future Work

This paper presented our methodology in annotating 700 GPR images, representing one example for the annotation task of complex engineering sensor data. Based upon the initial finding that the derivation of an accurate ground truth from a priori measured (GPS-) data is impossible for our current task at hand, we successfully showed that humans are able to improve the overall annotation quality. Anyhow, due to the still large fraction of ‘inaccurately’ annotated radargram images, we need to note that this overall process is costly, so that the question on the generalizability of this approach to other domains arises.

For our specific use case, we are now able to define certain subsets of the data, representing different ‘agreement levels’ between humans, that is, proportions of annotation sets for which a majority of the jugdes agree on their quality, as follows:

1. Validation Dataset: 57 ‘accurate’ radargram images being well balanced between 3 human annotators compose a small dataset for which inter-human agreement exists on a high-quality annotation

2. Scale-Up Dataset: 139 incomplete, but not wrongly, annotated radargram images allow us to simulate automated analysis in semi-observed scenarios for evaluating performances under presence of noisy and partially ambiguous annotations.

3. Inter- / Intra-Human Consistency checks: For either set, models can be tested on their ability to generalize over either human annotators, or radargram images, in a controlled environment.

Besides of having an accurately labeled GPR data corpus, we showed that the annotated proportions within the underlying radargram images are more easily to generalize compared to the annotations derived from the GPS data. For reaching our goal of deriving supply maps, we are now able to proceed with improving state of the art Machine Learning Models for the detection of patches containing hyperbolic structures.

For similar use cases (in other application domains), the two main outcomes of this study are as follows: (a) Annotation quality improves at the cost of introducing inter-human disagreements to the annotations, and (b) Multiple evaluation metrics are desired to assess model performance. Though the quality and thus the suitability increases in general, the ‘human factor’ introduces ambiguities in the ground truth data. These need to be taken into account by designing and using evaluation measures which consider these aspects, e.g., by using an accuracy score that considers a locational displacement of a few pixels still as being correct.
Table 4: The high quality of our manually obtained annotation sets is validated by performing a simple classification experiment comparing the annotations obtained by the GPS measurements with the ones obtained during the manual annotation rounds. Figures show accuracy scores and their variances in brackets.

<table>
<thead>
<tr>
<th>normalized? annotation</th>
<th>Accuracy (correct)</th>
<th>Accuracy (energy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>true GPS accurate</td>
<td>88.58 (3.72)</td>
<td>91.20 (1.80)</td>
</tr>
<tr>
<td>false GPS accurate</td>
<td>87.00 (3.93)</td>
<td>90.70 (2.03)</td>
</tr>
</tbody>
</table>
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Abstract

In this position paper, we provide first insights into possible schemes to utilize rule learning algorithms to solve the task of multilabel classification. The main idea is to exploit specific properties of symbolic rule representations to build models that consist of high-quality multilabel rules. To this end, novel ideas which rely on the adaptation of conventional inductive rule learners to multilabel data are presented. Their expected advantages and disadvantages, opportunities and limitations are reviewed and discussed.

1 Introduction

Rule learning has a very long history and is a well-known problem in the machine learning community. Over the years many different algorithms to learn a set of rules were introduced. The main advantage of rule-based classifiers is that they are interpretable models as rules can be easily comprehended by humans. Also, the structure of a rule offers the calculation of overlapping of rules, more specific, and more general relations. Thus, the rule set can be easily modified as opposed to most statistical models such as SVMs or neural networks. However, most rule learning algorithms are prone to multi-class classification.

On the other hand, many problems involve assigning more than one single class to an object. These so-called multilabel problems can be often found when text is classified into topics or tagged with keywords, but there are also many examples from other media such as the recognition of music instruments or emotions in audio recordings or the classification of scenes in images and from the domain of biology and gene function classification.

It is widely accepted that one major issue in learning from multilabel data is the exploitation of label dependencies. Learning approaches may greatly benefit from considering label correlations, and we believe that rule induction algorithms provide a good base for this. Firstly, label dependencies can directly be modeled and expressed in form of rules. Secondly, such rules are directly interpretable and comprehensible for humans. Even if complex and long rules are generated, the implication between classes can be estimated more easily than with other approaches by focusing on the part of the rules considering the classes.

In this paper, we present current work in progress and perspectives towards multilabel rule learning. Relatively little work exist regarding rule learners taking into account the popularity of multilabel classification. An overview of related work shows the current possibilities and limitations of such approaches. The challenges in rule induction and multilabel learning are reviewed and two general directions are proposed and discussed.

2 Related Work

Many rule-based approaches to multilabel learning rely on association rules. This is an obvious choice as this kind of rules is capable of having more than one condition in the head of the rule. However, as the goal of all classification algorithms is to assign classes to examples, usually Classification Association Rules (CARs) are used, instead of regular association rules that are induced in an unsupervised fashion. Often, these single-label association rules are introduced as a first step and then are combined to yield multilabel association rules or are used to directly predict the labels of a given test instance. The latter works by using all single-label association rules that cover the example and predict all labels that are in the head of these rules. However, in this case, the model does not consist of multilabel association rules.

The literature shows only a few approaches to multilabel rule learning. Most of them utilize association rule learning to induce the set of rules. As mentioned above, often the capability of the algorithms to handle multilabel data does not stem from the representation of the model (i.e., by using multilabel rules) but is reached by employing certain classification schemes. The approach of Arunadevi and Rajamani (2011) operates on spatial data. Single-label association rules are learned by using a multi-objective genetic algorithm. Then, the rules are sorted by a weighted combination of support, confidence and J-measure, and the final classifiers is produced according to this ranking.

In the same manner as Arunadevi and Rajamani (2011), Ávila et al. (2010) use a genetic algorithm to induce the single-label association rules. However, they use a decision list for classification of single labels. The multilabel prediction is also built by using a combination of all covering rules of the different rule sets. They also account for a good distribution of the labels by using a token-based re-calculation of the fitness values of each rule.

Li et al. (2008) also learn single-label association rules and the test data is labeled by setting exactly those labels that have a probability greater than 0.5 in the covering rules.

Another method that can be applied to tackle multilabel data are the so-called multilabel alternating decision trees (De Comité et al., 2003). The idea is to adapt boosting techniques to multilabel classification. As a result, the algorithm yields rules that have only one decision (similar to decision stumps) and that predict confidence values for
each label.

A different idea is to change the model representation to make it suitable for multilabel data. Consequently, the rule representation has to be generalized to multilabel, i.e., a label vector instead of a single value in the head of the rules. In the work of Allamanis et al. (2013), such a generalized rule format is introduced. Interestingly, the proposed rules also allow for postponing the classification by offering a “don’t care”-value. As there may be cases where the rule is not confident enough or simply when no rule covers the example such a value may be beneficial. In this work, a Michigan-style Learning Classifier System (LCS) is used in combination with a genetic algorithm. The classification is done by using a weighted voting scheme (the fitness of the rules is used as weight) as many multilabel rules may cover the example.

Another algorithm that also finds multilabel rules is MMAC (Thabtah et al., 2004). The idea here is to use a multi-class, multilabel associative classification approach by not only generating from all frequent itemsets the rules that pass the confidence threshold but also include the second best rules and so on. These single-label association rules then are merged to create multilabel rules. The algorithm proceeds by deriving the frequent itemsets, generating the association rules, removing the covered instances, and repeat these steps on the remaining instances. Hence, rules that have the same conditions in the body then can be merged by using their single-label classes in the multilabel vector in the head of the rule. In this manner it is possible to create a total ranking of all labels for each test instance.

Another associate multilabel rule learner with several possible labels in the head of the rules was developed by Thabtah et al. (2006). These labels are found in the whole training set, while the multilabel lazy associative approach of Veloso et al. (2007) generates the rules from the neighborhood of a test instance during prediction. The advantage then is that fewer training instances are used to compute the coverage statistics which is beneficial when small disjuncts are a problem as they are often predicted wrong due to whole training set statistics. Another important aspect mentioned in this work is that essentially one assumes dependencies between the labels. Otherwise, multilabel data can be simply solved by decomposing it into single-label datasets by using schemes such as binary relevance. Surprisingly, Veloso et al. (2007) was the only work that mentioned this problem. Their solution is simple as they use the prediction of a first iteration as additional attribute in the dataset for a second iteration. This lasts as long as labels remain unused in the attribute section of the dataset.

In summary, most of the relevant work is based on classification association rules (CARs). Often, evolutionary algorithms are used to derive a high-quality rule set. Label dependencies are not tackled explicitly though they might be taken into account by algorithm-specific properties.

3 Multilabel Classification

Multilabel classification refers to the task of learning a function that maps instances \( x = (x_1, \ldots, x_m) \in X \) to label subsets or label vectors \( y = (y_1, \ldots, y_n) \subseteq \{0, 1\}^n \), where \( \mathcal{L} = \{\lambda_1, \ldots, \lambda_n\}, n = |\mathcal{L}| \) is a finite set of predefined labels and where each label attribute \( y_i \) corresponds to the absence (0) or presence (1) of label \( \lambda_i \). Thus, in contrast to multiclass learning, alternatives are not assumed to be mutually exclusive, such that multiple labels may be associated with a single instance.

Potentially, there are \( 2^n \) different allowed allocations of \( y \), which is a dramatic growth compared to the \( n \) possible states in the multiclass setting. This, and especially the resulting correlations and dependencies between the labels in \( \mathcal{L} \), make the multilabel setting particularly challenging and interesting compared to the classical field of binary and multiclass classification.

From a probabilistic point of view, one of the main differences between multilabel and binary or multiclass classification are the possible dependencies in the label output space. In binary and multiclass problems the only observable probabilistic dependence is between the input variables, i.e. the attributes \( x_i \), and the label variables \( y_i \). A learning algorithm tries to learn exactly this dependence in form of a classifier function \( h \). In fact, if a classifier provides a score or confidence for its prediction \( \hat{y} \), this is often regarded as an approximation of \( P(y = \hat{y} | x) \), i.e. the probability that \( \hat{y} \) is true given a document \( x \).

As mentioned above, we may additionally observe dependencies between labels in multilabel classification. I.e. we may observe that the occurrence or absence of single labels under certain circumstances correlate with each other. From the early beginning of multilabel classification, there have been attempts to exploit these types of label correlations (cf. e.g. McCallum, 1999; Ghamrawi and McCallum, 2005; Zhu et al., 2005). A middle way is followed by Read et al. (2009) and Dembczyński et al. (2010a) and their (probabilistic) classifier chains by stacking the underlying binary relevance classifiers with the predictions of the previous ones. However, only recently Dembczyński et al. (2010b) provided a clarification and formalization of label dependence in multilabel classifications. Following their argumentation, one must distinguish between unconditional and conditional label dependence. Roughly speaking, unconditional dependence or independence of labels does not depend on a specific given input instance (the condition) while conditional dependence does. An example may illustrate this.

Suppose a label space indicating topics from news articles, and suppose further that \( \lambda_v \) is the topic politics and \( \lambda_u \) corresponds to foreign affairs. Especially if the topics are organized in a hierarchy and \( \lambda_v \) is a sub-topic of \( \lambda_u \), there will obviously be a dependency between both labels. We will hence observe \( y_u \) with a different probability \( P(y_u = 1) < 1 \) as if \( y_v \) was also observed, since then it holds \( P(y_u = 1 | y_v = 1) = 1 \). The probability \( P(y_v = 1 | y_u = 1) \) of seeing an article about foreign affairs on a page in the politics section will in turn be also much higher than by just randomly opening the newspaper, which corresponds to \( P(y_u = 1) \). These probabilities are unconditional since they do not depend on a particular document. Suppose now that a news article is about the Euro crisis. The conditional probabilities \( P(\lambda_u = 1 | x) \), \( P(\lambda_v = 1 | x) \) and \( P(y_v = 1 | y_u = 1, x) \) would likely increase and hence be different from the unconditional ones. However, if an article was about the cardiovascular problems of Ötzi, we would observe that both labels are conditionally independent, since (very likely) \( P(y_v = a | y_u = b, x) = P(y_u = a) \) for all \( a, b \in \{0, 1\} \) and interchanged \( u \) and \( v \).

4 Inductive Rule Learning

Inductive rule learning is researched very well. Over the years the community has introduced a bunch of algorithms that are still in use (cf., Ripper (Cohen, 1995) as one of the
popular examples). However, most multilabel rule learning algorithms rely on association rule mining (cf., Section 2), the combination of inductive rule learners and multilabel data is yet to be evaluated.

A rule learning algorithm has a set of rules as result. These rules are of the form

\[ \text{body} \rightarrow \text{head} \]

where the body consists of a number of conditions (attribute-value tests) and, in the regular case, the head has only one single condition of the form \( y_i = 0 \) or 1. However, multilabel rules may have several of such conditions.

Most inductive rule learning algorithms for classification employ a separate-and-conquer (SeCo) strategy (Fürnkranz, 1999). Its basic idea is to find a rule that covers a part of the example space that is not explained by any learned rule yet (the conquer step). The possible candidates are evaluated according to a quality function (heuristic) defined on statistics of covered positive and negative examples. After such a rule is found, it is added to the current set of rules, and all examples that are covered by this rule are removed from the data set (the separate step). Then, the next rule is searched on the remaining examples. This procedure is repeated until no more (positive) examples are left. In order to prevent overfitting, the two constraints that all examples have to be covered (completeness) and that no negative example has to be covered in the binary case (consistency) can be relaxed so that some positive examples may remain uncovered and/or some negative examples may be covered by the set of rules.

Obviously, there are some shortcomings when the SeCo strategy should be employed on multilabel data. First of all, there is no direct and intuitive notion of positive and negative examples (cf. also Section 5) This affects the computation of the heuristics for selecting the candidate conditions.

Secondly, a SeCo algorithm is usually learned in order to subsequently cover the examples of each possible class (ordered one-against-all). This is obviously not longer possible in the multilabel setting, since an example may belong to different classes. Hence different decomposition approaches and stopping criterions have to applied in the multilabel setting.

5 Multilabel Rule Learning

The predominant approach in multilabel classification is binary relevance learning Tsoumakas and Katakis (cf. e.g. 2007). It tackles a multilabel problem by learning one classifier for each class, using all objects of this class as positive examples and all other objects as negative examples. There exists hence a strong connection to concept learning, which is dedicated to infer a model or description of a target concept from specific examples of it (see e.g. Domingos, 1997, Sec. 2.2). When several target concepts are possible or given for the same set of instances, we formally have a multilabel problem.

The problem of this approach is that each label is considered independently of each other, and as we have seen by the example given before, this can lead to loss of useful information for classification. This problem is commonly shared by all approaches mentioned in Section 2 which can contain only one condition, i.e. one label in the head of a rule.

5.1 Labelsets Approach

A rule induction approach which may consider several conditions in the head seem hence more appropriate for the multilabel setting. A possible simple solution is to use the label powerset transformation (Tsoumakas and Katakis, 2007), which decomposes the initial problem into a multiclass problem with \( \{P_x \mid x \in \text{training set}\} \subseteq 2^L \) as possible classes. This problem can then be processed with common rule induction algorithms, which will thus produce rules with several labels in the head.

In general, we can state that this approach is able to consider conditional dependency between labels of high order when using a separate and conquer approach, since rules are learned locally on subsets of the instances. However, an obvious disadvantage is that we only can only predict label relations and combinations which were seen in the training data. Hence, no new relationships can be discovered, and we may miss the correct labelsets in unknown test data.

We propose to modify the SeCo iteration as explained in the following: Firstly, we learn so-called multiclass decision lists, which allows to use different heads in the rules of the the decision list. If we limit ourselves to labelsets seen in the training data, this corresponds to using label powerset transformation with a multiclass decision list learner, with the mentioned shortcomings. In addition, the evaluation for each possible labelset can be very expensive \( \mathcal{O}(\min(2^n, m)) \) in contrast to \( \mathcal{O}(n) \). Hence, we propose a greedy approach. It starts by evaluating the current added condition with respect to all labels independently in order to determine the best covered label. If we add an additional label to our head, we can only stay the same or get worse, since the number of covered examples remain the same and the number of covered positives, for which the head applies, can not increase. Hence, we can safely prune great part of the label combinations as soon as the heuristic becomes worse.

Several aspects of this approach have to be analyzed. Firstly, it is not clear whether the greedy refinement step leads to mostly single label heads. Secondly, an interesting issue is the effect of allowing negative predictions, i.e. heads of the type \( y_i = 0 \). This is somehow contrary to the notion of concept learning, where we are interested in finding convenient representations of the concept, but it is in line with the label symmetry assumption of binary relevance and many other multilabel approaches. And thirdly, it has to be analyzed if this approach is indeed effective in predicting labelsets which could not be observed in the training set.

5.2 Chaining and Bootstrapping

An effective approach for exploiting conditional label dependencies showed to be classifier chains (Read et al., 2009). Classifier chains (CC) make use of stacking the previous binary relevance predictions in order to implement the chain rule in probability theory

\[ P(y_1, \ldots, y_n) = P(y_n \mid y_1, \ldots, y_{n-1}) \]

since they learn the binary classifiers \( h_i \) with training examples of the form \( (x_1, \ldots, y_i, \ldots, y_{n-1}) \) (Dembczyński et al., 2010a). One drawback of CC is the predetermined, fixed order of the classifiers and the labels in the chain, which makes it impossible to learn dependencies in the contrary direction.

Thus, we propose to use a bootstrapping approach in order to benefit from the chaining rule effect but also in order to overcome the main disadvantage of CC, the fixed order. As we will see, our version of bootstrapping is particularly adequate for rule induction.
Like in binary relevance, we learn one theory for each label, but we expand our training instances by the label information of the other labels, i.e. the training examples vectors for learning label $y_i$ is $(x_1, \ldots, y_i, \ldots, y_{i-1}, y_{i+1}, \ldots, y_n)$. Hence, we obtain theories with label attributes in the body, like in CC. The prediction for a test instance begins with empty label attributes, which means that they are set to unknown. Here we benefit from the natural support for such attribute states (missing, don't care, etc.) of symbolic approaches. Hence, in the first iteration, only rules apply which do not include any label attribute in the body. These rules were generated during the training process because there was enough local evidence and support for such a decision, which is only based on the instance attributes. This would be hardly reasonably and justifiable if we were using approaches like SVMs, which are in general not excluded from being used in similar bootstrapping settings. The prediction is then used in the next iteration to set the corresponding label attribute for the other classifiers. However, if no appropriate rule was found we prefer to absent from classifying instead of applying the default rule (predicting the majority class) so that the attribute may be filled up in consequent iterations. Again, rule induction algorithm naturally provide this option. A deadlock may of course occur if no rules apply at all. We are currently investigating this issue also with respect to using different heuristics, but the overall preliminary results are very promising.

Nevertheless, the next natural step is to skip the binary relevance decomposition and to (virtually) apply bootstrapping directly in the SeCo training phase, hence to learn one single theory with rules with label conditions in the body.

6 Conclusions

This work deals with the challenges and chances of using rule induction in multilabel learning. We have presented two main perspectives. The first one addresses the fact that multilabel learning has to deal with sets of classes rather than single classes. The second one addresses the problem of label dependencies by using bootstrapping. In essence, both issues are solved by extending the formulation of the head and the body of a rule with additional conditions on the labels. First experiments with the bootstrapping approach make us confident about the potential of multilabel rule induction. However, we are still at the beginning of implementing all the presented ideas.

Moreover, many other aspects have still to be addressed: The right selection of the heuristic was already a complex issue in traditional rule induction and has to be reviewed for multilabel learning. Also, unordered and multiclass decision lists gain new relevance. And of course, a combination of both approaches, leading to global rules describing multilabel data, is also worth to be investigated.
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Abstract
Since the rise of collaborative tagging systems on the web, the tag recommendation task – suggesting suitable tags to users of such systems while they add resources to their collection – has been tackled. However, the (offline) evaluation of tag recommendation algorithms usually suffers from difficulties like the sparseness of the data or the cold start problem for new resources or users. Previous studies therefore often used so-called post-cores (specific subsets of the original datasets) for their experiments. In this paper, we generalize the notion of a core by introducing the new notion of a set-core – that is independent of any graph structure – to overcome a structural drawback in the construction of post-cores. We complement the theoretical results with a large-scale experiment in which we analyze different tag recommendation algorithms on different classes of cores on three real-world datasets.
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Abstract

This is the extended abstract of the paper which has already been published in the proceeding of IEEE ICTAI 2011 Conference (http://www.cse.fau.edu/ictai2011/). It applies active learning technique to new user problem in recommender systems.

1 Introduction

Recommender systems help web users to address information overload in a large space of possible options [1]. In many applications, such as in e-commerce, users have too many choices and too little time to explore them all. Moreover, the exploding availability of information makes this problem even tougher.

Collaborative filtering is the popular technique for recommender systems. Nevertheless, recent research (especially as has been demonstrated during the Netflix challenge1) indicates that Matrix Factorization (MF) is a superior prediction model compared to other approaches [2].

Evidently, the performance of collaborative filtering depends on the amount of information that users provide regarding items, most often in the form of ratings. However, a well identified problem is that users are reluctant to provide information for a large amount of items [3; 4]. This fact impacts negatively the quality of generated recommendations. A simple and effective way to overcome this problem, is by posing queries to new users in order that they express their preferences about selected items, e.g., by rating them. Nevertheless, the selection of items must take into consideration that users are not willing to answer a lot of such queries. To address this problem, active learning methods have been proposed to acquire those ratings from users, that will help most in determining their interests [4; 3].

2 Proposed Method

In this paper, we propose a novel method for applying active learning in recommender systems. Due to the rapidly increasing interest in MF as a powerful prediction model in recommender systems, the proposed method introduces an active learning approach designed to take into account the characteristics of MF in order to improve its accuracy. The proposed method is inspired from optimal active learning for regression problem. Assuming the distribution of the test data is known, it is possible to find the optimal active learning algorithm for specific regression models [5]. As MF is actually a regression problem, it makes sense to use the same approach for active learning in MF. Given the test items are known, we develop a method which approximates the optimal active learning for MF. It capitalizes on the updating mechanism of MF and allows us to formulate a new criterion for the selection of the queried items, in terms of reducing the expected prediction error. A detailed experimental evaluation is performed, whose results demonstrate the superiority of the proposed method. Our results provide insight into the effectiveness of the proposed criterion for selecting the queried items, as it compares favorably to methods that use MF but are based on simplistic criteria.

3 Experimental Result

In this section, we examine experimentally the performance of the proposed method.

3.1 Experimental set up

The main challenge in applying active learning for recommender systems is that users are not willing to answer many queries in order to rate the queried items. For this reason, we report the performance of all examined methods in terms of prediction error (MAE) versus the number of queried items, which is simply denoted as the number of queries. Non-myopic active learning [6], and random selection are used as the baseline.

We use the MovieLens(100K)2 dataset in our experiments. MovieLens contains 943 users and 1682 items. The dataset was randomly split into training and test sets. The training dataset consists of 343 users (the same number used in [4]) and the rest of users are in the test dataset. Each test user is considered as a new user. The latent features of the new user are initially trained with three random ratings. 20 rated items of each test user are separated to compute the error. The test items are not new item and already appeared in the training data. The remaining items are in the pool dataset, i.e. the dataset that is used to select a query. For simplicity, we assume that the new user will always be able to rate the queried item. In our experiment, 10 queries are asked from each new user. Therefore, the pool dataset should contain at least 10 items which exist in the training data. Considering 10 queries and 20 test items, each test user has given ratings to at least 30 items.

3.2 Results

Figure 1 illustrates the comparison between the proposed method, non-myopic active learning [6], and random selection in terms of MAE as a function of the number of
queried items. The non-myopic method works well in the first queries but it finally converges to the random selection. This convergence also happens for active learning in AM [3]. Generally, this evidence holds for active learning methods aiming to improve the new user parameters using some heuristics. In the optimization theory, usually the heuristics provide a good performance only if the difference between current solution and optimal solution is high. At first, as the new user has provided a few ratings, the new user parameters are inaccurate and are far away from the optimal parameters. But as more ratings are provided by the new user, the accuracy of the estimated parameters also increases and the heuristic-based methods do not gain much improvement. However, the proposed method in this paper has a different approach. It aims to directly optimize the test error. That is why its performance continues and does not converge to the random selection. Therefore, if the new user is ready to provide more ratings, the proposed method can efficiently use them to improve the accuracy.

Figure 1: MAE results of the proposed active learning, non-myopic and random. Smaller MAE means better accuracy
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Abstract

Classifier chains have recently been proposed as an appealing method for tackling the multi-label classification task. In addition to several empirical studies showing its state-of-the-art performance, especially when being used in its ensemble variant, there are also some first results on theoretical properties of classifier chains. Continuing along this line, we analyze the influence of a potential pitfall of the learning process, namely the discrepancy between the feature spaces used in training and testing: While true class labels are used as supplementary attributes for training the binary models along the chain, the same models need to rely on estimations of these labels at prediction time. We elucidate under which circumstances the attribute noise thus created can affect the overall prediction performance. As a result of our findings, we propose two modifications of classifier chains that are meant to overcome this problem. Experimentally, we show that our variants are indeed able to produce better results in cases where the original chaining process is likely to fail.

1 Introduction

Multi-label classification (MLC) has attracted increasing attention in the machine learning community during the past few years. Apart from being interesting theoretically, this is largely due to its practical relevance in many domains, including text classification, media content tagging and bioinformatics, just to mention a few. The goal in MLC is to induce a model that assigns a subset of labels to each example, rather than a single one as in multi-class classification. For instance, in a news website, a multi-label classifier can automatically attach several tags—to every article; the tags can be helpful for searching related news or for briefly informing users about their content.

Current research on MLC is largely driven by the idea that optimal predictive performance can only be achieved by modeling and exploiting statistical dependencies between labels. Roughly speaking, if the relevance of one label may depend on the relevance of others, then labels should be predicted simultaneously and not separately. This is the main argument against simple decomposition techniques such as binary relevance (BR) learning, which splits the original multi-label task into several independent binary classification problems, one for each label.

Until now, several methods for capturing label dependence have been proposed in the literature. They can be categorized according to two major properties: (i) the size of the subsets of labels for which dependencies are modeled and (ii) the type of label dependence they seek to capture. Looking at the first property, there are methods that only consider pairwise relations between labels [5; 6; 14; 19] and approaches that take into account correlations among larger label subsets [12; 13; 17]; the latter include those that consider the influence of all labels simultaneously [2; 8; 11]. Regarding the second criterion, it has been proposed to distinguish between the modeling of conditional and unconditional label dependence [3; 4], depending on whether the dependence is conditioned on an instance [3; 11; 13; 16] or describing a kind of global correlation in the label space [2; 8; 19].

In this paper, we focus on a method called classifier chains (CC) [13]. This method enjoys great popularity, even though it has been introduced only lately. As its name suggests, CC selects an order on the label set—a chain of labels—and trains a binary classifier for each label in this order. The difference with respect to BR is that the feature space used to induce each classifier is extended by the previous labels in the chain. These labels are treated as additional attributes, with the goal to model conditional dependence between a label and its predecessors. CC performs particularly well when being used in an ensemble framework, usually denoted as ensemble of classifier chains (ECC), which reduces the influence of the label order.

Our study aims at gaining a deeper understanding of CC’s learning process. More specifically, we address an issue that, despite having been noticed [4], has not been picked out as an important theme so far: Since information about preceding labels is only available for training, this information has to be replaced by estimations (coming from the corresponding classifiers) at prediction time. As a result, CC has to deal with a specific type of attribute noise: While a classifier is learnt on “clean” training data, including the true values of preceding labels, it is applied on “noisy” test data, in which true labels are replaced by possibly incorrect predictions. Obviously, this type of noise may affect the performance of each classifier in the chain. More importantly, since each classifier relies on its predecessors, a single false prediction might be propagated and possibly even reinforced along the whole chain.

The contribution of this paper is twofold. First, we analyze the above problem of classifier chains in more detail. Using both synthetic and real data sets, we design experiments in order to reveal those factors that influence the effect of error propagation in CC. Second, we propose and
evaluate modifications of the original CC method that are intended to overcome this problem.

The rest of the paper is organized as follows. The next section introduces the setting of MLC more formally, and Section 3 explains the classifier chains method. Section 4 is devoted to a deeper discussion of the aforementioned pitfalls of CC, along with some first experiments for illustration purposes. In Section 5, we introduce modifications of CC and propose a method called nested stacking. An empirical study, in which we experimentally compare this method with the original CC approach, is presented in Section 6. The paper ends with a couple of concluding remarks in Section 7.

2 Multi-Label Classification

Let \( \mathcal{L} = \{\lambda_1, \lambda_2, \ldots, \lambda_m\} \) be a finite and non-empty set of class labels, and let \( \mathcal{X} \) be an instance space. We consider a MLC task with a training set \( \mathcal{S} = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), generated independently according to a probability distribution \( P(X, Y) \) on \( \mathcal{X} \times \mathcal{Y} \). Here, \( \mathcal{Y} \) is the set of possible label combinations, i.e., the power set of \( \mathcal{L} \). To ease notation, we define \( y_i \) as a binary vector \( y_i = (y_{i1}, y_{i2}, \ldots, y_{im}) \), in which \( y_{ij} = 1 \) indicates the presence (relevance) and \( y_{ij} = 0 \) the absence (irrelevance) of \( \lambda_j \) in the labeling of \( x_i \). Under this convention, the output space is given by \( \mathcal{Y} = \{0, 1\}^m \). The goal in MLC is to induce from \( \mathcal{S} \) a hypothesis \( h : \mathcal{X} \rightarrow \mathcal{Y} \) that correctly predicts the subset of relevant labels for unlabeled query instances \( x \).

The most straightforward and arguably simplest approach to tackle the MLC problem is binary relevance (BR) learning. The BR method reduces a given multi-label problem with \( m \) labels to \( m \) binary classification problems. More precisely, \( m \) hypotheses \( h_1, h_2, \ldots, h_m \) are induced, each of them being responsible for predicting the relevance of one label, using \( \mathcal{X} \) as an input space:

\[
h_j : \mathcal{X} \rightarrow \{0, 1\}
\]

In this way, the labels are predicted independently of each other and no label dependencies are taken into account.

In spite of its simplicity and the strong assumption of label independence, it has been shown theoretically and empirically that BR performs quite well in terms of decomposable loss functions [3], including the well-known Hamming loss:

\[
L_H(y, h(x)) = \frac{1}{m} \sum_{i=1}^{m} [y_i \neq h_i(x)]
\]

The Hamming loss averages the standard 0/1 classification error over the \( m \) labels and hence corresponds to the proportion of labels whose relevance is incorrectly predicted. Thus, if one of the labels is predicted incorrectly, this accounts for an error of \( \frac{1}{m} \). Another extension of the standard 0/1 classification loss is the subset 0/1 loss:

\[
L_{Z_0}(y, h(x)) = \left\| y \neq h(x) \right\|
\]

Obviously, this measure is more drastic and already treats a mistake on a single label as a complete failure. The necessity to exploit label dependencies in order to minimize the generalization error in terms of the subset 0/1 loss has been shown in [3].

3 Classifier Chains

While following a similar setup as BR, classifier chains (CC) seek to capture label dependencies. CC learns \( m \) binary classifiers linked along a chain, where each classifier deals with the binary relevance problem associated with one label. In the training phase, the feature space of each classifier in the chain is extended with the actual label information of all previous labels in the chain. For instance, if the chain follows the order \( \lambda_1 \rightarrow \lambda_2 \rightarrow \ldots \rightarrow \lambda_m \), then the classifier \( h_j \) responsible for predicting the relevance of \( \lambda_j \) is of the form

\[
h_j : \mathcal{X} \times \{0, 1\}^{j-1} \rightarrow \{0, 1\}.
\]

The training data for this classifier consists of instances \((x_i, y_{i1}, \ldots, y_{ij-1})\) labeled with \( y_{ij} \) that is, original training instances \( x_i \) supplemented by the relevance of the labels \( \lambda_1, \ldots, \lambda_{j-1} \) preceding \( \lambda_j \) in the chain.

At prediction time, when a new instance \( x \) needs to be labeled, a label subset \( y = (y_1, \ldots, y_m) \) is produced by successively querying each classifier \( h_j \). Note, however, that the inputs of these classifiers are not well-defined, since the supplementary attributes \( y_1, \ldots, y_{j-1} \) are not available. These missing values are therefore replaced by their respective predictions:

\[
y_1 \text{ used by } h_2 \text{ as an additional input is replaced by } \hat{y}_1 = h_1(x),
\]

\[
y_2 \text{ used by } h_3 \text{ as an additional input is replaced by } \hat{y}_2 = h_2(x, y_1).
\]

Thus, the prediction \( y \) is of the form

\[
y = (h_1(x), h_2(x, h_1(x)), \ldots)
\]

Realizing that the order of labels in the chain may influence the performance of the classifier, and that an optimal order is hard to anticipate, the authors in [13] propose the use of an ensemble of CC classifiers. This approach combines the predictions of different random orders and, moreover, uses a different sample of the training data to train each member of the ensemble. Ensembles of classifier chains (ECC) have been shown to increase predictive performance over CC by effectively using a simple voting scheme to aggregate predicted relevance sets of the individual CCs. For each label \( \lambda_j \), the proportion \( \hat{w}_j \) of classifiers predicting \( y_j = 1 \) is calculated. Relevance of \( \lambda_j \) is then predicted by using a threshold \( t \), that is, \( \hat{y}_j = \lfloor \hat{w}_j \geq t \rfloor \).

4 The Problem of Attribute Noise in Classifier Chains

The learning process of CC violates a key assumption of supervised learning, namely the assumption that the training data is representative of the test data in the sense of being identically distributed. This assumption does not hold for the chained classifiers in CC: While using the true label data \( y_j \) as input attributes during the training phase, this information is replaced by estimations \( \hat{y}_j \) at prediction time. Needless to say, \( y_j \) and \( \hat{y}_j \) are not guaranteed to follow the same distribution; on the contrary, unless the classifiers produce perfect predictions, these distributions are likely to differ in practice (in particular, note that the \( \hat{y}_j \) are deterministic predictions whereas the \( y_j \) normally follow a non-degenerate probability distribution).

From the point of view of the classifier \( h_j \), which uses the labels \( y_1, \ldots, y_{j-1} \) as additional attributes, this problem can be seen as a problem of attribute noise. More specifically, we are facing the “clean training data vs. noisy test data” case, which is one of four possible noise scenarios that have been studied quite extensively in [20]. For CC,
this problem appears to be vital: Could it be that the additional label information, which is exactly what CC seeks to exploit in order to gain in performance (compared to BR), eventually turns out to be a source of impairment? Or, stated differently, could the additional label information perhaps be harmful rather than useful?

This question is difficult to answer in general. In particular, there are several factors involved, notably the following:

- **The length of the chain**: The larger the number \( j - 1 \) of preceding classifiers in the chain, the higher is the potential level of attribute noise for a classifier \( h_j \). For example, if prediction errors occur independently of each other with probability \( \epsilon \), then the probability of a noise-free input is only \((1 - \epsilon)^{j-1}\). More realistically, one may assume that the probability of a mistake is not constant but will increase with the level of attribute noise in the input. Then, due to the recursive structure of CC, the probability of a mistake will be reinforced and increase even more rapidly along the chain.

- **The order of the chain**: Since some labels might be inherently more difficult to predict than others, the order of the chain will play a role, too. In particular, it would be advantageous to put simpler labels in the beginning and harder ones more toward the end of the chain.

- **The accuracy of the binary classifiers**: The level of attribute noise is in direct correspondence with the accuracy of the binary classifiers along the chain. More specifically, these classifiers determine the input distributions in the test phase. If they are perfect, then the training distribution equals the test distribution, and there is no problem. Otherwise, however, the distributions will differ.

- **The dependency among labels**: Perhaps most interestingly, a (strong enough) dependence between labels is a prerequisite for both, an improvement and a deterioration through chaining. In fact, CC cannot gain (compared to BR) in case of no label dependency. In that case, however, it is also unlikely to lose, because a classifier \( h_j \) will most likely\(^2\) ignore the attributes \( y_1, \ldots, y_{j-1} \). Otherwise, in case of pronounced label dependency, it will rely on these attributes, and whether or not this is advantageous will depend on the other factors above.

In the following, we present two experimental studies that are meant to illustrate the above issues. Based on our discussion so far and these experiments, two modifications of CC will then be introduced in the next sections, both of them with the aim to alleviate the problems outlined above.

### 4.1 First Experiment

Our intuition is that attribute noise in the test phase can produce a propagation of errors through the chain, thereby affecting the performance of the classifiers depending on their position in the chain. More specifically, we expect classifiers in the beginning of the chain to systematically perform better than classifiers toward the end. In order to verify this conjecture, we perform the following simple experiment: We train a CC classifier on 500 randomly generated label orders. Then, for each label order and each

\[ h_j(x) = \begin{cases} 1 & \text{if } a_{j,1}x_1 + a_{j,2}x_2 \geq 0 \\ 0 & \text{otherwise} \end{cases} \]

(5)

The input values are drawn randomly from the unit circle. The parameters \( a_{j,1} \) and \( a_{j,2} \) for the \( j \)-th label are set to

\[ a_{j,1} = 1 - \tau r_1, \quad a_{j,2} = \tau r_2, \]

(6)

position, we compute the performance of the classifier on that position in terms of the relative increase of classification error compared to BR. Finally, these errors are averaged **position-wise** (not label-wise). For this experiment, we used three standard MLC benchmark data sets whose properties are summarized in Table 1 (shown in Section 5).

The results in Figure 1 clearly confirm our expectations. In two cases, CC starts to loose immediately, and the loss increases with the position. In the third case, CC is able to gain on the first positions but starts to loose again later on.

### 4.2 Second Experiment

In a second experiment, we use a synthetic setup that was proposed in [4] to analyze the influence of label dependence. The input space \( \mathcal{X} \) is two-dimensional and the underlying decision boundary for each label is linear in these inputs. More precisely, the model for each label is defined as follows:

\[ h_j(x) = \begin{cases} 1 & \text{if } a_{j,1}x_1 + a_{j,2}x_2 \geq 0 \\ 0 & \text{otherwise} \end{cases} \]

(5)

The input values are drawn randomly from the unit circle. The parameters \( a_{j,1} \) and \( a_{j,2} \) for the \( j \)-th label are set to

\[ a_{j,1} = 1 - \tau r_1, \quad a_{j,2} = \tau r_2, \]

(6)
with $r_1$ and $r_2$ randomly chosen from the unit interval. Additionally, random noise is introduced for each label by independently reversing a label with probability $\tau = 0.1$. Obviously, the level of label dependence can be controlled by the parameter $\tau$. Figure 2 shows two example data sets with three labels. The first one (pictures on the top) is generated with $\tau = 0$, the second one (bottom) with $\tau = 1$. As can be seen, the label dependence is quite strong in the first case, where the model parameters (6) are the same for each label. For the second case, the model parameters are different for each label. There is still label dependence, but certainly less pronounced.

For different label cardinalities $m \in \{5, 10, 15, 20, 25\}$, we run 10 repetitions of the following experiment: We created 10 different random model parameter sets (two for each label) and generated 10 different training sets, each consisting of 50 instances. For each training set, a model is learnt and evaluated (in terms of Hamming and subset 0/1 loss) on an additional data set containing 1000 instances.

Figure 3 summarizes the results in terms of the average loss divided by the corresponding Bayes loss (which can be computed since the data generating process is known); thus, the optimum value is always 1. Apart from BR and CC, we already include the performance curve for the method to be introduced in the next section (NS); this should be ignored for now. Comparing BR and CC, the big picture is quite similar to the previous experiment: The performance of CC tends to decrease relative to BR with an increasing number of labels. In the case of low label dependence, this can already be seen for only five labels. The case of high label dependence is more interesting: While CC seems to gain from exploiting the dependency for a small to moderate number of labels, it cannot extend this gain to more than 15 labels.

5 Nested Stacking

A first very simple idea to mitigate the problem of attribute noise in CC is to let a classifier $h_i$ use predicted labels $\hat{y}_1, \ldots, \hat{y}_{j-1}$ as supplementary attributes for training instead of the true labels $y_1, \ldots, y_{j-1}$. This way, one could make sure that the data distribution is the same for training and testing. Or, stated differently, the situation faced by a classifier during training does indeed equal the one it will encounter later on at prediction time. Since then a classifier is trained on the predictions of other classifiers, this approach fits the stacked generalization learning paradigm [18], also simply known as stacking.

5.1 Stacking versus Nested Stacking

The idea of stacking has already been used in the context of MLC by Godbole and Sharawagi [8]. In the learning phase, their method builds a stack of two groups of classifiers. The first one is formed by the standard BR classifiers: $h^1(x) = (h^1_1(x), \ldots, h^1_m(x))$. On a second level, also called meta-level, another group of binary models (again one for each label) is learnt, but these classifiers consider an augmented feature space that includes the binary outputs of all models of the first level: $h^2(x, y') = (h^2_1(x, y'), \ldots, h^2_m(x, y'))$, where $y' = h^1(x)$. The idea is to capture label dependencies by learning their relationships in the meta-level step. In the test phase, the final predictions are the outputs of the meta-level classifiers, $h^2(x)$, using the outputs of $h^1(x)$ exclusively to obtain the values of the augmented feature space.

Mimicking the chain structure of CC, our variant of stacking is a nested one: Instead of a two-level architecture as in standard stacking, we obtain a nested hierarchy of stacked (meta-)classifiers. Hence, we call it nested stacking (NS). Moreover, each of these classifiers is only trained on a subset of the predictions of other classifiers. Like in CC, $m$ models need to be trained in total, while $2m$ models are trained in standard stacking.

5.2 Out-of-Sample versus Within-Sample Training

To make sure that the distribution of the labels $\hat{y}_1, \ldots, \hat{y}_{j-1}$, which are used as supplementary attributes by the classifier $h_j$, is indeed the same at training and prediction time, these labels should be produced by means of an out-of-sample prediction procedure. For example, an internal leave-one-out cross validation procedure could be implemented for this purpose.

Needless to say, a procedure of that kind is computationally complex, even for classifiers that can be trained and “detrained” incrementally (such as incremental and decremental support vector machines [11]). In our current version of NS, we therefore implement a simple within-sample strategy. In several experimental studies, we found this strategy to perform almost as good as out-of-sample training, while being significantly faster. In fact, methods such as logistic regression, which are not overly flexible, are hardly influenced by excluding or including a single example.

5.3 A First Experiment

To get a first impression of the performance of NS, we return to the experiment in Section 4.2. As can be seen in Figure 3, NS does indeed gain in comparison to CC with an increasing number of labels: only if the labels are few, CC is still a bit better. This tendency is more pronounced.
in the case of strong label dependency, whereas the differences are rather small if label dependence is low.

To explain the competitive performance of CC if the number of labels is small, note that replacing “clean” training data \( y_1, \ldots, y_{j-1} \) by possibly more noisy data \( \hat{y}_1, \ldots, \hat{y}_{j-1} \), as done by NS, may not only have the positive effect of making the training data more authentic. In fact, it may also make the problem of learning \( h_j \) more difficult (because the dependency \( y_1, \ldots, y_{j-1} \to y_j \) might be “easier” than the dependency \( \hat{y}_1, \ldots, \hat{y}_{j-1} \to y_j \)). Apparently, this effect plays an important role if the number of labels is small, whereas the positive effect dominates for longer label chains.

### 5.4 Subset Correction

Our second modification is motivated by the observation that the number of label combinations that are commonly observed in MLC data sets is only a tiny fraction of the total number \( |\mathcal{Y}| = 2^m \) of possible subsets; see Table 1, which reports the value \( |\mathcal{Y}_D|2^m \), where \( \mathcal{Y}_D \) is the set of unique label combinations contained in the data \( D \), as the “observation rate” in the last column. Moreover, if a label combination \( y \) has an occurrence probability of \( \epsilon > 0 \), then the probability that it has never been seen in a data set of size \( n \) reduces to \((1 - \epsilon)^n\). Thus, by contraposition, one may argue that such a label combination is indeed unlikely to exist at all (at least for large enough \( n \)).

Our idea of “subset correction”, therefore, is to restrict a learner to the prediction of label combinations whose existence is testified by the (training) data. More precisely, let \( \mathcal{Y}_S \) denote the set of label subsets \( y \) that have been seen in the training data \( S \). Then, given a prediction \( \hat{y} \) produced by a classifier \( h \), this prediction is replaced by the “most similar” subset \( y^* \in \mathcal{Y}_S \):

\[
y^* \in \arg\min_{y' \in \mathcal{Y}_S} L_H(\hat{y}, y')
\]

Thus, \( y^* \) is eventually returned as a prediction instead of \( \hat{y} \). If the minimum in (7) is not unique, those label combinations with higher frequency in the training data are preferred.

In principle, the Hamming loss could of course be replaced by other MLC loss functions in (7). Its use here is mainly motivated by the fact, that it is used for a similar purpose, namely decoding, in the framework of error correcting output codes (ECOC). As such, it has been applied in multi-class classification [2] and lately also in MLC [9; 7].

### 6 Nested Stacking vs. Classifier Chains

In this section, we compare NS and CC, both with and without subset correction, on real MLC benchmark data. As can be seen in Table 1, the data sets differ quite significantly in terms of the number of attributes, examples, labels, cardinality (number of labels per example) and the observation rate.

Logistic regression was used as a base learner for binary prediction in all MLC methods [10]. Unlike [13], we do not apply any threshold selection procedure; instead, we simply used \( t = 0.5 \) for deciding the relevance of a label. In fact, our goal is to study the behavior of CC and NS without the influence of other factors that may bias the results.

Since CC’s main goal is to detect conditional label dependence, we used example-based metrics for evaluation.

In addition to Hamming and subset 0/1 loss introduced earlier, we also applied the \( F_1 \) and Jaccard index defined, respectively, as follows (note that these are accuracy measures instead of loss functions):

\[
F_1(y, h(x)) = \frac{2 \sum_{i=1}^{m} [y_i = 1 \text{ and } h_i(x) = 1]}{\sum_{i=1}^{m} [y_i = 1] + [h_i(x) = 1]}
\]

\[
\text{Jaccard}(y, h(x)) = \frac{\sum_{i=1}^{m} [y_i = 1 \text{ and } h_i(x) = 1]}{\sum_{i=1}^{m} [y_i = 1 \text{ or } h_i(x) = 1]}
\]

The value for a test set is defined as the average over all instances. The scores reported in Tables 2 and 3 were estimated by means of 10-fold cross-validation, repeated three times. We used a paired t-test for establishing statistical significance on each data set.

<table>
<thead>
<tr>
<th>no.</th>
<th>( m )</th>
<th>Hamming</th>
<th>Subset 0/1</th>
<th>Jaccard</th>
<th>( F_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>159</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>6</td>
<td>101</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>no.</th>
<th>( m )</th>
<th>Hamming</th>
<th>Subset 0/1</th>
<th>Jaccard</th>
<th>( F_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>159</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>6</td>
<td>101</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

Looking at the comparison between CC and NS (without subset correction) as shown in Table 2), the first thing to mention is the strong performance of NS in terms of Hamming loss (8 significant wins and 3 losses). In terms of their properties, the three data sets on which NS looses do indeed seem to be favorable for CC. Since slashdot, medical and genbase all have a rather low Hamming loss, the danger of error propagation is limited. Thus, the results are completely in agreement with our expectations.

For Jaccard and F1, the picture is not as clear. In both cases, NS wins 6 times. Again, like for Hamming loss, NS
Table 1: Properties of the data sets used in the experiments.

<table>
<thead>
<tr>
<th>no.</th>
<th>Data set</th>
<th>Attributes</th>
<th>Examples</th>
<th>Labels</th>
<th>Cardinality</th>
<th>Observation Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>bibtex</td>
<td>1836</td>
<td>7395</td>
<td>159</td>
<td>2.40</td>
<td>3.9E-45</td>
</tr>
<tr>
<td>2</td>
<td>emotions</td>
<td>72</td>
<td>593</td>
<td>6</td>
<td>1.87</td>
<td>4.0E-1</td>
</tr>
<tr>
<td>3</td>
<td>enron</td>
<td>1001</td>
<td>1702</td>
<td>53</td>
<td>3.38</td>
<td>8.3E-14</td>
</tr>
<tr>
<td>4</td>
<td>genbase</td>
<td>1185</td>
<td>662</td>
<td>27</td>
<td>1.25</td>
<td>2.3E-7</td>
</tr>
<tr>
<td>5</td>
<td>image</td>
<td>135</td>
<td>2000</td>
<td>5</td>
<td>1.24</td>
<td>6.0E-1</td>
</tr>
<tr>
<td>6</td>
<td>mediamill</td>
<td>120</td>
<td>5000</td>
<td>101</td>
<td>4.27</td>
<td>2.5E-27</td>
</tr>
<tr>
<td>7</td>
<td>medical</td>
<td>1449</td>
<td>978</td>
<td>45</td>
<td>1.25</td>
<td>2.6E-12</td>
</tr>
<tr>
<td>8</td>
<td>reuters</td>
<td>243</td>
<td>7119</td>
<td>7</td>
<td>1.24</td>
<td>1.9E-1</td>
</tr>
<tr>
<td>9</td>
<td>scene</td>
<td>294</td>
<td>2407</td>
<td>6</td>
<td>1.07</td>
<td>2.3E-1</td>
</tr>
<tr>
<td>10</td>
<td>slashdot</td>
<td>1079</td>
<td>3782</td>
<td>22</td>
<td>1.18</td>
<td>3.7E-5</td>
</tr>
<tr>
<td>11</td>
<td>yeast</td>
<td>103</td>
<td>2417</td>
<td>14</td>
<td>4.24</td>
<td>1.2E-2</td>
</tr>
</tbody>
</table>

Table 2: Experimental results of NS and CC on benchmark data sets. \( \uparrow \) (\( \downarrow \)) means that NS is significantly better (worse) than CC at level \( p < 0.01 \) (\( p < 0.05 \)) in a paired t-test.

<table>
<thead>
<tr>
<th>no.</th>
<th>m</th>
<th>CC</th>
<th>NS</th>
<th>CC</th>
<th>NS</th>
<th>( F_1 )</th>
<th>JACCARD INDEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>159</td>
<td>0.1697 ± 0.0071</td>
<td>0.1747 ± 0.0077</td>
<td>0.1098 ± 0.0060</td>
<td>0.1133 ± 0.0064</td>
<td>( \uparrow )</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0.5883 ± 0.0534</td>
<td>0.6028 ± 0.0500</td>
<td>0.5003 ± 0.0521</td>
<td>0.5144 ± 0.0514</td>
<td>( \uparrow )</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>0.3483 ± 0.0191</td>
<td>0.3729 ± 0.0214</td>
<td>0.2474 ± 0.0163</td>
<td>0.2693 ± 0.0178</td>
<td>( \uparrow )</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>0.9863 ± 0.0090</td>
<td>0.9854 ± 0.0085</td>
<td>0.9804 ± 0.0115</td>
<td>0.9789 ± 0.0109</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.5556 ± 0.0284</td>
<td>0.4780 ± 0.0299</td>
<td>0.5196 ± 0.0271</td>
<td>0.4460 ± 0.0278</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>101</td>
<td>0.5326 ± 0.0054</td>
<td>0.5619 ± 0.0053</td>
<td>0.4280 ± 0.0052</td>
<td>0.4459 ± 0.0052</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>0.6462 ± 0.0331</td>
<td>0.6444 ± 0.0340</td>
<td>0.5828 ± 0.0343</td>
<td>0.5804 ± 0.0356</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>0.8599 ± 0.0128</td>
<td>0.8570 ± 0.0116</td>
<td>0.8336 ± 0.0138</td>
<td>0.8302 ± 0.0129</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>0.5669 ± 0.0403</td>
<td>0.6031 ± 0.0348</td>
<td>0.5745 ± 0.0405</td>
<td>0.5766 ± 0.0344</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>0.3278 ± 0.0185</td>
<td>0.3259 ± 0.0186</td>
<td>0.2747 ± 0.0176</td>
<td>0.2726 ± 0.0180</td>
<td>( \downarrow )</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>0.5836 ± 0.0182</td>
<td>0.6068 ± 0.0172</td>
<td>0.4848 ± 0.0198</td>
<td>0.4990 ± 0.0183</td>
<td>( \downarrow )</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Comparison of Table 2 and Table 3. Interestingly enough, subset correction yields improvements on almost every experiment, regardless of the performance measure, and most of these improvements are even significant. More specifically, counting the number of significant wins, subset correction appears to be most beneficial for subset 0/1 loss and least beneficial for Hamming loss.

Table 4: Summary of a comparison of Table 2 and Table 3. Interestingly enough, subset correction yields improvements on almost every experiment, regardless of the performance measure, and most of these improvements are even significant. More specifically, counting the number of significant wins, subset correction appears to be most beneficial for subset 0/1 loss and least beneficial for Hamming loss.
Table 3: Experimental results of NS.SC and CC.SC on benchmark data sets. \( \uparrow \) (\( \downarrow \)) means that NS.SC is significantly better (worse) than CC.SC at level \( p < 0.01 \) (\( p < 0.05 \)) in a paired t-test.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( m )</th>
<th>CC.SC</th>
<th>NS.SC</th>
<th>CC.SC</th>
<th>NS.SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>159</td>
<td>0.2026 ± 0.0119</td>
<td>0.2090 ± 0.0113</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0.5095 ± 0.905</td>
<td>0.6132 ± 0.6132</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>0.3843 ± 0.3843</td>
<td>0.4016 ± 0.4016</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>0.9843 ± 0.9843</td>
<td>0.9838 ± 0.9838</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.5557 ± 0.5557</td>
<td>0.5315 ± 0.5315</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>6</td>
<td>101</td>
<td>0.5328 ± 0.0054</td>
<td>0.5610 ± 0.0052</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>0.6220 ± 0.6220</td>
<td>0.6231 ± 0.6231</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>0.8624 ± 0.8624</td>
<td>0.8639 ± 0.8639</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>0.5921 ± 0.5921</td>
<td>0.6015 ± 0.6015</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>0.3271 ± 0.3271</td>
<td>0.3248 ± 0.3248</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>0.5889 ± 0.5889</td>
<td>0.6141 ± 0.6141</td>
<td>( \uparrow )</td>
<td>( \uparrow )</td>
</tr>
</tbody>
</table>

Our results have shown that the problem of error propagation is highly relevant, and that it may strongly impair the performance of CC. In order to avoid this problem, the method of nested stacking proposed in this paper uses predicted instead of observed label relevances as additional attribute values in the training phase. Our experimental studies clearly confirm that, although NS does not consistently outperform CC, it seems to have advantages for those data sets on which error propagation becomes an issue, namely data sets with many labels or low (label-wise) prediction accuracy.

There are several lines of future work. First, it is of course desirable to complement this study by meaningful theoretical results supporting our claims. Second, it would be interesting to investigate to what extent the problem of attribute noise also applies to the probabilistic variant of classifier chains introduced in [3]. Last but not least, given the interesting effects that are produced by the simple idea of subset correction, this approach seems to be worth further investigation, all the more as it is completely general and not limited to specific ML methods such as those considered in this paper.
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Abstract
Many practical scenarios such as search, classification or clustering benefit from better understanding their users, for instance, to deliver more relevant search results. Instead of committing ourselves to a specific field of research, e.g. by generating user profiles to enhance information retrieval, we seek to incorporate user preferences into the distance metric itself which lies at the heart of many algorithms including Information Retrieval and Machine Learning. The two approaches we explore in this paper allow users to directly convey their preferences in an intuitive way. The first approach adheres to the idea that just stating whether two documents are similar or not is more intuitive for a user than, for instance, assigning them to a broad spectrum of topics. The second approach seeks to take into account a user’s mental construct of the world being provided with a user-specific concept hierarchy. To evaluate our two approaches, we perform a text classification task. In the classification setting we use the Reuters RCV1 corpus to simulate user preferences. Our results indicate the principal feasibility of these two approaches and encourage further investigations.

1 Introduction
Calculating the similarity between textual resources lies at the heart of many algorithms including Information Retrieval, Text Mining or Machine Learning algorithms. Traditional approaches such as TF-IDF [Salton and McGill, 1986] often apply weighting schemes to adapt the impact of certain terms. Yet, a drawback these parametric approaches suffer from is that they are not capable of taking into account user interests.

Practical scenarios such as search benefit from better understanding their users. To provide more relevant documents, information retrieval applications aim to personalize search results, e.g. by integrating user interests (cf. [Qiu and Cho, 2006]) or by actively learning search result rankings (cf. [Radlinski and Joachims, 2007]). Other approaches choose a more direct approach by allowing user interaction to convey their preferences. In that sense, users are often required to tune parameters, e.g. decide on cluster size or on the number of neighbors, which affect an algorithm’s internal functionality. Yet, adapting these parameters might be counter-intuitive or might require expert knowledge in the sense of a deeper understanding of the algorithm.

We therefore seek to incorporate user preferences into the similarity calculation in a more intuitive manner. Our first approach adheres to the idea that just stating whether two documents are similar or not is more intuitive for a user than, for instance, assigning them to topics (cf. [Saaty, 2008]). In psychology, the idea of using paired comparisons to gain ranking information is a long-established one (cf. [Thurstone, 1927]). In a second approach we seek our distance metric to reflect a user’s mental construct of the world by exploiting information from a user-specific concept hierarchy. In this paper, we raise awareness of intuitively incorporating user preferences into the computation of document similarity. In addition, we provide implementations of these two approaches and discuss their characteristics as well as lessons learnt. Finally, we evaluate them in a practical application scenario, i.e. text classification.

2 Related Work
In the following, we review work from two fields of research, (i) semantic representation of textual resources and (ii) learning semantic similarity metrics for textual resources.

2.1 Semantic Representation
Introducing semantic similarity between features often refers to introducing dependencies amongst formerly unrelated feature dimensions. Attempts to incorporate semantic knowledge into the classical vector space representations include semantic networks, latent semantic indexing or co-occurrence analysis where a semantic relation is assumed between terms whose occurrence patterns in the documents of a corpus are correlated [Cristianini et al., 2002]. Especially kernel-based methods represent an attractive choice
for inferring relations from textual documents since they enable a document-by-document setting rather than a term-by-term setting. [Basili et al., 2005] accessed WordNet as external lexical knowledge base to include semantics into the description of textual resources. In their setting they analysed the performance of small-sized training sets for the task of text classification. External knowledge was also used by [Gabrilovich and Markovitch, 2007] which represented the meaning of texts in a high-dimensional space of concepts derived from Wikipedia.

2.2 Learning Semantic Similarity

Parametric approaches suffer from the drawback that they do not adapt to particular domains or do not take into account users’ personal requirements. [Metzler and Zaragoza, 2009] overcame the rigidity of parametric weighting schemes by introducing semi-parametric and non-parametric weighting schemes. In supervised learning settings, for instance, nearest neighbor classification (cf. [Weinberger and Saul, 2009]), numerous attempts have been made to define or learn either local or global metrics for classification. A number of researchers have demonstrated that nearest neighbor classification can be greatly improved by learning an appropriate distance metric from labeled examples. [Shalev-Shwartz et al., 2004], for instance, optimized the Mahalanobis distance via linear transformations in order to boost the accuracy of a k-NN classification algorithm, which can be seen as implicit application of a weighting scheme.

3 User Preference Integration

The integration of user preferences into the similarity computation can be regarded as some form of semantic enrichment. In that sense, semantically enriching the documents’ content allows influencing their similarity by introducing dependencies amongst formerly unrelated feature dimensions, as for instance a semantic kernel does (cf. [Cristianini et al., 2002]). We explore two approaches to incorporate user preferences in a more intuitive way and describe implementation details, i.e. how we accordingly adapt underlying distance metrics. For evaluation purposes, we perform a text classification task, i.e. classifying documents from the Reuters RCV1 corpus, a well-known benchmark dataset. In both approaches we use Reuters RCV1 document-to-topic mapping to simulate user preferences.

3.1 Similar Document Pairs (SDP)

To adhere to the idea of stating whether two documents are similar or not, we process and merge document pairs to generate new samples. A positive sample is formed by two documents belonging to same category; a negative one by taking two documents belonging to different categories. In our experiments we use a component-wise multiplication (Hadamard product) which results in strengthening common dimensions.

In a first step, the documents’ input space is transformed into a higher dimensional space by including bigrams and named entity information, i.e. a concatenation of several feature types. To generate a new sample, we merge two documents by performing a component-wise multiplication. This multiplication results in a new sample vector exhibiting the same dimensionality. In the training phase, we perform an offline processing of the Reuters RCV1 corpus and store relevant information in Lucene indices for fast feature engineering. We then generate new training/test data splits by merging pairs of documents (Hadamard multiplication). From preliminary experiments we learnt that some sort of “intelligent sampling” is required, i.e. “sampling” to keep the number of training/test data manageable in the optimization step and “intelligent” to choose appropriate negative examples. From a class distribution point of view, these negative examples lie close to the boundary of the positive class. To perform this intelligent sampling, we utilize Lucene’s search functionality. For every selected document, we search the index for the top n most similar samples once bearing the same class label and once bearing a different class label. These samples are considered for the merging procedure. We then apply Vowpal Wabbit, an optimization toolkit, to learn the importance of feature dimensions, i.e. to learn regression weights which are optimized with respect to the new binary classification problem. We remark that in this setting the prior multi-class classification problem is transformed into a binary one. The testing phase handles previously unseen data items, i.e. generating feature types on the fly to calculate similarity values. The same processing steps have to be applied, i.e. multiplying two input documents to determine whether they are similar or dissimilar. Lastly, this new vector is then “informed” by the learnt weights.

3.2 Personal Concept Hierarchy (PCH)

In this approach the user provides us with her personal concept hierarchy whose semantic concepts are representative for a certain domain. We then map documents onto these semantic concepts and then apply standard similarity metrics such as cosine distance. Semantic concepts may correspond to categories in a taxonomy as for instance in our case to Reuters RCV1 topics or to Wikipedia concepts as it is done in [Gabrilovich and Markovitch, 2007].

In the training phase, we perform an offline processing of the Reuters RCV1 corpus and store relevant information in Lucene indices for fast feature engineering. The mapping of Reuters documents onto semantic concepts is achieved by generating and applying a classification model exhibiting a multi-class, multi-label functionality.

We deliberately do not apply any threshold, so potentially a document could be assigned to all classes with varying degrees of confidences. The returned class/confidence vector is the new, low-dimensional representation of the document. We decided on Mallet’s Naive Bayes implementation to construct classification models for various feature representations including token n-grams. The testing phase handles new data items, i.e. generate feature types, on the fly for calculating similarity values. Before applying the similarity calculation, the new documents need to be mapped onto the semantic concepts. So each document undergoes a process of feature engineering first and is then classified by the trained Naive Bayes model which corresponds to the mapping onto the semantic concepts. Similarity values are then calculated by applying a standard similarity metric, e.g. cosine similarity, to document pairs represented by their affinity to semantic concepts.

1http://lucene.apache.org/
2http://hunch.net/vw/
3http://mallet.cs.umass.edu/
4 Experiments

To evaluate our two approaches to integrate user preferences into the similarity computation, we perform a text classification task using the Reuters RCV1 corpus, a well-known benchmark dataset. The RCV1 dataset ([Llewellyn et al., 2004]) was drawn from one of the news agency Reuters online databases. The dataset consists of English language stories produced by Reuters journalists between August 20, 1996, and August 19, 1997. To simulate user preferences, we use the stories’ topic codes assigned to capture their major subjects. They were organized in four hierarchical groups: CCAT (Corporate/Industrial), ECAT (Economics), GCAT (Government/Social), and MCAT (Markets). Each group is further divided into subgroups providing a more detailed categorization. For the classification task, only documents assigned to exactly one group are considered thereby avoiding a multi-label setting. The annotation process was conducted in a thorough manner - Reuters employed 90 people to handle the annotation of 5.5 million stories per year. We therefore considered the Reuters RCV1 dataset to be an adequate candidate to simulate user preferences.

In both approaches, we experimented with different feature combinations to represent the Reuters documents including unigrams, bigrams, part-of-speech information and named entity information. Sanitization steps included (i) a removal of invalid English words, e.g., a combination of literals and digits, (ii) a removal of stop words and (iii) token stemming using the Porter stemmer [Porter, 1997]. For sentence delimiting and named entity recognition we used LingPipe4 and Apache’s OpenNLP5 natural language processing toolkit. We applied the Stanford part-of-speech tagger to obtain part-of-speech information.

4.1 Results

Similar Document Pairs

To learn a weight vector optimized to separate two classes, we used about 10000 Reuters documents for each of the four main categories, i.e., CCAT, GCAT, ECAT, MCAT. Representative documents were stratified for the positive and negative class. 80% of the documents were used for training, 20% for testing. We point out that by merging two documents with each other, we generate a new example and thus transform the instance space as well. Two documents from the same class are merged into a positive example reflecting a user’s decision that these two documents are similar. We handed them over to Vowpal Wabbit’s internal linear regression framework. We experimented with different feature representations to learn the weight vector including unigrams, bigrams, nouns, verbs, and named entities and combinations thereof. Using the regression framework’s performance criteria we compared different feature representations and eventually decided to use only unigrams. To evaluate the discrimination quality of the learnt weight vector on our overall multi-class problem, we used Weka’s6 machine learning framework to compare two settings: once with the learnt weights and once without. Due to Weka’s memory consumption, we used 850 Reuters documents in our classification setting.

Table 1 contrasts the accuracy results (10-fold cross validation) for two classification models, i.e., a Nearest-Neighbour classifier and a linear Support Vector Machine.

<table>
<thead>
<tr>
<th>k</th>
<th>Accuracy (un-weighted)</th>
<th>Accuracy (weighted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.64</td>
<td>0.58</td>
</tr>
<tr>
<td>10</td>
<td>0.60</td>
<td>0.58</td>
</tr>
<tr>
<td>SVM (lin)</td>
<td>0.89</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 1: Accuracy results for the Nearest Neighbor classifier and the linear Support Vector Machine (SVM) - once with and once without applying the learnt weights. (10-fold cross validation)

We chose the Nearest Neighbor classification model because it does not apply any additional optimization steps as the Support Vector Machine does. The resulting values state that the learnt weights do not add any additional information regarding the classification problem. We hypothesize that the merging procedure itself strengthens or weakens the respective dimensions that further weighting is not necessary.

As a second observation we learn that additional processing, e.g., optimization in case of the Support Vector Machine, does allow an increase in classification accuracy. From a theoretical perspective it would be interesting to compare the optimization strategies of (i) using Vowpal Wabbit to learn a weight vector and (ii) using a linear Support Vector Machine to learn Lagrange coefficients - to a certain extent both strategies aim to identify discriminant dimensions in the input space and yet the latter is by far more successful.

Personal Concept Hierarchy

The second approach’s idea is to transform the documents’ input space into a space of semantic concepts, i.e., creating a semantic-concept representation. To map the documents onto concepts, we first generated a classification model exhibiting a multi-class, multi-label functionality. We decided on Mallet’s Naïve Bayes implementation to train models for various feature representations including unigrams, bigrams, nouns, verbs and named entities. We used 20000 Reuters documents for each of the four primary-level categories, i.e., CCAT, GCAT, ECAT, MCAT.

Using three of the learnt models, i.e., unigrams, bigrams and named entities, we mapped the Reuters documents onto semantic concepts and performed the multi-class problem with the new semantic concept representation using WEKA’s Nearest Neighbour implementation. We evaluated 9000 documents by a 10 fold cross-evaluation - evaluation results for different numbers of neighbours are shown in Table 2.

<table>
<thead>
<tr>
<th>k</th>
<th>Unigrams</th>
<th>Bigrams</th>
<th>NEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.93</td>
<td>0.95</td>
<td>0.82</td>
</tr>
<tr>
<td>5</td>
<td>0.95</td>
<td>0.96</td>
<td>0.85</td>
</tr>
<tr>
<td>10</td>
<td>0.95</td>
<td>0.97</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 2: Accuracy results for the 4-class classification task based on different number of neighbors and different feature types.

These results show that the semantic concept representation preserves the information and performs well in the simple 4-class classification setting. To create a more realistic setting, we extended the number of concepts by focusing on Reuters secondary level categories. As with the four primary level categories, we used Mallet’s classification framework to generate a model for 54 Reuters categories.
Since some categories contained only few documents, we decided to use only 100 documents per category as training samples. We used WEKA’s Nearest Neighbour classifier implementation to perform the classification task. We evaluated 7500 documents by a 10 fold cross-evaluation - evaluation results are shown in Table 3.

<table>
<thead>
<tr>
<th>k = 1</th>
<th>k = 5</th>
<th>k = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigrams</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>Bigrams</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>NEs</td>
<td>0.51</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 3: Accuracy results for the 54-class classification task based on different number of neighbors and different feature types.

In the following, we compared the Nearest Neighbour classifier with two other standard classification schemes - a Naive Bayes classifier and a linear Support Vector Machine.

<table>
<thead>
<tr>
<th>k = 1</th>
<th>Unigrams</th>
<th>NB</th>
<th>SVM(lin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.83</td>
<td>0.74</td>
<td>0.83</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 shows similar performance values for the Nearest Neighbor classifier (k = 1), a Naive Bayes(NB) classifier and a linear Support Vector Machine(SVM).

In this work we explore two approaches to intuitively integrate user preferences into the similarity computation of textual documents and provide implementation details. Both approaches directly affect the distance metric which has the advantage of being to a certain extent algorithm-independent. Instead of being bound to a certain research field, our approaches can be adopted by algorithms across such fields including Machine Learning or Information Retrieval. The results encourage further engagement and analysis of the underlying ideas. A first direction is to investigate why the learnt optimization weights in the “Similar Document Pairs” approach have so little effect on the resulting accuracy values. From a theoretical perspective a comparison to the optimization strategies of a Support Vector Machine would be interesting. An advantage of the SDP approach certainly is that adding additional optimization does not yield further gains for the classification task.

5 Conclusion

In this work we explore two approaches to intuitively integrate user preferences into the similarity computation of textual documents and provide implementation details. Both approaches directly affect the distance metric which has the advantage of being to a certain extent algorithm-independent. Instead of being bound to a certain research field, our approaches can be adopted by algorithms across such fields including Machine Learning or Information Retrieval. The results encourage further engagement and analysis of the underlying ideas. A first direction is to investigate why the learnt optimization weights in the “Similar Document Pairs” approach have so little effect on the resulting accuracy values. From a theoretical perspective a comparison to the optimization strategies of a Support Vector Machine would be interesting. An advantage of the SDP approach certainly is that adding additional document/personal classes is simple. In contrast, the “Personal Concept Hierarchy” approach cannot handle the adding of classes so easily. It has to re-compute the classification models for the mapping operation. As to the requirement of a concept hierarchy for the approach to work, we remark that this information can to a certain degree be automatically generated by taking into account a person’s tagging, searching or reading behavior. A natural next step represents the application of both approaches in a real-world setting having persons (i) providing personal information, e.g. in form of decisions, and (ii) evaluating the results and giving feedback.
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Abstract

We show that a model for drought stress level classification of tobacco leaves can be learned from measurement data. The data was acquired using a sheet-of-light measurement system developed at the Fraunhofer Institute for Integrated Circuits IIS. Spatial attributes like length, width or bending were extracted by fitting a parameterized leaf model to the measurement data. The attributes were transformed to simple attribute vectors describing relevant aspects of plant growth and stress evidence. The resulting attribute vectors were used to train decision trees, neural networks and linear regression classifiers. To provide a broad range of data, plants were assessed in a planned measurement campaign. Stress was induced by cutting off the water supply to simulate drought. Evidence for drought stress could be recognized from the data. Classification of whole plants yielded better results than classification of single leaves.

1 Introduction

A highly controlled production of plants in greenhouses or phytotrons (e.g. automated production of plants for pharmaceutical applications or high-throughput plant phenotyping for breeding) requires fully automated systems for the continuous monitoring of the growth conditions and the plant status. While simple factors like climate, nutrition and water supply can be controlled with simple reactive systems, more complex aspects like the detection of stress, diseases or pest infestation require intelligent systems which are able to detect anomalies in plant growth. To accomplish this, a measuring system must be designed which is able to capture the necessary features of plant growth in a non-destructive manner. Furthermore, a classification model is required which provides information about how to assess the measurement data. The aim of our work was to evaluate whether it is possible to construct such a classification model directly from measurement data without additional expert knowledge. As part of its internal funding program the Fraunhofer Future Foundation is currently promoting the Malaria-Vaccines project of the Fraunhofer IME, Aachen. Through the participation of two additional Fraunhofer Institutes (IPT and IIS) the project synergistically combines expertise from the life sciences, engineering and medical technology fields. One of the major project goals is to develop an automated production facility for the GMP-compliant manufacturing of IMEs novel malaria vaccine candidates in tobacco plants. The task for our work was to model the behavior of tobacco plants when exposed to drought stress. From a machine learning point of view, this is a classification task of distinguishing stressed plants from regularly watered plants. Drought was chosen as the stress type of interest since it is easy to simulate by cutting off irrigation. In a measurement campaign designed for this work, a set of tobacco plants was measured over the course of one week. To trigger drought stress, the plants were cut off from water supply according to a fixed time schedule. Plant data was acquired using a sheet-of-light measurement system developed at the IIS in the Department for Contactless Test and Measuring Systems.

Furthermore, a biologist was asked to assess the plants’ stress level according to the measurement data. These ratings served as classification labels for supervised machine learning techniques. The measurement data was reduced to attribute vectors describing essential features of the physical shape of a plant. This was done using a parameterized leaf model developed at the Fraunhofer IIS. Combined with the labels provided by the expert rating, these attribute vectors form an input data which is compatible with standard machine learning techniques. Decision trees, neural networks and linear regression were used for classification to evaluate which technique is suited best for the data provided.

2 Acquisition of plant data

2.1 Measurement campaign setup

The data used for this work was acquired in a measurement campaign carried out at the IME. Over the course of one week, tobacco plants of different stress states were measured on a regular basis. The test group consisted of 50 Nicotiana tabacum plants grown hydroponically in stonewool blocks. They were sowed in five groups of ten plants in a weekly sequence. The plants were cultivated in a phytotron under LED light in a nutrient film technique (NFT) system at 25\degree C during the light phase (16h) and 22\degree C during the dark phase (8h) with a constant relative humidity of 70\%. During the light phase, the plants in the guttles were periodically supplied with nutrient solution (15 min flow / 45 min off). The measurements were started when the last group reached an age of three weeks. Thus the plants ranged in three to seven weeks of age at the beginning of the measurements. Each day, all plants were measured two times. The first measurement was carried out in the morning, the second one in the afternoon.

To accomplish objective states of drought stress, single plants were cut off from water supply at fixed points in
time during the measurement campaign. At each cut-off point, two more plants of each age group were exposed to drought stress. Once a plant was separated from irrigation, it was kept unwatered until the measurement campaign was finished. The exact water cut-off points were distributed over the week in such a way that every three measurements, two more plants were cut off from irrigation. Since there were 14 measurements, this scheme was set off by one measurement to define objective start and end points. This means that at the first measurement no plant was exposed to drought stress to acquire an unstressed measurement of each plant individual as a reference point for further changes over the course of the following measurements. At the last measurement, there was no additional cut-off point included to keep two watered plants as a reference with respect to the stressed individuals.

2.2 Measurement system

The measurements were carried out using a sheet-of-light measuring system developed at the Fraunhofer IIS. This system projects laser light onto the plant, which is then captured by several cameras. The cameras are positioned below, above and in front of the plant. In the measuring process, the plant is turned about 360 degrees to expose all plant parts to the cameras. During the rotation, the distance from the plant to the camera is measured by tracking the positions of the points where the laser light was reflected on the plant's surface. The result is a 3D point cloud of the plant surface. An example for the result is given in figure 1.

Figure 1: Picture of a 52 days old tobacco plant (left side) and the corresponding 3D reconstruction (right side). Each leaf is shown in a different color.

2.3 A parametric leaf model

Since most conventional machine learning algorithms require data in the form of attribute vectors, the 3D point clouds were further processed to acquire relevant aspects of plant growth in the form of attribute-value pairs. Each attribute stands for a certain spatial feature of a leaf, e.g. the length, the width, the bending angle towards the ground or its widthwise bending. Figure 2 illustrates one of the bending attributes.

The attribute extraction was done in two steps. In the first step, the plant was segmented into leaves using a spatial clustering algorithm. In the second step, attribute extraction was done using a leaf model fitting algorithm. In the course of this algorithm, a model leaf is transformed until it fits the segmented leaf. From the resulting transformation the values of the attribute vector can be calculated. Further details of the attribute extraction methods can be found in [Uhrmann et al., 2013]. An example of the result can be seen in figure 3.

2.4 Expert ratings

A biologist rated the stress level of the measured plants to create class labels for supervised classification algorithms from human expert knowledge. To avoid external influences the ratings were performed in a controlled experiment situation. The expert was asked to assign stress classes to each plant measurement. The classes were no stress, moderate stress and strong stress. This simple 3-choice distinction was chosen to keep the ratings comparable and as objective as possible. A more complex scale, for instance an estimation of stress measured in days of exposure, would suffer from personal rating preferences of the expert.

For each measurement the expert was presented a side view photo of the plant. The expert was asked to rate each of the 700 measurements. To conceal the pattern to which the plants were stressed during the measurements, the plant images were shown in a random order. Additionally, the age of the plant in days was provided to the expert. The resulting class labels were assigned to the corresponding leaf attribute vectors by extending each vector by a class attribute whose value was the classification of the respective plant.

3 Classification of tobacco leaves

3.1 Preprocessing

Processing the raw measurement data to attribute vectors describing the leaf shape consists of three steps: Plant measuring and reconstruction, leaf segmentation, and model fitting. Each of these processing steps may induce noise into the data, which is described in the following.

1. In the measuring and reconstruction step it can happen that parts of a leaf cannot be captured. The main reason...
for this are occlusions, e.g. upper leaves that cover up parts of lower leaves and prevent the laser beams from reaching all parts of the plant surface. This might result in gaps or clipped leaves which is challenging for the following processing steps.

2. In the segmentation step there is a possibility that a leaf is not recognized, e.g. because it is too close to another one. In that case, the resulting leaf mesh would contain two leaves. This is problematic because the model fitting algorithm is designed for an input mesh which contains only one single leaf. The opposite might also be the case: More than one leaf is detected where there should be only a single one. This might happen if there are big gaps in the point cloud, which virtually split the leaf into several parts. The resulting meshes would contain parts of a single leaf, which are all assumed to be whole leaves. Both effects add noise into the data since the model fitting algorithm is not able to detect inconsistent input meshes.

3. In the model fitting step, the major source for errors is invalid input data from the previous processing steps. An example for this is given in figure 4. The point cloud data of the small leaf in the front contains gaps, which causes the model fit to fail. The resulting attribute vector for this leaf will therefore contain errors and reduce the quality of the classification.

Avoiding these errors in advance is difficult. The pivot is the measuring and reconstruction step, because errors in this step propagate through all subsequent steps. However, measuring and reconstruction of plants is very challenging. Due to the complex shape of plants there is no way to avoid occlusions in all cases. Therefore it is probably impossible to design reconstruction algorithms which are able to avoid gaps and clipplings completely.

Consequently, data cleaning is required to filter out erroneous attribute vectors before classification. In the course of our work, two types of cleaning were applied to the data.

Firstly, the distance between the model leaf and the original point cloud was taken as an error indicator. This was measured as the accumulated distance between each point of the model leaf mesh and the nearest point of the reconstructed leaf mesh. Each attribute vector which showed a very large distance value was deleted from the data.

Secondly, each attribute vector was checked for inconsistent values with respect to correlated attributes. As an example, figure 5 shows a plot of all leaf attribute vectors, showing the leaf length on the x-axis and leaf area on the y-axis. There is a correlation between the scale and the area of a leaf. All leaf attribute vectors which exceeded a fixed threshold with respect to the ratio between leaf length and area were considered as outliers. The failed model fit in figure 4 is a typical example for how this outliers emerge. In that case, the model leaf was deformed to a needle-like shape. Therefore the ratio between scale and area is too small and the attribute vector can easily be identified as an outlier.

![Figure 4: An example for an invalid model fit. The small leaf in the front was not fitted correctly due to gaps in the point cloud data.](image)

![Figure 5: The correlation between the area and the length (scale) of a leaf. Outliers are marked in red.](image)

3.2 Classification and evaluation

Decision trees, neural networks and linear regression were used for classification to evaluate which of these classifiers is suited best for the data. We used RapidMiner 5.3 for the data mining. Each classifier was tested using cross-validation with three subsets of validation. The input data was weighted by stratification, since healthy plants outnumbered moderately and strongly stressed plants.

Different approaches to learning have been tested, which differed in two aspects.

Firstly, the approaches differed in the number of classification classes. Tertiary classification approaches included the classes healthy, moderately stressed and strongly stressed. Moreover, binary classification approaches were tested, in which the class moderately stressed was omitted.

Secondly, the approaches used different input data. Approaches on leaf level were based on the attribute vectors corresponding to the respective leaves. On plant level, some adaptations were required, since no global plant attributes were provided by the preprocessing steps. Therefore the attribute vectors of single leaves were transformed to attribute vectors describing whole plants. This was done by creating plant attributes containing the mean values of all corresponding leaf attributes. Furthermore, global plant attributes were calculated, e.g. height, radius and the total leaf surface area.

Regarding all aspects, there are four different approaches which were carried out. For each approach, the already mentioned classifiers were applied. Therefore 12 classification results were achieved. Table 6 shows the respective accuracy rates.

The first approach was performed using leaf attribute vectors as input data and performing a tertiary classification. The best accuracy rate was 52.04% using linear re-
### Discussion and Outlook

Since our work in this field is still in progress, there are plenty of open points and ways to proceed. In order to further increase accuracy rates, some effort must be put into the reduction of errors in the preprocessing steps, since they are propagated through all subsequent processing steps and are difficult to be recognized in the cleaning step.

Furthermore, other approaches to extract plant attributes from the measurement data might yield different results than our model fit approach. For example, Lin et al. [2013] used a simple function model describing the shape of the leaf margins. It is possible that such an approach to leaf modeling might also provide suitable data for classification tasks.

Moreover, there are also different ways in which the transition from leaf to plant level classification could be realized. In our approach, plants were mainly classified based on the mean values of the corresponding leaf attributes. Another possible approach would be to perform pre-classification on the leaf level, and a second classification on the plant level. This might yield better results since not every leaf of a plant would be considered individually, whereas the smoothing effects of calculating mean values is avoided.

Another critical point is the reliability of the expert ratings. As it was stated in section 2.4, the classification labels stem from interviewing a human expert. These ratings might vary in precision due to the subjectivity of human judgments. As our fourth classification approach showed, adding an intermediate class between healthy and stressed plants adds plenty of complexity to the classification task. If this is due to vague intermediate classifications by the expert, a machine learner which is trained with this data might therefore never be able to yield optimal results.

Consequently the reliability of the expert ratings must be validated. A possible approach would be to repeat the ratings with the same data but different experts. If the ratings match, this is an indication that human experts are reliably able to distinguish stressed from healthy plants.

### Related work

As far as we are aware, there is only little related work in the field of stress classification of plants by machine learning methods. In [Wu et al., 2007], a leaf recognition algorithm is described using probabilistic neural networks based on leaf images acquired by scanner or digital cameras. Such an approach might be adapted to distinguish stressed from healthy plants.

In [Chaerle and Van Der Straeten, 2001], a survey of several techniques for monitoring plant health is provided, including fluorescence imaging, thermal imaging and others. These methods have the benefit that stress can be detected earlier than with visual measurement systems since visible changes in plant shape are already effects of biochemical processes, which can be detected earlier with the described methods. Therefore it would be worth to apply machine learning techniques on the data provided by these methods and compare the results with our work.

However, some of these methods are not applicable with our framework since high throughput of single plants must be assured. For instance, systems based on hyperspectral imaging, like they are used in [Römer et al., 2012], are not feasible in our context although they have successfully been applied in the detection of drought stress.

### Summary

We have shown that constructing a model for the impact of drought stress on plant growth can be inferred from measured geometric leaf features using machine learning techniques. These features are acquired using a sheet-of-light measurement system. Such a system could be used to monitor plant growth in greenhouses, as they are used in the production of pharmaceutical products.
To build our model, we set up a measurement campaign to acquire a broad range of data, extracted attributes of interest from the spatial data and applied several machine learning techniques to achieve a number of comparable results. In this measurement campaign, tobacco plants of the species *Nicotiana tabacum* were measured on a regular basis and stressed according to a fixed schedule. Drought was chosen as the stress type of interest since it is easy to simulate by cutting off irrigation. The measurement data was reduced to vectors of attribute-value-pairs describing essential features of the physical shape of a plant. This was done using a parameterized leaf model developed at the Fraunhofer IIS. Combined with labels provided by expert ratings, these attribute vectors form input data which is compatible with standard machine learning techniques.

Classification on the level of single leaves yields poor results (lowest accuracy: 43.77%) because the labels were not appropriate for single leaf data. However, classification on the level of whole plants yields good results with accuracy rates up to 97.08%.

There are several ways to further increase classification performance. For instance, further effort could be put into the reduction of errors in the preprocessing step. Using different data sources or using other methods for the transition from leaf to plant level might also yield better results.

**Acknowledgments**

This study was mainly funded by the Fraunhofer Future Foundation within its ”Malaria-Vaccines” project.

**References**
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Zusammenfassung
In dieser Veröffentlichung wird die Qualität bzw. Effektivität von lexikalischen Ressourcen zur automatischen Stimmungserkennung in literarischen Texten evaluiert. Dazu werden die drei unterschiedlichen Wortlisten Sentiment Phrase List (SePL), NRC Emotion Lexicon und SentimentWortschatz (SentiWS) sowie ein manuell klassifiziertes Referenzset verwendet. Der Testkorpus besteht aus 20 ausgewählten Märchen aus der Sammlung der schönsten Kinder- und Hausmärchen der Brüder Grimm, online bezogen von der Website des Projekt Gutenberg-DE. Durch die Berechnung bestimmter Maßzahlen wird gezeigt, dass die Werte der automatisch klassifizierten Texte mit den Werten des Referenzkorpus korrelieren. Es wird jedoch deutlich, dass die berechneten Korrelationen, bedingt durch die begrenzte Anzahl der Texte des Testkorpus, sehr instabil sind. Zudem wird gezeigt, dass die manuelle Klassifikation (positiv / negativ) auf Satzebene durch zwei voneinander unabhängige Personen bei dieser Art von literarischen Texten zufriedenstellend funktioniert.

1 Einleitung


2 Verwandte Arbeiten


Klenner präsentiert in seiner Arbeit [Klenner, 2009] einen regelbasierten Ansatz zur Sentimentanalyse für die deutsche Sprache und evaluiert diesen anhand eines literarischen Textes. Neben den in der Arbeit behandelten Lexika Sentiment Phrase List (SePL) [Rill et al., 2012a] und SentimentWortschatz (SentiWS) [Remus et al., 2010], existieren zudem noch weitere lexikalische Ressourcen für die deutsche Sprache. Dabei handelt es sich zum einen um das Polarity Lexicon [Clematide and Klenner, 2010] mit ca. 8.000 meinungstragenden Worten, zum anderen um GermanPolari-
### 3 Testkorpus und lexikalische Ressourcen

#### 3.1 Erstellung eines geeigneten Testkorpus


#### 3.2 Verwendete Ressourcen

Für die Versuche verwenden wir drei lexikalische Ressourcen, die unterschiedliche Strukturen und Einträge aufweisen und somit auf verschiedene Weise auf die Daten des Testkorpus angewendet werden müssen (siehe Kapitel 4.2). Eine dieser Ressourcen enthält zudem ausschließlich Einträge in englischer Sprache, wodurch eine Vorverarbeitung in Form einer Übersetzung notwendig wird.


Tabelle 1 zeigt die schrittweise Selektion durch die verschiedenen Verarbeitungsschritte und die entsprechende Anzahl der Einträge, die den jeweiligen Schritt passieren konnten.

<table>
<thead>
<tr>
<th>Selektionsschritte</th>
<th>Anzahl der Einträge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vollständige Liste</td>
<td>141.820</td>
</tr>
<tr>
<td>Eindeutige Wörter</td>
<td>14.182</td>
</tr>
<tr>
<td>Wörter mit Zuordnung</td>
<td>5.555</td>
</tr>
<tr>
<td>Übersetzte Wörter</td>
<td>5.255</td>
</tr>
</tbody>
</table>

Tabelle 1: Übersicht der Selektionsschritte beim *NRC Emotion Lexicon*.


#### 4 Experimente

Im Folgenden wird die manuelle Klassifizierung von Sätzen zur Erzeugung des Referenzkorpus sowie die automatische Klassifikation auf Basis der Wortlisten beschrieben. Bei letzterem werden ebenfalls kurz die notwendigen Schritte der Vorverarbeitungen der Märchen (Testkorpus), die Annahmen für Wortlisten und die Algorithmen zur Erkennung bzw. Extraktion beschrieben. Am Ende des Kapitels wird schließlich der für die automatische Klassifikation der Sätze zuständige Algorithmus erläutert.

##### 4.1 Manuelle Klassifizierung von Sätzen

Um eine Bewertungsgrundlage für die Ergebnisse der späteren automatischen Klassifikation zu erhalten, mussten alle Texte des Testkorpus manuell klassifiziert werden.

---

1Brüder Grimm: Die schönsten Kinder- und Hausmärchen (http://gutenberg.spiegel.de/buch/6248/1)
2http://www.projekt.gutenberg.de/
3https://developers.google.com/translate/

Zur Überprüfung der Übereinstimmung der klassifizierten Korpora von Tagger 1 und Tagger 2 wurde für jeden Text das statistische Maß Cohen’s Kappa berechnet. Dabei stellten wir fest, dass die Übereinstimmung bei 70% der Texte zufriedenstellend war (κ = 0,57). Im gesamten Durchschnitt lag die Übereinstimmung bei κ = 0,51. Dieser Wert erscheint für Texte dieser Art durchaus akzeptabel. Werden nun ausschließlich Sätze betrachtet die von beiden Personen als positiv oder negativ klassifiziert wurden, ergibt sich eine Übereinstimmung von 87%. Für die Evaluation der verschiedenen Wortlisten wurden die Ergebnisse von Tagger 1 als Referenz ausgewählt.

4.2 Automatische Klassifikation von Sätzen

Um den erstellten Testkorpus (siehe Kapitel 3.1) für die automatische Klassifikation verwenden zu können, sind einige Vorverarbeitungsschritte notwendig. Diese Schritte sowie die verwendeten Algorithmen zur Extraktion stimmungstragender Wörter und Phrasen werden in Abbildung 1 schematisch dargestellt.

Vorverarbeitung

<table>
<thead>
<tr>
<th>Satzerkennung</th>
<th>Wortsplitter</th>
<th>POS Tagging</th>
<th>Lemmatisierung</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>SePL</th>
<th>NRC</th>
<th>SentiWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muster-basierte Phrasenextraktion</td>
<td>Lemmatisierung</td>
<td>Nachschlagen der Token im Text</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tagging / Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark Set</td>
</tr>
</tbody>
</table>

| Ranking |

Abbildung 1: Schematische Darstellung des Ablauf der Experimente.

Vorverarbeitung


Sentiment Phrase List


NRC Emotion Lexicon

Bei dieser übersetzten Wortliste, die größtenteils Unigramme enthält, kommt ein einfacher „Lookup - Algorithmus“ zum Einsatz. Das bedeutet, dass im Text nach einzelnen NRC Token gesucht wird und diese entsprechend ihrer binären Zuordnung bewertet werden. Um die Trefferquote zu erhöhen werden die Wörter dieser Liste zudem noch lemmatisiert.

Sentiment Wortschatz

Da diese Liste ebenfalls ausschließlich Unigramme enthält, die zudem bereits in ihrer Grundform vorhanden sind, wird wiederum ein „Lookup - Algorithmus“ verwendet. Für die Einteilung der Unigramme in die Klassen „positiv“ und „negativ“ wird die bereits vorhandene Vorgabe durch die Liste verwendet (siehe Kapitel 3.2).

Algorithmus zur Klassifizierung der Sätze

Durch die entsprechenden Vorarbeiten und Festlegungen liefern alle Listen für stimmungstragende Wörter oder Phrasen eine Klassifizierung in „positiv“ und „negativ“. Um damit Sätze des Testkorpus klassifizieren zu können, wird ein einfacher Algorithmus verwendet, der die Anzahl gefunden positiver und negativer Wörter und Phrasen pro Satz zählt und auf Basis der Mehrheit eine Entscheidung trifft. Ist beispielsweise die Anzahl der negativ klassifizierten Wörter in einem Satz größer als die Anzahl positiv klassifizierter Wörter, wird dieser Satz „negativ“ klassifiziert. Sollten in einem Satz gleich viele positive und negative Phrasen vorkommen wird dieser neutral eingestuft.

Durch diese simple Methode wird die Qualität der Listen, im Bezug auf die Erkennung stimmungstragender Wörter in Texten dieser Art, direkt miteinander vergleichbar.

4http://opennlp.apache.org/
5http://www.wolfganglezius.de/doku.php?id=cl:morphy
6http://www.danielnaber.de/morphologic/
5 Erste Ergebnisse

Tabelle 2 zeigt einen direkten Vergleich der relativen Häufigkeit von positiv oder negativ klassifizierten Sätzen im Verhältnis zu allen Sätzen pro Text. Verglichen werden die Ergebnisse von Tagger 1 mit den Ergebnissen der drei Ressourcen, wobei die Tabelle nach den Ergebnissen von Tagger 1 absteigend sortiert ist. Es zeigt sich, dass die beiden Wortlisten *Sentiment Phrase List* (mit 30%) und *SentimentWortschatz* (mit 37%) deutlich weniger Sätze eindeutig zuordnen können als Tagger 1. Die Ergebnisse des *NRC Emotion Lexicon* liegen mit durchschnittlich 60% eindeutig klassifizierter Sätze nur knapp hinter denen von Tagger 1 (68%). Auch wird deutlich, dass die Ergebnisse dieser Ressource erstaunlich stabil sind.

<table>
<thead>
<tr>
<th>Märchen</th>
<th>Relative Häufigkeiten</th>
<th>T1-SePL</th>
<th>SePL</th>
<th>NRC</th>
<th>SentiWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drei Spinnerinnen</td>
<td>0,89</td>
<td>0,43</td>
<td>0,68</td>
<td>0,43</td>
<td></td>
</tr>
<tr>
<td>Wasser des Lebens</td>
<td>0,85</td>
<td>0,22</td>
<td>0,66</td>
<td>0,40</td>
<td></td>
</tr>
<tr>
<td>Hund und Sperling</td>
<td>0,84</td>
<td>0,24</td>
<td>0,65</td>
<td>0,20</td>
<td></td>
</tr>
<tr>
<td>Geschenke d. kl. V.</td>
<td>0,83</td>
<td>0,60</td>
<td>0,87</td>
<td>0,50</td>
<td></td>
</tr>
<tr>
<td>Hans mein Igel</td>
<td>0,79</td>
<td>0,31</td>
<td>0,78</td>
<td>0,31</td>
<td></td>
</tr>
<tr>
<td>Aschenputtel</td>
<td>0,79</td>
<td>0,22</td>
<td>0,73</td>
<td>0,38</td>
<td></td>
</tr>
<tr>
<td>Zwet Brüder</td>
<td>0,74</td>
<td>0,20</td>
<td>0,76</td>
<td>0,31</td>
<td></td>
</tr>
<tr>
<td>Zaunkönig und Bär</td>
<td>0,74</td>
<td>0,21</td>
<td>0,74</td>
<td>0,39</td>
<td></td>
</tr>
<tr>
<td>Zwölf Brüder</td>
<td>0,70</td>
<td>0,29</td>
<td>0,78</td>
<td>0,46</td>
<td></td>
</tr>
<tr>
<td>Nixe im Teich</td>
<td>0,69</td>
<td>0,39</td>
<td>0,78</td>
<td>0,43</td>
<td></td>
</tr>
<tr>
<td>Schneew. und RR</td>
<td>0,68</td>
<td>0,31</td>
<td>0,75</td>
<td>0,46</td>
<td></td>
</tr>
<tr>
<td>Das Rätsel</td>
<td>0,68</td>
<td>0,23</td>
<td>0,77</td>
<td>0,38</td>
<td></td>
</tr>
<tr>
<td>Eisenofen</td>
<td>0,68</td>
<td>0,37</td>
<td>0,67</td>
<td>0,42</td>
<td></td>
</tr>
<tr>
<td>Geist im Glas</td>
<td>0,57</td>
<td>0,23</td>
<td>0,80</td>
<td>0,25</td>
<td></td>
</tr>
<tr>
<td>Gevatter Tod</td>
<td>0,55</td>
<td>0,27</td>
<td>0,58</td>
<td>0,32</td>
<td></td>
</tr>
<tr>
<td>Jorinde / Joringel</td>
<td>0,55</td>
<td>0,30</td>
<td>0,64</td>
<td>0,43</td>
<td></td>
</tr>
<tr>
<td>Hans im Glück</td>
<td>0,53</td>
<td>0,38</td>
<td>0,75</td>
<td>0,29</td>
<td></td>
</tr>
<tr>
<td>Rotkäppchen</td>
<td>0,51</td>
<td>0,23</td>
<td>0,59</td>
<td>0,38</td>
<td></td>
</tr>
<tr>
<td>Spindel, Webers, ...</td>
<td>0,48</td>
<td>0,33</td>
<td>0,74</td>
<td>0,33</td>
<td></td>
</tr>
<tr>
<td>Die klugen Leute</td>
<td>0,47</td>
<td>0,17</td>
<td>0,68</td>
<td>0,29</td>
<td></td>
</tr>
</tbody>
</table>

Tabelle 2: Vergleich der relativen Häufigkeit positiv / negativ klassifizierter Sätze im Vergleich zu allen Sätzen.


<table>
<thead>
<tr>
<th>Kandidaten</th>
<th>Korrelationskoeffizient</th>
</tr>
</thead>
<tbody>
<tr>
<td>neg/all</td>
<td>0,49</td>
</tr>
<tr>
<td>neg/pos</td>
<td>0,88</td>
</tr>
<tr>
<td>neg/(neg + pos)</td>
<td>0,52</td>
</tr>
<tr>
<td>neg/all</td>
<td>0,53</td>
</tr>
<tr>
<td>neg/pos</td>
<td>0,37</td>
</tr>
<tr>
<td>neg/(neg + pos)</td>
<td>0,76</td>
</tr>
</tbody>
</table>

Tabelle 3: Korrelationskoeffizienten der Ergebnisse.
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Abstract
Performing a mere infinite number of different movements in our everyday life happens mostly in an automatic and unconscious way, requiring hardly any attention. One necessary requirement for generating different movements dependent on the current circumstances is knowledge about redundant behavioral alternatives and the capability to flexibly choose the current best one. In this paper, we evaluate an architecture that learns to represent such behavioral alternatives in the form of a modular body model from scratch. Moreover, the architecture is able to selectively choose between the behavioral alternatives, yielding kinematic control commands. The proposed architecture combines (temporal) Hebbian learning mechanisms for learning the body model with model-based reinforcement learning techniques for controlling the body. We evaluate the current system capabilities, comparing several configurations and parameter dependences. Our results show that the architecture can robustly learn a highly flexible arm control system.

1 Introduction
Nicolai Bernstein has called behavior that is extremely flexible and adaptive dexterous behavior [Bernstein, 1967]. A key ingredient to succeed in the generation of dexterous behavior is (i) knowledge about the redundant behavioral interaction alternatives and (ii) the capability to flexibly choose between these alternatives task-dependently on the fly.

Few learning models so far have focused on utilizing redundant behavioral capabilities for generating flexible behavior. On the other hand, a huge number of learning architectures exist that learn to coordinate an arm without exploiting redundancy. Traditional Reinforcement learning (RL) algorithms [Berthier et al., 2005] and various forms of policy gradients have been used [Peters and Schaal, 2008; Sigaud and Peters, 2010]. Also other direct learning methods have succeeded in controlling robot arms, such as direct inverse modeling approaches [Kuperstein, 1988] or resolved motion rate control and distal supervised learning [Whitney, 1969; Jordan and Rumelhart, 1992], each of which resolves redundancy during learning.

Here we focus on the SURE_REACH model [Butz et al., 2007; Herbort and Butz, 2007], which is a sensorimotor unsupervised learning model that learns about the redundancy of a body and resolves this redundancy on the fly once the current goal and constraints are given. The model represents the end-effector location (i.e. location of the hand) in a task space and, additionally, the arm constellation (i.e. joint angles) in a posture space. Previously, hard-encoded population codes were used to cover both spaces by means of uniform neural grids. Hebbian and temporal Hebbian learning mechanisms were used to learn the (redundant) inverse kinematic mappings from task space to posture space. Model-based RL within posture space was used to execute dexterous, goal-directed behavior. Both, location goals or posture goals can be pursued, while potentially avoiding obstacles and considering additional task constraints. It was also shown that the model is able to anticipate subsequent task goals and consequently to incorporate those into the current behavior optimization [Herbort and Butz, 2007]. Moreover, SURE_REACH is able to incorporate uncertainties in its goal choice [Herbort et al., 2007]. In sum, it has been shown that SURE_REACH is able to generate highly dexterous behavior.

Although SURE_REACH proved to be a useful model of dexterous human arm control, two challenges remained. First, the neural representation in joint space scales hyper-exponentially with the degrees of freedom controlled, so that a seven degree of freedom arm cannot be modeled with sufficient accuracy. Second, the neural population codes were pre-wired and not learned. While the first issue has been addressed by modularizing SURE_REACH, separating the posture space into individual joint spaces [Ehrenfeld and Butz, 2013], the second issue remained open. Thus, we developed a model that also learns the neural population codes. In the following we explain and evaluate this system, which is able to learn a model of an arm with three degrees of freedom (3-DOF) in two-dimensional (2D) space from scratch.

2 Arm Model Overview
Using kinematic motor commands a 3-DOF 2D arm is simulated. The simulation provides angles and end-effector location signals to the learner and is able to execute kinematic motor commands (small angular changes), respecting joint and torque constraints and adding some noise. Fig. 1 gives an overview over the implemented architecture.

2.1 Learning of a Kinematic Arm Representation
In contrast to SURE_REACH, the arm space representations are learned using growing, self-organizing neural network techniques. In particular, we use the Time Growing Neural Gas (TGNG) algorithm [Butz et al., 2010]. TGNG
grows neurons on demand, given the current sensory input differs more from the closest neuron than a threshold, specified by parameter $\theta$. Moreover, TGNG grows neural connections between neurons that were the closest neurons in temporal succession. The connections are associated with a motor code that approximates the average motor command executed when traversing this connection. TGNG is used to learn neural representations of the task space given (x,y) locations of the end-effector, elbow, and wrist, and of the posture space given 3D angular vectors. Concretely, learning is achieved by a random walk, executing random arm movements and learning from the consequences. In this way, all accessible locations in the posture and task spaces will be observed, so that neural population codes can be distributed across the respective spaces by means of TGNG.

The second key component of the architecture is the mapping between task and posture spaces. Similar to SURE_Reach, we use a Hebbian learning mechanism [Carpenter and Grossberg, 1991] for learning the inverse kinematic mappings. More details about this learning process are provided below.

2.2 Goal Directed Behavior

The final central feature of the system is its ability to behave in a goal directed manner. Either a target in location space can be specified or a target in posture space. Pursuing a particular posture is rather easy: in this case, first, a posture goal activates the closest neurons in posture space. Next, this goal activity is propagated backwards throughout the posture space by means of model-based RL [Sutton and Barto, 1998]. Finally, control is invoked by deducing the neuron in posture space closest to the current arm posture, extracting the connection to the most strongly activated neighboring neuron, and executing the motor code that is associated with the neural connection. Given a well-connected network of neurons, behavior is guaranteed to reach the goal-activated neuron. When pursuing a goal location, however, this goal location first activates the closest neurons in the corresponding task space. Next, this activation is projected into the posture space by the inverse kinematic connection matrix (established by the Hebbian learning mechanism) between task space and posture space. The resulting goal manifold in posture space is then propagated throughout posture space and control is invoked as before.

To get more specific, we use the following notation: nodes of a neural network are denoted by small letters, $P$ denotes the set of all posture space neurons, and $L$ the set of all hand location space neurons. Furthermore, the terms “node” and “neuron” will be used in an interchangeable fashion, as nodes are part of neuronal networks. The activity of node $n$ is denoted by $a_n$.

Location Goal Reaching in Detail

For a given target $X \in \mathbb{R}^2$, the neuron $l^* \in L$ being nearest to $X$ is determined. Then, the correlations (weights from the learned inverse kinematic) are used to activate corresponding posture nodes. As the mapping encodes full redundancy, there may be many posture neurons having significant correlations. Our reference approach considers all posture neurons having a correlation weight greater or equal to the correlation threshold $\tau$ ($\tau = 0.15$ has shown to be a good choice) and induces external activity $a_p^{ext}$ to posture neuron $p \in P$ by

$$a_p^{ext} = w_{p,l^*} \cdot \xi + 1, \text{ if } w_{p,l^*} \geq \tau,$$

with $w_{p,l^*} \in [0,1]$ being the learned correlation weight (mapping location- with posture-space neurons) between $p$ and $l$. Thus, a good portion of neurons is ignored and a manifold of interesting postures is activated. The constant factor $\xi$ applied to the weight is set to 0.3.

The induced activity is then propagated through the network using the following model-based state value learning rule (according to [Butz et al., 2010])

$$a_p \leftarrow \max(a_p^{ext}, \gamma \cdot \max_{q \in N(p)} (a_q)),$$

where $N(p)$ denotes the set of neurons being neighbors of neuron $p$. The learning rule thus encodes either the own ex-
Table 1: Performance of location goal reaching (702 start-target combinations) using the setups STD (standard setting), IACT (activating only the best node in location space), ALLACT (activating all nodes in location space), NNEM (check for new node after every movement). See text for details about the configurations.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>STD</th>
<th>IACT</th>
<th>ALLACT</th>
<th>NNEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successfully reached</td>
<td>676.7</td>
<td>597.5</td>
<td>679.0</td>
<td>628.1</td>
</tr>
<tr>
<td>Quality of path (QoP)</td>
<td>2.46</td>
<td>4.09</td>
<td>10.50</td>
<td>3.10</td>
</tr>
<tr>
<td>Average #steps needed</td>
<td>44.7</td>
<td>65.8</td>
<td>246.2</td>
<td>56.6</td>
</tr>
<tr>
<td>Median #steps</td>
<td>36.5</td>
<td>61.8</td>
<td>126.0</td>
<td>38.3</td>
</tr>
<tr>
<td>Standard deviation #steps</td>
<td>52.1</td>
<td>43.8</td>
<td>336.8</td>
<td>128.3</td>
</tr>
</tbody>
</table>

The reference approach (STD) induces activity to a manifold of suitable posture neurons, activating each of them with an external activity close to one (slightly graded dependent on the strength of the learned connection weights). The reaching process uses the proprioception of the arm to determine which posture neuron is currently the closest. This is denoted as the arms’ current node. Given the arm’s current node, the system considers all neighboring nodes and attempts to move in the direction of the most active neighbor node. This is done until the arm has reached the actual target.

**Inhibition** Once a node has been visited by the arm, it gets inhibited, in order to make it less interesting for the arm to aim at the same posture again. Hence, loops where the arm moves back and forth are avoided effectively. Also in general it seems reasonable to avoid the reaching of the same postures with the arm within one goal-directed movement. A similar mechanism was also used in TGNG [Butz et al., 2010].

**Transitioning to neighbor nodes** At every time step the arm is at a specific node and tries to move to the best neighbor node. An important concept is how to actually transition the state of the arm to the next node. The most straight forward approach is to check after each movement which node in the posture space network is nearest to the arms’ new proprioception. Analyzing the behavior showed that in many cases the arm does not reach the neighbor node it originally aimed at. Often a node in between is encountered and becomes the new current node. In consequence, the arm has to do new planning again and the trajectories in turn become more turbulent. Such nodes in between are not necessarily connected to the node the arm came from and the neighbor it wants to move to, as connections are established depending on the movements made during the learning process. In effect, undesired erroneous behavior may occur.

To avoid this behavior, we estimate the approximate distance $d$ the arm has to travel when starting at node $v$ and aiming at neighbor node $w$. Searching for a new current node is now only done if the distance moved since starting at $v$ is $\geq d$. The benefit of this approach is that movements are becoming much smoother overall and the arm jumps less between near nodes. Additionally, lots of searches for the current nearest node are omitted, which is particularly useful when the posture network is very dense.

### 3 Evaluation of the Current Performance

To evaluate the current performance we focus on reaching hand location goals. 702 different start-goal combinations were chosen randomly to test the behavior of the arm. Before trying to reach targets, the system executes the self-supervised learning process for $T = 100,000$ time steps. Within each step one smooth movement of the arm is executed, the space representations (neural networks) are updated, and forward and inverse kinematics are learned. No obstacles were placed within the environment for the main parameter evaluations. In order to decrease the influence of random learning movements, if not reported differently, all results presented are average values from 100 runs, each of which was tested on the identical 20 sets of 702 start-goal combinations.

We evaluated the system with the aim of revealing parameter dependencies and robustness. Thus, we first vary several crucial parameter settings revealing the respective parameter influences. After that, we illustrate the capability of the arm to avoid obstacles. Finally, we show one slightly more involved run, in which case more than 90% of all location goals are reached successfully.\(^1\)

#### 3.1 Goal-based Neural Activation

Table 1 shows the performance of goal directed behavior of the arm. We present the average number of successfully reached targets (of 702 in total) along with measurements regarding the quality and length of the path taken. The latter values are only considered for successful movements. The quality of path (QoP) is defined as the ratio of the actual distance moved to the optimal distance, with the optimal distance being the Euclidean distance from start to target location.

The reference approach (STD) induces activity to a manifold of suitable posture neurons, activating each of them with an external activity close to one (slightly graded dependent on the strength of the learned connection weights). Note that the system does not reach all targeted locations because we stop the goal reaching and count the trial as a failure when the highest activated node in posture space is reached but this node is not close-enough to the targeted goal. If the trial was not stopped in this case, the system typically reaches all 702 nodes eventually (due to the neural inhibition mechanism), but the quality of the path degrades strongly.

The baseline approach (IACT) considers the results when only the strongest connected node in posture space is activated by the task space goal node. In this case, the redundant mapping is fully disregarded; the arm simply attempts to reach the neuron with the highest connection

\(^1\)If not stated differently, the parameters of the system were set as follows: TGNG node creation thresholds: $\theta_P = .4; \theta_L = .2$; TGNG node parameter adaptation value: $\epsilon_P = .075; \epsilon_L = .2$. Hebbian mapping learning parameters: learning rate $\alpha = .15$, trace value $\lambda = .6$, decelerating learning rate $.99$. 

175
Figure 2: Parameter influences on goal-reaching and quality of path performance.
weight from task space. The evaluation results show, that less goals are reached and the average distance moved to reach goals is larger using this configuration. This clearly shows, that the information encoded in the mapping is indeed useful. It activates a whole manifold of posture nodes and nicely handles redundancy.

In the all activated (ALLACT) case, all posture nodes that are connected to the goal location neuron are activated. The evaluation demonstrates (see Table 1) that the goal reaching performance of the arm gets worse using this configuration. Even though most goals are finally reached, the quality of the reaching movement is really bad compared to the other configurations. This is because neurons in joint space are activated that are hardly anywhere close to the goal location – thus the arm moves through this broad goal manifold in posture space rather randomly, yielding a much worse QoP.

As explained in Sec. 2.2 our reference model does not search for a new current posture node after each executed movement step. NNEM denotes the alternative approach estimating a new nearest posture node after each step (as was done previously in TGNG [Butz et al., 2010]). The evaluations of Table 1 clearly show that this approach is leading to worse results. All quality measures get worse, particularly the much higher variance in the steps needed suggests that there are cases where the arm is getting lost in some loops or unsuitable detours. Note however, that the approximation of the distance to travel before making a transition may in other representation spaces not be that easy to estimate. For example many obstacles or frequently changing environments can be a problem.

3.2 Parameter Influence

Besides these goal-directed neural activations, we also pursued a more involved study of parameter learning influences. In the following, we explore influences of the learning rate and the trace parameter of the Hebbian learning mechanism, as well as of the threshold parameter of TGNG for learning the neural location and posture populations.

Hebbian Learning Parameters

The learning rate parameter \( \alpha \) determines how fast and aggressive the mapping weights between task and posture space are adjusted. Learning the inverse mapping is done via the Hebbian feedback learning rule [Carpenter and Grossberg, 1991]:

\[
\Delta_w = \alpha \cdot a_p \cdot (a_l - w)
\]

(3)

where \( w \) is the current weight between node \( p \in P \) and location node \( l \in L \) and \( \Delta_w \) is the change of the weight in the current learning step. \( a_p \) denotes the activity trace of \( p \) and \( a_l \) the activity of \( l \).

Varying the parameter between 0.04 (very slow learning process) and 1.0 (immediate weight changes) shows that a rather low learning rate between 0.1 and 0.3 is well-suited (cf. Fig. 2(a)). Higher values do not necessarily lead to much less goals reached, but the quality of path gets worse. Overall, however, the learning rate has a rather small influence on the whole system, if within a reasonable, moderate range.

The parameter \( \lambda \) defines the length of the activity trace, when learning the weights of a mapping between posture and location space. The rule to compute the activity trace \( a_n \) of node \( n \) is defined as

\[
a_n = (1 - \lambda) \cdot a_n^{old} + \lambda \cdot a_n^{new},
\]

(4)

where \( a_n^{old} \) is the activation of \( n \) in the previous step and \( a_n^{new} \) the newly induced activation in the current time step. The activity trace aims at encoding movement trajectories. Thus, nodes visited previously can also be correlated to current nodes (from other representation spaces). Setting \( \lambda \) to 1 means that there is no activation trace at all.

The results shown in Fig. 2(b) suggest, that a medium lambda parameter \( \geq 0.4 \) is suitable, in order to have a good QoP. Having a really long trace (low \( \lambda \)), the resulting mappings are lacking quality. Having no trace on the other hand seems to be a reasonable option. At least the variables analyzed here are not suffering from the absence of the activity traces.

Thresholds of TGNG Networks

The threshold parameter(s) of the Time Growing Neural Gas networks (TGNGs) [Butz et al., 2010] have a huge influence on the general performance. A lower (error)-threshold means that the network will have higher density because new nodes are inserted more frequently.

Fig. 2(c) shows the influence of the posture threshold \( \theta_P \) and the location threshold \( \theta_L \). Generally, with a lower threshold parameter \( \theta_P \) more goals can be reached successfully. But having \( \theta_P < 0.4 \) leads to a significantly worse average quality of path. Further evaluation showed, that for \( \theta_P < 0.4 \) the standard deviation of the average number of steps needed to reach targets also increases significantly. With more nodes in posture space the arm has more movement possibilities and the probability that it looses the optimal direction for some steps increases. Moreover, the number of updates per connection decreases when a denser network is grown. Another important consideration at this point is the proper choice of \( \theta_L \) depending on \( \theta_P \) and vice-versa. The densities of the networks should be somewhat comparable to ensure proper mappings between them. While this is a rather experimental task at this point, it appears that the densities can be increased significantly for both networks without getting bad behavioral results. However, the computation-wise efficiency worsens with decreasing \( \theta_P \) as the number of nodes increases quite rapidly (approximately 4000 nodes for a threshold of 0.3 compared to 2000 nodes with the threshold set to 0.4). Moreover, the number of learning iterations necessary to develop a proper kinematic mapping and to associate sufficiently accurate motor codes increases with increasing density of the networks.

The location TGNG threshold parameter \( \theta_L \) has a similar influence. With increasing \( \theta_L \), less goals can be reached. The quality of path gets worse with increasing \( \theta_L \) too. But for lower values like 0.15 and 0.20 the difference is not really significant.

Obstacles

The system is also able to handle obstacles within the environment. To avoid crashing into them, neurons near and within obstacles are simply inhibited. Moreover, the inverse kinematics model provides information about postures that are possibly causing crashes, which are also inhibited so that no reward can be propagated through obstacle-based inhibitions. Fig. 3 shows typical trajectories of the arm when reaching a target, pointing out different trajectories chosen due to an obstacle.

Reliable Goal Location Reaching

Seeing that the presented results so far have not reached all goal locations robustly, we ran slightly more involved runs with the TGNG threshold parameters set to \( \theta_P = 2; \)
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\( \theta_L = .05 \) for 500,000 learning iterations. All other parameters were set to the standard settings. Fig. 4 shows that with these settings nearly all location goals are reached. The results also confirm that posture goals are easier to reach and are in all cases reached reliably. Moreover, the results also show that the network sizes grow significantly. Clearly the posture network is much larger due to the 3D angular space being covered in contrast to the 2D location space. When considering the path qualities achieved, Fig. 5 shows that the path does not become fully straight. The performance with respect to posture space goals indicates that the motor encodings in the neural connections are not perfect. Moreover, due to the focus on the next best node, the path cannot be fully straight. Low-pass filters in the motion generation may alleviate this problem. The location space performance is even worse. In this case, though, the system attempts to generate a straight path in posture space, not in location space. Thus, the measure confirms progressive learning but it is not an absolute performance measure.

In sum, the results show that the overall system is able to reach all goals in posture space as well as in location space, even though all representations and associations between these representations were learned from scratch learning from uncontrolled, random motions. While the path optimality may be improved further, it has to be kept in mind that the system currently blindly executes each movement.

Figure 3: Two reaching movements, (a) without obstacles and (b) with two obstacles (red squares). The arm has to move its end effector to the location goal target (small red circle). The trajectory taken by the arm is visualized in light gray color. The resulting posture when the target was (nearly) reached is shown in blue. Due to the obstacles in (b) the resulting trajectory differs, effectively avoiding crashing into the upper obstacle.

Figure 4: With even lower TGNG thresholds, the networks grow bigger and the target reaching performance also reaches close-to 100% even when reaching for location targets.

Figure 5: Also the path quality improves when a larger network is learned. Note that the system always attempts to move straight in posture space - thus the path quality for location goals has to be taken with a grain of salt. Nonetheless, there is definite room for improvement when considering the path quality results.
without considerations of the previous one. Thus, integrating successive motion vectors may be able to solve the challenge of generating more smooth and straight paths to goals. Nonetheless, the results concerning obstacle avoidance have confirmed that the system is indeed able to generate dexterous behavior, having learned its body model fully from scratch.

4 Conclusion

The results presented in this paper confirm that the combination of TGNG with Hebbian learning and model-based RL works rather effectively. However, clearly learning takes a rather long time and the final path quality is not optimal. Note, however, that learning was based on completely random movements. Others have shown that goal-babbling from early on can improve the speed of learning significantly [Rolf et al., 2011]. Moreover, active information seeking, that is curious behavior [Oudeyer et al., 2007], which was included in the TGNG algorithm [Butz and Reif, 2010], may be included in the current system to speed-up learning even further by essentially acting information-oriented. In this study, however, we refrained from utilizing such techniques to reveal a baseline system performance.

Besides curiosity, other motivations may be included to explore the external environment further once the arm model is sufficiently accurate. Forward kinematic mappings can also be learned along similar lines, allowing the anticipation of action consequences in posture space as well as in task space. Such anticipatory capabilities may be used for filtering incoming sensory information, acting based on internal expectations, as well as for forward planning. Finally, we intend to use this learning approach to learn the population encodings and mappings in the modular modality frame (MMF) model [Ehrenfeld and Butz, 2013]. MMF modularizes the SURE,REACH approach yielding a body model with maximally three dimensional spaces. However, currently no structural learning takes place in MMF: Due to this dimensional restriction in MMF, the combination of the utilized learning techniques with MMF promises to yield a system that is able to learn a full seven degree of freedom human arm model or even a full human body model in 3D space. Future research will need to investigate the capabilities of generating dexterous behavior within such a learned, distributed body model.
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Abstract

Handwritten digit recognition in applications like automatic exam grading is challenging because handwritings inherently differ between development data sets and real application scenarios. To overcome this issue, we propose three handwriting adaptation methods and compare them on a data set of 2860 samples of 26 different users. We explain preprocessing and feature extraction steps, and suggest different adaptation approaches: two methods are similar to bootstrapping, and one method uses dimensionality reduction. Experimentally, we show that adaptive approaches yield significantly better results than the standard classifier. Adaptation improved the precision of an already good baseline by about one to four percent depending on the size of the training set.

1 Introduction

High accuracy handwritten digit recognition systems typically build upon thousands to tens of thousands of annotated training images [DeCoste and Schölkopf, 2002]. However, even then classifiers appear to be brittle when applied on slightly different data [Seewald, 2012]. One of the reasons for this is that the same digit can look differently when it was written by different persons as depicted in Figure 1. The samples on each side were written by one student respectively, and we can see clearly that each handwriting has distinct characteristics. As a result, samples of one class are consistent for a certain student, but there may be inconsistencies summing over samples of different handwritings. Therefore, it is difficult to categorize a sample without annotated samples from the same person for a normal classifier. The proposed adaptation methods deal with this problem by classifying a whole set of samples from one user at once instead of one by one. By this means, they can utilize the similarities of these samples to adapt the recognition process to new handwriting styles. The evaluation of the techniques shows that this adaptation of a classifier on the handwriting of one user is possible and can improve the precision of the classifier.

The foundation of the customization approaches in this paper is a Support Vector Machine classifier [Cortes and Vapnik, 1995] which is also used as a baseline in the evaluation. However the introduced techniques are not restrained to this type of classifier, but they can also be used with every other classifier which is able to specify the likelihood of its classification for every class. A possible use case of the proposed methods is automatic exam grading, like in [Mandel et al., 2011]. Hence the considered classes are digits (0-9) as well as commas. On the exam sheets, every digit and symbol is written into a separate box. The exams get scanned and the boxes are cut apart. The resulting gray-scale images are grouped for every exam because they originate from the same user. These sets of images are the input for the classifier.

Our paper has the following structure. Firstly, we discuss related work and give an introduction to preprocessing and feature extraction of the images. In Section 5, we describe three different types of handwriting customization techniques. In the evaluation section, the used data set is described, and the results are presented and discussed. Finally, we suggest topics for future work and give a summary of our findings.

2 Related Work

Handwritten digit recognition is a well examined field with many different approaches. One of the most successful classifiers in this domain are Support Vector Machines (SVM) [Cortes and Vapnik, 1995]. This is confirmed in [DeCoste and Schölkopf, 2002] where a Support Vector Machine approach with the lowest reported test error on the MNIST digit recognition task at that time was proposed.

Processing human and computer generated data has led researchers to adaptation techniques in different domains of artificial intelligence. For instance, context consistencies arise in text processing or speech recognition. Klügl et al. [2012], for example, collectively segment references of scientific papers using statistical graphical models. They exploit the homogeneity of formatting inside of sections originating from style guide usage. Intelligent speech recognition systems must also learn to map signals with speaker specific characteristics to general symbols. For instance, Leggetter and Woodland [1995] showed that linear transformations can be used to maximize the likelihood of the new data and thereby associate patterns across in-
individual speakers. To adapt online\(^1\) handwritten character recognition, Szummer and Bishop [2006] proposed to use a mixture of experts. They assume a supervised setting where some labeled examples of the new handwriting are always available. Classifiers are trained on clusters of similar handwriting styles, and combined to produce an adaptive model weighted by each classifiers’ posterior probability on the labeled samples of a new handwriting. In this paper, however, we propose approaches for adaptation when no labeled data is present.

The subspace embedding technique in this paper is sustained by the assumption that identical digits are close to each other in a common subspace. This hypothesis is supported by [Chapelle et al., 2002] where clustering of unlabeled instances in subspaces was utilized for kernel adaptation in Support Vector Machines, which improved their error rate.

Adaptation of digit recognition models to user characteristics is strongly related to semi-supervision. A very popular technique in this domain is bootstrapping [Yarowsky, 1995] which successively populates the training set with the most confident predictions on the unlabeled data. Two of the methods (Best-First-One/Two) that we propose in Section 5 can be regarded as bootstrapping methods. Best-First-One directly populates the training set with certain unlabeled instances, whereas Best-First-Two creates a new classifier with them and balances this classifier against the initial one.

3 Preprocessing

The first stage of the classification process aims to reduce the impact of different scales, positions and intensities of the symbols. Furthermore it tries to remove noise from the images. In the following, we illustrate all preprocessing steps for the example shown in Figure 2.

**Horizontal Cropping** As the first step the digit is cropped horizontal. This is done to remove potential vertical lines originating from the frame of the boxes. The detection and removal of lines at the borders is achieved by calculating the average grayscale value of the two most left and right pixel columns. If the average value for the first column is below 230 the column is removed and the second column is taken into consideration in the same way. Otherwise the image is not modified. Additionally a variance-based heuristic is applied to try and crop the digit horizontally in order to get rid of lines in the interior.

**Binarization** The next preprocessing step is the previously mentioned binarization. The main goal is to make the input invariant to different intensities of the handwritten symbol. To put this into effect Otsu’s method is used to compute a threshold based on the histogram of gray-scale values. The threshold is then applied to categorize the image into black and white pixels.

**Centralization** The symbol is moved to the center of the image by its center of mass in order to compensate translations.

**Symbol-Cropping** After centralization, we remove irrelevant and noisy parts of the image to reduce the effect of differently sized symbols. We apply two methods. Firstly a variance-based heuristic, similar to the one used earlier, but this time in horizontal and vertical directions. Secondly, the left and right boundaries of the symbol are estimated as the 3rd and the 97th percentile of the x-coordinates of the black pixels respectively. The bottom and top boundaries are identified analogously.

**Resizing** Finally, we resize the image to the uniform size of 20x30 pixels by antialiasing. By this means, identical symbols should have nearly the same size, and, essentially, we achieve scale invariance to some degree.

![Figure 2: Preprocessing steps: Original, Horizontal Cropping, Binarization, Centralization, Symbol-Cropping, Resizing.](image)

4 Feature Extraction

Feature extraction is the next stage of the classification process. The features used can be easily extracted due to the extensive preprocessing. There are also only two different types of features. These are explained in the following.

**Pixel Gray-Scale Value** The first type of features are the gray-scale values of the image resulting from the preprocessing. The images have 20x30 pixels, so there are 600 pixel features in total. These are intended to represent the general shape of the digits.

**Zone Gray-Scale Value** The second type of features are also gray-scale values. These are extracted during preprocessing after the symbol gets centralized. The basic idea is to lay a coarse grid over the image and use the average gray-scale value of the resulting zones as features. In the actual implementation, the image is resized to 14x14 pixels and their value is extracted. This amounts to 196 zones features. The purpose of this type of feature is to distinguish between similar shapes by properties removed through symbol cropping.

5 Approaches for Handwriting Adaptation

Handwriting adaptation is the final and central stage of our system. In contrast to static handwritten digit recognition systems, we utilize the similarities between samples of the handwriting of one user to improve the classifier’s performance particularly on this user’s set of samples.

One of the inherent challenges of adaptation is how to model and obtain handwriting specific information for a new person. The naive approach is clustering the samples and assigning a class to each cluster. However it is difficult to get an accurate clustering in a real-world application. So a similar method is used which places similar samples near each other in a low-dimensional space. This well-known method is called subspace embedding. Another way to utilize the similarities of a user’s samples is bootstrapping. The idea of bootstrapping in this case is to classify only the certain samples at first and then use these samples as if they

\(^1\)online handwriting recognition processes path trajectories rather than static scanned images.
were annotated samples to improve the further classification. This method is utilized in both Best-First techniques.

Another challenge is how to integrate the similarity information into the classification process. One possibility is to model it as additional features. But it is not really clear how to make these features invariant to the user’s specific differences and the weighting of the additional to the original features is difficult to handle. A simpler way is to directly modify the classifier’s probabilities of class affiliation based on the similarity information. This is also the method utilized in all three adaptation techniques, which are proposed in the following.

A further common denominator is the use of an Support Vector Machine as an initial classifier derived from a training set of annotated samples. This classifier is mostly used to calculate the probabilities of class assignment for samples. So an additional challenge is to modify mainly the samples which the classifier is unsure about. We handle this by weighting the modifications of the following techniques by the certainty of the classifier. To determine this certainty a function based on the class probabilities is needed, which is the entropy function in our case.

5.1 Subspace Embedding
The first approach introduced is subspace embedding. The idea of subspace embedding is to reduce the dimensions of the feature vectors of the user’s samples to a few concepts. This can be achieved through principal component analysis [Jolliffe, 1986]. Identical digits are likely to have the same concepts so they are also likely to be positioned near each other in the subspace. This is used to modify the sample’s probabilities of class affiliation in order to shift the classification of unsure samples in the right direction. To be more concrete, for every sample a number of nearest neighbors are used for the modification. The influence of every neighbor decays based on their quadratic euclidean distance to the considered sample. The overall magnitude of the adjustments made to the probabilities also depend on the certainty of the sample’s classification. To estimate how sure the classifier is about an assignment the normalized entropy over the probabilities of class affiliation is used. After these adjustments, the class with the highest probability is assigned to the sample.

5.2 Best-First-One
The Best-First-One method initially classifies all samples of the user set to gather the best samples, i.e. the ones which the classifier is most certain about. The certainty of a sample is identified by the entropy of it’s probabilities of class assignment. A threshold is used to split the safe from the unsafe samples. However a specific fraction of the samples is always assumed as safe. These samples are treated as annotated examples and added to the training set. A classifier is created from the enhanced training set. The remaining samples are then classified with this new classifier.

5.3 Best-First-Two
The Best-First-Two technique is very similar to the Best-First-One method. The difference is that the safe samples are not added to the initial training set but used to create a new classifier only based on these samples. The classes for the remaining samples are then determined by the sum of weighted probabilities of both classifiers. The weights are appointed according to the entropies of the probabilities. This way the classifier, which is more sure about the class of a sample, is taken into account to a further extend. A direct advantage of this variation is that only the certain samples have to be learned and not the entire training set. This results in shorter runtimes, especially if the initial training set is large.

6 Evaluation
We evaluated the three different customization methods and the standard classifier, which does not use user specific information. Therefore, a user set was chosen as the test set, a training set was sampled from the remaining user sets, and the precision scores of the four techniques were measured on the test set. This process was repeated for each of the 26 user sets similar to a leave-one-out evaluation setting. The results were averaged over all repetitions for every method and training set size. The implementation was done in Python. The libraries NumPy2, SciPy3, scikit-learn4 and Pillow were utilized. In the following, the parameters used for each method are listed.

Support Vector Machine The Support Vector Machine classifier used a polynomial kernel with a degree of three. Probability calculations for class affiliation was enabled. Subspace Embedding The feature vectors were reduced to three dimensions. The three nearest neighbors were used to adjust the sample’s probabilities. The entropies were normalized with the factor 1/7. Best-First-One/Two The threshold chosen to separate the safe from the unsafe samples was 0.9. Ten percent of the samples of the user set were always assumed to be safe.

6.1 Data Set
A custom data set was used since most standard data sets do not provide user information associated with their samples. However this is necessary for the adaptation techniques to work. The data set was gathered using test forms with boxes for every symbol. It consists of 26 sets of different users. Every set contains 10 annotated examples for the digits 0-9 and the comma symbol. So there are 110 examples for each user in total and the data set amounts to 2860 samples overall.

6.2 Results
The results are plotted in Figure 3 with the size of the training set as the x-axis and the average precision as the y-axis. All adaptation methods exceed the standard classifier’s curve regardless of the training set size. The distance between the standard classifier and the customization methods at a training set size of 100 amounts to about four percent. For the training set size 1000 the difference is still around one to two percent for all adaptation techniques.

Table 1 presents concrete numbers for these experiments. Values printed in bold type show the respective best approach for each training set size. Underlined values mark statistically significantly better precisions compared to the standard classifier (paired t-test, p-value <0.05).

Subspace embedding and Best-First-One provide very similar performance on all training set sizes. The precisions provided by Best-First-Two are also similar for the sizes 100, 200, 600 and 700. On the sizes 300 to 500 Best-First-Two was outperformed by the other two approaches by around 0.5%, but it surpasses them on the sizes 800 to 1000 by about the same amount.

\[2\]http://www.numpy.org/
\[3\]http://www.scipy.org/
\[4\]http://scikit-learn.org/
8 Summary

We proposed three approaches for handwriting adaptation of digit recognition: one approach that applies subspace embedding and two approaches that are similar to bootstrapping. Our experiments showed that adaptive techniques can enhance the precision of the standard classifier significantly which emphasizes the importance of adaptation in this domain. The overall precision scores of the three approaches were comparable. Their notable improvements over an already good baseline ranged from about one to four percent.
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Figure 3: Average precision of the different methods for several training set sizes

Table 1: Table of average precisions. Bold values show the best approach for each training set size. Underlined values are significantly better compared to the standard classifier.

<table>
<thead>
<tr>
<th>Size of training set</th>
<th>Standard classifier</th>
<th>Subspace Embedding</th>
<th>Best-First-One</th>
<th>Best-First-Two</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.815</td>
<td>0.858</td>
<td>0.854</td>
<td>0.856</td>
</tr>
<tr>
<td>200</td>
<td>0.875</td>
<td>0.895</td>
<td>0.895</td>
<td>0.894</td>
</tr>
<tr>
<td>300</td>
<td>0.893</td>
<td>0.908</td>
<td>0.907</td>
<td>0.903</td>
</tr>
<tr>
<td>400</td>
<td>0.905</td>
<td>0.919</td>
<td>0.920</td>
<td>0.913</td>
</tr>
<tr>
<td>500</td>
<td>0.910</td>
<td>0.924</td>
<td>0.927</td>
<td>0.919</td>
</tr>
<tr>
<td>600</td>
<td>0.913</td>
<td>0.930</td>
<td>0.931</td>
<td>0.929</td>
</tr>
<tr>
<td>700</td>
<td>0.915</td>
<td>0.932</td>
<td>0.932</td>
<td>0.933</td>
</tr>
<tr>
<td>800</td>
<td>0.921</td>
<td>0.935</td>
<td>0.936</td>
<td>0.940</td>
</tr>
<tr>
<td>900</td>
<td>0.924</td>
<td>0.935</td>
<td>0.935</td>
<td>0.940</td>
</tr>
<tr>
<td>1000</td>
<td>0.921</td>
<td>0.933</td>
<td>0.936</td>
<td>0.939</td>
</tr>
</tbody>
</table>

6.3 Discussion

Figure 3 shows that the adaptation methods provided consistently superior precision in comparison to the standard approach. The improvements were statistically significant in 20 out of 30 cases (see Table 1 for details). Hence it can be assumed that the proposed methods are able to adapt to handwritten digits and commas of a new handwriting in order to improve their performance. In summary, all techniques provide considerable improvements to the standard classifier by about the same extent and are recommended for further investigation.

7 Future Work

In this work, we applied a special subspace embedding technique, different methods of dimensionality reduction like Isomap projections could be considered for a dispersion of different symbols in the subspace. Future work can further investigate other approaches to weight the certainties of the initial recognition, or the distance functions used. For the Best-First methods one important parameter is the optimal threshold to separate certain samples from uncertain ones. The Best-First-Two approach could possibly be further enhanced by more precise weighting between the two classifiers, and incorporating more complex features, confer, for example, [Leibfried, 2012].
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Abstract


1 Einleitung


Die zu lösende Problemstellung besteht aus wissenschaftlicher und technischer Sicht darin, die verschiedenen Technologien zu einem Prototyp zusammenzufassen, mit dem der Nutzen der Synthese aus Modellierungswerkzeug und Wiki empirisch überprüft werden kann. Besondere folgende Aufgaben sind hierbei zu lösen:

• Erweiterung eines Prozessmodellierungswerkzeugs um Komponenten, die eine Verknüpfung von Prozessmodellelementen mit Ontologiebegriffen sowie eine semantische Korrektheitsprüfung erlauben.

Schaffung einer Serverkomponente, die sowohl Funktionalitäten für das Prozessmodellierungswerkzeug bereitstellt als auch eine Schnittstelle zu einem Semantic Wiki aufweist.

• Ermittlung geeigneter Hilfestellungen und Assistenzen zur Erstellung von Reports, die das durch die


Abb. 1 zeigt die Struktur der Plattform zur semantischen Prozessmodellierung.

Die zu lösende Problemstellung besteht aus wissenschaftlicher und technischer Sicht darin, die verschiedenen Technologien zu einem Prototyp zusammenzufassen, mit dem der Nutzen der Synthese aus Modellierungswerkzeug und Wiki empirisch überprüft werden kann. Insbesondere folgende Aufgaben sind hierbei zu lösen:

• Erweiterung eines Prozessmodellierungswerkzeugs um Komponenten, die eine Verknüpfung von Prozessmodellelementen mit Ontologiebegriffen sowie eine semantische Korrektheitsprüfung erlauben.

Schaffung einer Serverkomponente, die sowohl Funktionalitäten für das Prozessmodellierungswerkzeug bereitstellt als auch eine Schnittstelle zu einem Semantic Wiki aufweist.

• Ermittlung geeigneter Hilfestellungen und Assistenzen zur Erstellung von Reports, die das durch die
Verknüpfung mit dem Semantic Wiki zur Verfügung stehende Wissen nutzen. Es sind unterschiedliche Ansätze wie Formulare, stichwortbasierte Anfragesprachen, und strukturierte Anfragen hinsichtlich ihrer Benutzbarkeit und Nutzerakzeptanz vergleichend zu evaluieren.

Im Rahmen dieses Beitrags wird ein erster Schritt zur Erreichung der angestrebten Synthese aus Prozessmodellierungswerkzeug und Semantic Wiki unternommen, indem zunächst der Nutzen dieser Verbindung systematisiert und charakterisiert wird. Anschließend wird eine Forschungsagenda vorgestellt, anhand derer das Werkzeug entwickelt werden soll.

2 Nutzentypen der Synthese

Abb. 2 zeigt die fünf wesentlichen Nutzenpotenziale der Synthese aus Prozessmodellierungswerkzeug und Semantic Wiki gegenüber den aktuell angebotenen Werkzeugen. Die Nutzenpotenziale (1-5) werden im Folgenden beschrieben und durch eine detailliertere Darstellung der Nutzenaspekte (N) konkretisiert.

2.1 Semantisch eindeutig definierte Prozesse


N1.3 Beschleunigung von Einigungsprozessen

2.2 Verknüpfung von Prozessen mit Kontextwissen


- N2.1 Verbesserung des Business/IT-Alignment
- N2.2 Verbesserung des Strategic Alignment
- N2.3 Parallelisierung der Erarbeitung von Prozess- und Kontextwissen

2.3 Automatisierte inhaltliche Prüfung von Prozessen


Die zu inhaltlichen Prüfungen erforderlichen, formal spezifizierten semantischen Korrektheitsbedingungen können hierbei angepasst an den Verwendungszweck und die Kompetenz der Mitarbeiter in mehreren Stufen spezi-

- N3.1 Automatisierte inhaltliche Prüfung von Pro zessmodellen
- N3.2 Variable und Nutzer-anangepasste Spezifikation von Korrektheitsbedingungen

2.4 Einfache und intuitiv nutzbare grafische Mustersuche Grundprinzip der Mustersuche ist es, Modelle als struk tuirierte Anfragen zu interpretieren. Somit kann das vorhandene Wissen zur Modellierung auch zur Suche im Modellbestand verwendet werden und damit ein weiteres Mal zur Anwendung kommen. Wird also beispielsweise ein Prozessmodell mit zwei durch eine Flussbeziehung verbundenen Funktionen konstruiert, so kann mit diesem Modell im gesamten Modellbestand nach Modellen gesucht werden, die dieses Muster enthalten. Durch Verfein rungen wie Platzhalterzeichen und variable Pfadlängen sowie durch die Nutzung maschineller Schlussfolgerungen kann mit kompakten Modellen eine hohe Ausdrucksstärke der resultierenden Anfragen erzielt werden. Ein dreifacher Nutzen der so erzeugten strukturierten Anfragen besteht in (a) der Suche nach Mustern oder Modellfragmenten, (b) der Verwendung der strukturierten Anfragen als Korrektheitsprüfungen sowie (c) der Verwendung der Anfragen zur Erstellung von Reports. Während die bisher in diesem Bereich entwickelten Anfragesprachen wie BPMN-Q [Awad et al., 2008] jeweils für genau eine Prozessmodellierungssprache entworfen wurden, wird mit der Plattform eine allgemeine Lösung ange strebt. Diese wird dadurch erreicht, dass die Prozessmo delle in einer verallgemeinerten Form (d.h. unabhängig von einer konkreten Sprache) im Semantic Kernel gespeichert werden.

- N4.1 Verwendung grafischer Modelle zur Spezifika tion von Anfragen
- N4.2 Mehrfachnutzung von Anfragen zur Mustersuche, als Korrektheitsbedingung und in Reports


Ein weiterer innovativer Aspekt ist die Nutzung von maschinellen Schlussfolgerungen, die durch eine Ver knüpfung der Prozessmodelle mit den formalen Wissen strukturen der Semantic Wikis ermöglicht wird. Die Reports können somit Fakten enthalten, die nicht explizit in den Modellen enthalten, aber aus ihnen logisch ableitbar sind. Ein Beispiel hierfür wäre etwa die Ausgabe von in den Modellen enthaltenen Funktionen, die den Lagerbe stand reduzieren. Verbraucht eine Funktion Ressourcen, die in einem Lager bevorzogen werden, so kann gefolgert werden, dass diese Funktion den Lagerbestand reduziert. Ebenso können in sehr einfacher Weise Abhängigkeiten und Zusammenhänge zwischen Funktionsbereichen eines Unternehmens aufgedeckt werden (bspw. „50 % aller Prozesse nutzen die Rechtsabteilung“), die ggf. zur internen Leistungsverrechnung herangezogen werden können. Weiter sind auch Prozess-Metriken ermittelbar, etwa wie häufig Abteilungspränge auftreten oder wie hoch die Anzahl beteiligter Dokumente an einem Prozess ist.


| Tabelle 1: Zusammenfassende Darstellung und Charakterisierung der Nutzentypen |
|-----------------|-----------------|-----------------|-----------------|
| ID | Nutzentyp | Zeit | Kosten | Gute | Qualität | Quantitativ | Kurzfristig | Langfristig |
| N1.1 | Wiederverwendung konsensualen Wissens zur Prozessmodellierung | x | x | x | x |
| N1.2 | Schnelligere Einarbeitung neuer Mitarbeiter in die Prozesse | x | x | x |
| N1.3 | Beschleunigung von Eingangsprozessen durch Referenzontologien | x | x | x |
| N1.4 | Reduktion des Aufwandes zur Prozessintegration durch standardisierte Semantiken | x | x | x |
| N2.1 | Verbesserung des Business/IT-Alignment | x | x | x |
| N2.2 | Verbesserung des Strategic Alignment | x | x | x |
| N2.3 | Parallelisierung der Erarbeitung von Prozess- und Kontextwissen | x | x | x |
| N3.1 | Automatisierte inhaltliche Prüfung von Prozessmodellen | x | x | x |
| N3.2 | Variable und Nutzer-anangepasste Spezifikation von Korrektheitsbedingungen | x | x | x |
| N4.1 | Verwendung grafischer Modelle zur Spezifikation von Anfragen | x | x | x |
| N4.2 | Mehrfachnutzung von Anfragen zur Mustersuche, als Korrektheitsbedingung und in Reports | x | x | x |
| N5.1 | Unterstützung der Report-Generierung über verschiedene Assistenzsysteme | x | x | x |
| N5.2 | Vollständigere Ergebnisse durch die Nutzung maschineller Schlussfolgerungen | x | x | x |
| N5.3 | Proaktive Benachrichtigungsfunktion bei Änderungen | x | x | x |
Report könnte bspw. in der Ausgabe aller Server bestehen, für die kein zugreifender Prozess oder keine verantwortliche Organisationseinheit (mehr) bekannt ist.

- N5.1 Unterstützung der Report-Generierung über verschiedene Assistenzsysteme
- N5.2 Vollständigere Ergebnisse durch die Nutzung maschineller Schlussfolgerungen
- N5.3 Proaktive Benachrichtigungsfunktion bei Änderungen

3 Integration der Nutzertypen

4 Forschungsagenda und Prototypenbau

4.1 Analyse der Anforderungen an die Synthese
Anhand von Umfragen und Experteninterviews muss die Relevanz der einzelnen funktionalen Merkmale der Plattform festgestellt werden, sodass die Erforschung und prototypische Entwicklung der Teilkomponenten entsprechend priorisiert werden kann.

4.2 Gestaltung des Prozess-Editors
Es muss erforscht werden, wie eine Erweiterung eines bestehenden Modellierungswerkzeugs realisiert werden kann, die die beschriebene Synthese umsetzt. Insbesondere muss die Annotation mit Begriffen aus einer formalen Ontologie derart gestaltet und erforscht werden, dass der Prozess-Editor dem Modellkonstrukteur unterstützend passende Begriffe vorschlägt und somit der Aufwand zur Annotation nachweisbar gering gehalten werden kann.

4.3 Entwicklung des Semantic Kernel

4.4 Integration des Semantic Wiki und Nutzer-Test
Es muss erforscht werden, wie ein Wiki zur Pflege und Weiterentwicklung der formal definierten Begriffe in das Gesamtsystem integriert werden kann. Eine prototypische Implementierung eines an den Semantic Kernel angebundenen Wikis, das den Pflegeprozess ausstatter ist, kann die Machbarkeit der Plattform zeigen und erlaubt eine Evaluation der Integration von Domänenwissen (Konzepte und Relationen im Semantic Wiki) und Prozesswissen (Prozessmodelle im Prozess-Editor) anhand praktischer Anwendungsbeispielen.

4.5 Entwicklung des Report-Generators
Es muss erforscht werden, wie ein Report-Generator im Hinblick auf eine flexible und schnelle (ohne Programmierung umsetzbare) Erstellung von Berichten auf der Basis der im Semantic Kernel gespeicherten Prozessmodelle zu gestalten ist. Grundlage für die Reports sind strukturierte Anfragen an die im Semantic Kernel enthaltene Wissensbasis, die unter Nutzung der im Semantic Kernel enthaltenen Inferenzmaschine beantwortet werden. Für die Erfassung von Anfragen durch Nutzer sind verschiedene Szenarien und Ansätze zu erforschen wie (a) eine Selektion und (Re-)Kombination einer Anfrage aus vorgefertigten Anfragen, (b) die Erstellung von Anfragen durch Modellfragmente im Prozess-Editor oder (c) die Erstellung von Anfragen über einen formularbasierten Assistenten, (d) mittels einer grafischen Anfragesprache oder (e) mittels einer Anfragesprache wie SPARQL.

4.6 Abschließende Evaluation

5 Stand des Wissens und verwandeter Arbeiten

Semantik im Kontext von Modellierungssprachen. Untersuchungen zur Semantik von Modellierungssprachen haben sich bislang hauptsächlich auf die formale Semantik der zur Verfügung stehenden Sprachelemente – insbesondere Sprachkonstrukte genannt – konzentriert. Die formale Semantik ist u. a. in der Theoretischen Informatik und der Logik verankert und beschäftigt sich mit der exakten Bedeutung künstlicher (d. h. konstruierter)
oder natürlicher Sprachen. Einen zentralen Stellenwert bei der Untersuchung der formalen Semantik von Modellierungssprachen nehmen mathematische Methoden ein (für die Sprache der Ereignisgeteuften Prozesskette EPK vgl. stellvertretend Kindler 2006 und die dort zitierte Literatur). Arbeiten zur formalen Semantik im Bereich der Prozessmodellierung betreffen zumeist dynamische Aspekte (die sog. Ausführungssemantik von Modellen) und zielen auf die Untersuchung und Vermeidung bestimmter Anomalien wie etwa Verklemmungen (Deadlocks) ab [van der Aalst, 1999; Dijkstra et al., 2007; Mendling, 2009, S. 7]. Die Semantik, die Modellelementen in Form von Modellelementbezeichnern hinzugefügt wird und gerade bei semiformalen Sprachen an die natürliche Sprache gebunden ist, wird in den Arbeiten nicht berücksichtigt.


### 6 Fazit

Im Rahmen dieses Beitrags wurde der Frage nachgegangen, welche Nutzenpotenziale eine Synthese aus Prozessmodellierungswerkzeug und Semantic Wiki besitzt. Die Verbindung aus Prozessmodellierung und kollaborativem Wissensmanagement, das mit (semantischen) Wikis ermöglicht wird, verspricht vielfältige Nutzen mit sich zu bringen und insbesondere auch durch die Integration des Wikis das Wissen von Akteuren mit einzubeziehen, die nicht direkt mit der Prozessmodellierung befasst sind.

Durch die geplanten prototypischen Implementierungen im Rahmen der Forschungsagenda sollen ausgewählte Bestandteile einer empirischen Überprüfung unterzogen werden, um so schließlich die Grundlage für theoretisch abgesichertes Gestaltungswissen zu schaffen.
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Abstract

Employee knowledge is a valuable and thus very important asset of a company. However, employees are often not aware of existing knowledge within their organization. As a result, wheels are reinvented continuously within organizations and employees spend unnecessary time learning processes in a cumbersome way on their own. To deal with this problem, databases containing explicit knowledge are often built, but they are rarely used – mainly due to the immense effort of keeping them up to date. In this paper, we present a new approach aiming at socially connecting employees – an internal social knowledge network. A major novelty is the use of the organization’s business processes as a starting point. Employees can connect to each other by indicating their process-related areas of expertise. The aim is to enable sustainable sharing and distribution of knowledge within an organization.

1 Framework for the knowledge connection of employees

We propose an internal social network system that is closely linked to the processes of an organization and does not contain the tacit knowledge itself. The idea is to motivate employees to indicate their areas of expertise and to claim expert status toward other employees:

- **Setting up the process architecture**: The starting point for the introduction of such a social knowledge network lies in the organization’s business processes (Figure 1). The processes define the business-related connections between employees. Such a process architecture is provided to employees within the social knowledge system. The processes should be documented on three levels from top down, thus, being specific in terms of the description but general in terms of the activities to be performed within the process.

- **Social knowledge system**: The social knowledge system is the core of the framework. The implementation of the system should take place via the use of software-based tools. Each employee should have easy access to the available but distributed knowledge in the organization.

- **Usage of the social knowledge system**: Employees can reference their relevant areas of expertise, as well as sources for explicit knowledge. Thus, they provide the necessary information individually. The system can easily be used in daily work by everyone and by the management to identify knowledge gaps. Clear rules for communication have to be established to avoid problems. This should cover a rating of knowledge, timespan for knowledge if not used and incentives.

- **Supporting incentive structure**: In order to ensure sustainable application and widespread use of the social network, an incentive system is recommended. A bonus system should be set up, covering the completeness of the profile, answering of inquiries and the rating of colleagues. The bonus system should be part of the personal salary bonus.

- **Technical implementation**: The system is available for the relevant recipients – that is, management and employees – for their use in day-to-day business as a software tool. A personal knowledge page, the knowledge map and a search engine are provided. Depending on existing process- and knowledge-related systems available a technical connection should take place.

An overview of the elements of the framework is provided in Figure 1.

Figure 1. Overview of the social knowledge system
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Zusammenfassung


1 Einleitung


Der vorliegende Beitrag fokussiert daher auf einer Potentialanalyse von Prozessen und Workflows im Bauwesen für das prozessorientierte Wissensmanagement. Dabei wird auf Vorarbeiten des Lehrstuhls für Wirtschaftsinformatik II der Universität Trier zu agilem Workflows zurückgegriffen, die im Rahmen mehrerer Projekte entstan-


### 2 Prozessmanagement in der Baubranche


#### 2.1 Prozess- und Workflowmanagement


### 2.2 Nutzung in der Baubranche


In Abbildung 1 ist als erste Demonstration der Grundidee ein einfacher Workflow im WfMS CAKE aus dem Anwendungsbereich des Bauwesens abgebildet. Der Prozess bildet die Baubearbeitung zweier geschlossener Bauleistungsbereiche auf einer Baustelle durch einen Bauleiter vor Ort ab. Im unteren Drittel sind die Ein- und Ausgabedaten abgebildet, die während der Ausführung des Prozesses entweder benötigt (Eingabe) oder erzeugt (Ausgabe) werden. Workflows dieser Art bilden das prozedurale Wissen eines Bauunternehmens ab und können durch den Fachanwender (z. B. den Projektmanager) modelliert und in entsprechenden Repositorien zur Wiederverwendung abgelegt werden.

Im Anschluss an die Modellierung kann dann die Ausführung der modellierten Workflows unter Kontrolle des WfMS erfolgen. Nach dem Starten des Workflows wird die erste Task eines Prozesses aktiviert. Im vorherigen Beispiel wäre dies, die Aufgabe „Tagesdaten“ zu erfassen. Diese Aufgabe erscheint sogleich auf der Worklist (Aufgabenliste) der für die Bearbeitung zugewiesenen Akteure, in diesem Falle der Bauleiter vor Ort. In der Abbildung 2 ist die noch ausstehende Aufgabe auf der Worklist des Bauleiters zu sehen.


---

2 Weitergehende Informationen unter http://www.cake.w2.uni-trier.de/.
3 Geschäftsprozesse sind Prozesse, die eine betriebswirtschaftliche Ausrichtung aufzeigen.


3 Potentialanalyse

Im Folgenden wird das Ergebnis der Potentialanalyse des processorientierten Wissensmanagements für die Baubranche vorgestellt. Dabei werden zunächst verschiedene Blickwinkel / Sichten auf Bauprozesse aufgezeigt und es erfolgt eine Differenzierung sowie weitergehende Klassifizierung von Bauvorhaben. Die detaillierte Einteilung von Bauvorhaben ist notwendig, um den zu untersuchenden Prozessbereich nachvollziehbar einschränken zu können. Im Anschluss werden die Kriterien erläutert, anhand derer der Prozessbereich zum Aufbau eines processorientierten Wissensmanagements identifiziert werden soll. Die Kriterien wurden u. a. auf der Basis eines Experteninterviews mit einem mittelständigen Bauunternehmen im

Im Abschnitt 3.3 werden die Ergebnisse der Potenzialanalyse, gliedert nach den Phasen eines Bauvorhabens (Planung, Bauausführung, Nutzung) vorgestellt. Es werden die als geeignet identifizierten Prozessbereiche aufgezeigt und die Ergebnisse einer ersten Extraktion dargestellt.

3.1 Strukturierung von Geschäftsprozessen im Bauwesen


Verschiedene Sichten auf Bauvorhaben

Die Sicht auf ein Bauvorhaben und die damit verbundenen Bauprozesse kann aus verschiedenen Betrachtungswinkeln erfolgen:


![Abbildung 3: Prozessmodell der Wertschöpfungskette eines Bauunternehmens [Girmscheid, 2003]](image)

![Abbildung 4: Eingliederungssystematik der Leistungsanbieter im Bauwesen [Girmscheid, 2010]](image)

---

6 Das Bauunternehmen ist spezialisiert auf den Bau von Ein- und Zweifamilienhäusern.
7 Nach Sieben sind dies u. a. Prozesse mit kritischen Erfolgsfaktoren, hohen Auswirkungen auf die Kundenzufriedenheit sowie Prozesse die neu und ohne Routine sind.
8 Eine nähere Betrachtung dieser Kriterien ist erst sinnvoll, wenn der Prozessbereich festgelegt ist und konkrete Informationen vorhanden sind, die eine Beurteilung der Kriterien ermöglichen.
ren möchte. Die Projektabbildungsformen
• Einzelleistungsträger (ELT),
• Generalunternehmer (GU) und
• Totalunternehmer (TU)
sind die drei am häufigsten auftretenden Formen. In der Abbildung 4 ist eine Eingliederungssystematik für Leistungsanbieter im Bauwesen abgebildet. Die Abbildungsform Systemanbieter ist die Ausführungen dieses Beitrags unerheblich.


Differenzierung nach Bauwerken

Weitere Klassifizierungen

3.2 Kriterien für die Auswahl eines Prozessbereichs
Die Auswahl eines Prozessbereichs erfolgt anhand von Kriterien, die einen erfolgversprechenden Ansatz zum Aufbau eines prozessorientierten Wissensmanagements mit CAKE erwarten lassen.

Der Einsatz eines prozessorientierten Wissensmanagements kann die Agilität der Prozesse mit einbeziehen, technologisch unterstützen und so eine automatische Ab- laufsteuerung ermöglichen. Die erfahrungsorientierte Wissensmanagement-Komponente gestattet dabei das Erstellen und Anpassen von Bauprozessen unter dem bestmöglichen Einsatz von bestehendem Wissen und vorhandenen Erfahrungen. Das **Auftreten von Agilität** ist also ein wichtiges Kriterium zur Bestimmung des Prozessbereichs.


Ein weiteres Kriterium ist der **Bedarf seitens der Beteiligten** an einer systematischen und technischen Unterstützung des Bauprozesses. Die am Bauprozess Beteiligten sollten eine derartige Unterstützung für sinnvoll erachten und auch anwenden wollen. Auch kann in Betracht

---

9 Strueturae ist eine internationale Datenbank für Ingenieurbauwerke. Siehe http://de.structurae.de/.

10 Diese Annahme abstrahiert von dem Umstand, dass die Art der ähnlichkeitsbasierten Suche einen Einfluss auf das Suchergebnis bzw. die Eignung des gefundenen Prozesses zur Modellierung des gegenwärtigen Prozesses hat.

3.3 Identifikation eines Prozessbereichs und Extraktion von Bauworkflows


Phase der Bauausführung


Extraktionsergebnis - Bauausführungsphase


Phase der Planung


Phase der Nutzung


11 Es wurde einschlägige Fachliteratur gesichtet via Online-Fernlehe der Digitalen Bibliotheken sowie sonstigen Internetrecherchen und Recherchen in Literaturverzeichnissen.
und Schritt für Schritt die Wissensbasis (Repository) mit Prozessen aus dem Bereich der Gewährleistung aufbauen. Es wird insbesondere von einer hohen Akzeptanz des Systems ausgegangen, besonders in Unternehmen, die bisher eine rein papiergebundene Bearbeitung ohne entsprechende Prozessunterstützung vornehmen.

Im Zuge der Extraktion von Bauprozessen aus der Nutzungspanse wird im nächsten Abschnitt ein Anwendungsszenario zu diesem Bereich aufgezeigt und ein möglicher Nutzen aus dem Einsatz eines prozessorientierten Wissensmanagements skizziert.

4 Anwendungsszenario

Bei dem gewählten exemplarischen Anwendungsszenario handelt es sich um einen stark simplifizierten Gewährleistungsprozess in Sicht eines Bauunternehmers.


5 Zusammenfassung und Ausblick
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Abstract

This paper discusses the development of an intelligent information system for cataract surgery. The system shall provide a knowledge base combining formal and informal knowledge to assist ophthalmologists in clinical practice. The application scenario requires application site specific adaptation and long-term maintenance of the knowledge base, ideally performed directly by experts. To comply with these requirements we discuss a customized knowledge acquisition environment and report about early experiences.

1 Introduction

In this paper we describe a case study of a knowledge management project within the domain of cataract surgery. A cataract is a cloud dark lens in the human eye, which is appearing quite frequently, especially affecting older people. Usually, a cataract can only be treated operatively by replacing the lens by an artificial one. The medical methods applied today have quite high success rates while being rather efficient in general. With about 20 million surgical intrusions per year, cataract surgery is the most widely applied type of operation applied on humans worldwide.

There are still ongoing research efforts to improve methods optimizing success rates and cost effectiveness. Practical experiences have shown that about 90% of the cases can be considered ordinary cases were a standardized treatment is applied, providing an extremely high success rate at comparably low costs. The remaining cases however, show a considerable high complexity, making the treatment process much more demanding. A suitable treatment has to be determined choosing from a number of surgery methods by incorporating many boundary conditions. Being demanding even for experienced surgeons, these cases often benefit from new methods evolved recently in the field.

The goal of the Wissass project\footnote{funded by BMWI (https://www.bmwi.de)}, discussed in this paper, is the development of an intelligent information system that is able to effectively support ophthalmologists in cataract surgery. The focus of this paper considers the aspect of knowledge acquisition and maintenance of that system. The captured knowledge includes informal knowledge (e.g., text and figures) as well as formal knowledge to support automated reasoning. This combination of knowledge at different degrees of formalization poses special challenges to knowledge acquisition. For this purpose a special knowledge acquisition tool is designed. We also report about the experiences made during the collaboration with ophthalmologists considering this aspect.

The remainder of this paper is structured as follows: In Section 2 the application scenario is described, outlining how the developed system is going to support the clinical practice of cataract surgery. A customized knowledge acquisition tool for the described scenario is presented in Section 3. A discussion of the current state of the project is given in Section 4. The paper presents related work in Section 5 and concludes with a short summary and outlook.

2 Application Scenario

The goal of the Wissass project is to provide an intelligent information system, that is suitable to assist the physicians in practice. Especially for the treatment of the difficult non-standard cases computer-based assistance by expert knowledge would be valuable. Therefore, a knowledge system was designed serving two use cases:

- **Second Opinion System:** A traditional knowledge-based system is employed routinely to run in parallel with the treatment process of each patient. The anamnesis and examination data of each patient is entered into the knowledge-based system, which checks whether there are deviations from the standard case that need to be considered. If so, the system provides the ophthalmologist hints about special issues that need to be considered for the treatment of this patient. It further determines a proper surgery method if appropriate. The system also demands additional examination data for the patient, if it is required to exclude the prevalence of particular complications.

- **Tutoring System:** In an intelligent information system with simple access, ophthalmologists can look up and study a comprehensive up-to-date presentation of the latest knowledge about the domain of cataract surgery. The content is based on standard text book knowledge on the domain being enhanced and updated with new content when new best practices or research results emerge. The tutoring system provides intelligent interactive navigation and is illustrated with multi-media content. It also shall provide means to further research about hints or propositions made by the second opinion system as this only provides a very scarce explanation.

While the latter application scenario allows surgeons to look up particular aspects they are currently interested in, the second opinion system automatically runs in background providing treatment hints on complicated cases.
These two major use cases require the combination of formal knowledge, i.e., to generate treatment recommendations, and informal knowledge, such as illustrative contents including text and figures. For the representation of the formal knowledge the concepts of the domain are modeled by an ontology, which is extended by simple derivation rules for the treatment recommendations. Beside a hierarchical organization of the ontology concepts, numerous cross connections between associated concepts are established using a small set of predefined relation types with specific semantics. In that way, a semantic network is established that allows to enable semantic navigation within the tutoring system. Further, these cross connections between concepts can be used to create rules for the second opinion system. Concepts that correspond to values of an anamnestic patient data set (e.g., "eye pressure increased") can be connected to target concepts using special relations. In surgical practice, if a patient data set matches these source concepts and treatment hint proposing the target concept is generated according to the used relation.

For each concept illustrative content is included describing the role of the concept in the domain. Additional narrative content in text book style is included, being interlinked with relevant domain concepts.

The body of knowledge developed within the scope of this project however is only forming a basic seed of knowledge. At any application site, such as hospitals or doctor’s practices, the knowledge base needs to be adapted to the local conditions and requirements. This includes modifications with respect to the available examination equipment and surgery methods as well as the predominant category of patients. Therefore, the ability for performing changes in a simple way at reasonable costs is an important selling factor for the overall product. Consequently, one major challenge of the project is to provide a knowledge acquisition concept that allows for easy adaptation and maintenance of the knowledge. The goal is to enable the clinic personnel to perform minor adaptations of the knowledge on their own. For more complex modifications, easy remote collaboration on the content between a knowledge engineer and local experts should be supported. Hence, beside the formation of a knowledge acquisition tool also the design and development of a knowledge acquisition tool, that is fulfilling these requirements, is an important goal of the Wissass project.

3 A Custom Knowledge Acquisition Tool

The developed knowledge acquisition tool is based upon the wiki system KnowWE [1]. For the project specific customization of the tool the meta-engineering approach for document-centered knowledge acquisition has been employed [2]. It allows for smooth and ongoing adaptation of the tool towards the requirements of the project settings. The tool modifications were designed in close cooperation with the medical expert in joint sessions of discussion and assessment. Beside special markup languages for the knowledge formalization, this includes components for navigation, search, visualization, and authoring support.

In document-centered knowledge acquisition the presentation of the knowledge within the tool very much relies on the structure of the documents. While technically not being a characteristic of the tool, we also consider the establishment of a suitable and understandable document structure as part of the meta-engineering process. In the following we describe the knowledge acquisition tool resulting from that customization process.

Figure 1 shows the developed wiki-based knowledge acquisition tool presenting a document describing the domain concept Augenuntersuchung Befund (eye examination results) in a particular structure. The structure, which any domain concept of the ontology is/should be described in, is as follows:

1. A custom concept definition markup defines a new concept of the ontology. (A)
2. The label of the concept is defined using the custom markup for concept labels. (optional) (B)
3. A list of the sub-concepts of the local concept defines the hierarchical structure of the ontology. Introduced by ‘Unterkonzepte:’, the comma-separated list markup specifies which concepts are sub-concepts of the local concept of this document. (optional) (C)
4. Then, further relations of the local concept within the semantic network can be defined. Therefore, the comma-separated list-based markup with the respective keyword are used. (optional) (D)
5. Concluding, the informal description of the concept is defined using normal wiki syntax. (E)

The structure defined above only defines a convention recommended to authors not being enforced by the system.

Navigation & Search Underneath the rendering of the document content, a graph visualization is shown (F). It presents a view on an excerpt of the semantic network displaying the concept described on this document and its neighbors, including relations that are defined in other documents (e.g., association from Anamnese Patientensituation). In that way, the user at one glance can get an overview of the concept and its role within the semantic network, also providing instant feedback after editing the document content. Any node can be used to open the corresponding document by click. At the bottom of the left panel the history of recently visited pages is shown (G). The search slot, also located in the left panel (I), provides access to a search mechanism, combining semantic search and full-text search.

Authoring Assistance Figure 2 shows the source text of the document, which is managed by the document-centered knowledge acquisition environment. It can be edited in different ways. Any parts of the contents can freely be edited, using (extended) wiki syntax.

The user can edit the document content in source mode, as shown in Figure 2, or in a section-editing mode which allows to edit any paragraph within the document view as shown in Figure 1.

In the left panel of Figure 1 a hierarchical collection of concepts is shown (H). It resembles a selection of the domain concepts from the ontology that recently were within the focus of the user, i.e., that have been used for editing or appeared on the visited documents. For the editing of the formalized parts of the content, i.e., the comma-separated lists of sub-concepts or other kinds of relations, the system enables drag-and-drop editing. Any concept within the left panel can be dragged within a list of the document content and will be appended to it in the source text of the document. When a desired concept is currently not present in the left panel, it can be looked up using the search slot above it. The auto-completion functionality allows to select the concept and adds it to the collection of concepts. In
that way, the entire semantic network can easily be edited mostly by using drag-and-drop editing, while the freedom and simplicity of document editing is retained.

4 Discussion

In the current phase of the project the initial body of knowledge to a large extent is captured within the system. Currently, there are more than 320 concepts of the domain contained in the ontology, each being described by a document as discussed in Section 3. There is also a textbook chapter about cataract surgery included, where each section is annotated with the relevant domain concepts from the ontology. Further, there are about 200 cross connections defined between concepts. A subset of these relations are used to generate simple rules for treatment recommendations. More complex kinds of rules can be inserted by the use of textual rule syntax [1], which is hardly required by now.

The designed knowledge acquisition tool allows for simple maintenance of the knowledge by a uniform interaction paradigm. This allows to perform minor modifications of the knowledge in a consistent way. The expert supporting the Wissass project is capable to perform most knowledge base editing operations on his own. This includes editing of illustrative knowledge, creation of new concepts, editing of the hierarchy and establishing cross connections between concepts. Currently, we do not have any experiences about knowledge maintenance by independent experts yet. However, we expect the document-centered approach makes it easy for specialists to get involved with the knowledge acquisition activities. The editing of informal content only requires editing of normal wiki content. Further, editing of comma-separated lists supported by drag-and-drop appears to be a simple way to maintain the semantic network. Additionally, the use of a centralized document authoring environment allows for easy (remote) collaboration between experts and knowledge engineers.

For guaranteeing the consistency of the ontology during the development process, automated tests are integrated into the system being executed after editing op-
orations. The following deficiencies are detected: concepts, which are not integrated into the concept hierarchy (orphans); concepts with multiple parent concepts; cycles within the concept hierarchy; concepts with more than 10 sub-concepts (recommending further categorization). The results of these tests can be viewed on a distinct page and are monitored, and in case of need fixed, by the knowledge engineers.

An important aspect to support the maintenance of the semantic network is visualization. As a distinct sub-project to the development of the knowledge acquisition tool special visualization methods are developed. These visualizations will serve the knowledge maintainer as well as the user of the tutoring system to get an overview of the modeled knowledge. However, the visualizations are not within the focus of this paper.

5 Related Work

The customization of knowledge acquisition tools to ease the knowledge authoring task has long tradition. The specification and development of customized tools, based on graphical user interfaces, have been discussed by Musen et. al. [3; 4]. The use of (active) documents for building knowledge bases has been addressed only by few researchers [5; 6]. With the customization of document-centered knowledge acquisition tools however only very little experiences are reported. Even though the use of documents allow for a rather smooth customization process. Further, one major advantage of the document-centered approach is that informal knowledge can be included in a very flexible way. This is, formal knowledge that is defined by the use of markup languages can be intermixed with illustrative contents for documentation or justification. In this aspect, many GUI-based tools show shortcomings. However, the document-centered approach requires to define and to maintain the document structure. The change of this structure during the project can cause considerable refactoring workload.

6 Conclusion

In this paper we discussed the knowledge acquisition concept of the Wissass project. We introduced a customized authoring environment for editing the knowledge base of cataract surgery. The main goal is the design of a tool that allows for simple knowledge maintenance and adaptations at the customer/clinical site. For this purpose we employed the meta-engineering approach for customizing document-centered knowledge acquisition tools.

We reported about early experiences of using the tool in cooperation of an expert ophthalmologist. For a more meaningful evaluation we plan to test the usability of the knowledge authoring tool with independent experts.

7 Acknowledgements

The project is a cooperation of the Karlsruhe Institute of Technology, Germany (KIT) and the denkbares GmbH. It is funded as a ZIM-KOOP project by the German Federal Ministry of Economics and Technology (BMWi). The authors also thank the project executing organisation AiF in Berlin, which is responsible for the allocation of the budget to the research centre and the commercial company.

References


Figure 2: The raw text view of the document describing the concept Augenuntersuchung Befund.
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Abstract

1 Wissen und Erfahrung im Technischen Kundendienst

1.1 Der Servicetechniker als Ideen- und Informationsquelle

Im Bereich Forschung und Entwicklung werden gezielt Maßnahmen ergriffen, um neue technologische Fortschritte zu erzielen und den Kenntnisstand des Unternehmens zu erweitern [Witte, 2007]. Insbesondere während der Entwicklung neuer Produkte kann der TKD wichtige Informationen zu den Kundenwünschen an die F&E-Abteilung weiterleiten [Deuse et al., 2009]. Ihr technisches Know-How sowie eigene Ideen und Änderungsvorschläge können zudem zu Beginn der Entwicklung in das Produkt mit eingebracht werden [Benkenstein, 2001]. Daraus können neue Innovationen oder verbesserte Produkte resultieren [Herrmann et al., 2009]. Insbesondere durch das fachliche Wissen kann der TKD auch für die Erstellung von Bedienungsanleitungen oder Ersatzteilkatalogen verantwortlich sein oder diese unterstützend bearbeiten [Harms, 1999].

Im Rahmen der betrieblichen Produktion ist es durch die Mitarbeiter des TKD möglich, anhand von Informationen die sie vom Kunden erhalten haben, sowie durch Rückmeldungen in Form von Einsatz- und Reparaturberichten, Schwachstellen der Produkte zu erkennen. Produkt- und Fertigungsfehler können so schnell erkannt und
beobehen werden. Auf Basis der Erfahrungswerte kann ebenso eine beratende Funktion übernommen und durch Hilfestellungen, Hinweise oder Änderungsvorschläge eine effizientere Produktion und verbesserter Qualität erreicht werden [Harms, 1999].

Auf diese Weise ist es möglich zusätzlich auf neue Produkttypen hinzuweisen, die für den Kunden interessant sein könnten. Der Servicemitarbeiter gibt durch seine Beratungstätigkeit dem Kunden Auskunft darüber, welche Zusatzzäger zu seiner bestehenden Ausstattung vorteilhaft sind, um eine Maschine optimal nutzen zu können [Kirchgeorg, 1991].


Mit diesen weitreichenden Informationen stellt der Servicetechniker eine wichtige interne Ideen- und Informationsquelle für das Unternehmen dar [Benkenstein, 2001], die im Kontext des Product-Service-System von großer Bedeutung ist.

1.2 Wissensbezogene Herausforderungen
Den Nutzen und die Vorteile, die sich für das Unternehmen aus dem Wissen des Servicetechnikers generieren lassen, können mit einigen Problemen einhergehen, die für eine effiziente Wissensakquisition beseitigt werden müssen. So kann es innerhalb der Kommunikation des Servicetechnikers mit anderen Unternehmensbereichen zu einem fehlerhaften oder sogar mangelnden Informationstransfer kommen [Harms, 1999]. Es kann der Fall eintreten, dass aufgrund der immer größer werdenden Anforderungen an die Kundendienstmitarbeiter, diese zeitlich nicht in der Lage sind, neben ihren Kernaufgaben auch andere Unternehmensbereiche mit Informationen zu versorgen [Schlicker und Leinenbach, 2010].


Um diese Herausforderungen bewältigen zu können und die Arbeit der Kundendienstmitarbeiter effizienter zu gestalten, stellt die Nutzung eines semantischen Wikis eine Lösung dar. Das benötigte Wissen kann einfach erhoben, bereitgestellt und geteilt werden, wodurch die produktbegleitende Dienstleistung optimiert werden kann.

2 Wissensakquisition mit semantischen Wikis
Der Informationsaustausch zwischen dem TKD und anderen Unternehmensbereichen ist, wie zuvor dargestellt, mit vorteilhafterm Nutzen für das Unternehmen verbunden. Um das Wissen der Servicemitarbeiter jedoch effizient nutzen zu können, benötigt ein Unternehmen geeignete Instrumente zur Wissenserhebung und Wissensrepräsentation. Das kollektive Wissen bildet die Grundlage für eine effektive organisationale Wissensbasis [Probst et al., 2010]. Die Erhebung von Wissen aus verschiedenen Wissensquellen und die anschließende Umsetzung in eine Wissensbasis wird auch als Wissensakquisition bezeichnet [Curth et al., 1991].


2.1 Kollaborative Erfassung und Pflege von Wissensbeständen
Bevor ein innerbetrieblicher Wissenstransfer erfolgen kann, müssen zuvor die individuellen und kollektiven Wissensbestände erhoben werden. Im TKD stellen Kundendienstmitarbeiter, Hersteller der technischen Produkte und die dazugehörigen Bedienungsanleitungen mögliche Wissensträger dar. Aber auch Kunden können die Rolle einer Wissensquelle einnehmen.

In der Fachliteratur existieren drei unterschiedliche Ansätze zur Wissensakquisition [Kurbel, 1992]. Neben der direkten und automatischen Wissensakquisition, die eher darauf ausgelegt sind, die Erweiterung und Modifizierung einer vorhandenen Wissensbasis vorzunehmen, anstatt ihrer Erstellung förderlich zu sein [Haun, 2000], wird die indirekte Wissensakquisition als geeignetes Verfahren und Ausgangspunkt für die Wissenserhebung im Rahmen von semantischen Wikis für den TKD angesehen.


In der darauffolgenden Analysephase werden die erstellten Wissensprotokolle analysiert und interpretiert [Curth et al., 1991], woraus sich die Wissensstruktur und die Vollständigkeit des erhobenen Wissens ableiten las-

### 2.2 Potenziale semantischer Wikis zur Ergänzung von Servicemanagementsystemen


Betrachtet man Tabelle 1, so fällt auf, dass vor allem der Funktionsbereich der Wissensdatenbank gut durch semantische Wikis unterstützt werden kann. Dies ist plausibel, da Suchmöglichkeiten in Metadaten ein grundlegender Aspekt semantischer Wikis sind, wie auch die semantische Verlinkung von Informationsobjekten. So können Dokumente und Lösungsbeschreibungen mit weiteren Informationsobjekten, wie z.B. Maschinen oder Fehlern verlinkt werden. Der automatische Vorschlag

<table>
<thead>
<tr>
<th>Servicemanagementsystemkomponente</th>
<th>Beschreibung</th>
<th>Unterstützungsnullpotenzial durch semantische Wikis</th>
</tr>
</thead>
</table>
| Kontaktmanagement | Feststellung der Bedarfe für Serviceleistungen. Bearbeitung der Serviceleistungen im Helpdesk oder Self-Service. | • Suche in der Lösungsdatenbank  
• Geführte Problemdiagnose |
| Auftragsabwicklung | Bearbeitung von ungeplanten wie geplanten Servicetätigkeiten. | • Suche in der Lösungsdatenbank  
• Geführte Problemdiagnose  
• Automatische Generierung von Lösungsvorschlägen |
| Einsatzplanung | Ressourcenzuordnung und operatives Management der Servicetechniker. | • Zusammenstellung von Information an die Arbeitskräfte |
| Ausführung und Rückmeldung | Unterstützung der Arbeit vor Ort oder direkte Unterstützung des Kunden durch Teleservice. | • Suche in der Lösungsdatenbank  
• Geführte Problemdiagnose  
• Rückmeldung von Fehler, Ursache und Lösung |
| Fakturierung | Mit der Rechnungsstellung wird der Serviceprozess abgeschlossen. | • Dokumentation von Leistungsarten |
| Installationswaltung | Verfolgung und Aktualisierung der beim Kunden installierten Basis. | • Pflege der Information über die installierten Basis inkl. Änderungen, Störungs- und Wartungsgeschichte  
• Visualisierung der Kundeninstallation |
| Serviceverträge | Automatische Prüfung von Vertragskonditionen und Monitoring von Service Level Agreements. | • Dokumentation der Vertragsarten |
| Garantieabwicklung | Abwicklung von Gewährleistungen auch unter Einbeziehung von Wiederverkäufern. | • Registrierung der verwendeten Geräte und Maschinen und Verknüpfung mit Endkundendaten |
| Servicelogistik | Einbindung der Serviceprozesse in ein Enterprise Resource Planning (ERP)-System. | • Dokumentation der Seriennummern und Herstellernummern |
| Beschwerde- und Wartung | Erhöhung der Kundenzufriedenheit durch adäquate Beschwerde- und Retourenprozesse. | • Information zu häufigen Problemen und Rückfunktionen |
| Lösungs- und Wissensdatenbank | Die Lösungsdatenbank kann als eigenständige Anwendung aufrufbar sein, in die das Problemverzeichnis integriert sein kann oder sie steht im Internet als Self-Service für Kunden und Partner direkt als Informationsquelle zur Verfügung. | • Suchmöglichkeiten im Volltext und Metadaten der verschiedenen Informationsquellen wie Lösungsbehandlungen, Maschinendokumentation etc.  
• Verknüpfung von Dokumenten und Lösungsbeschreibungen mit Geschäftsobjekten (z. B. Maschine, Fehler)  
• Automatischer Vorschlag von Lösungen  
• Administration und Pflege der Lösungen und Probleme  
• Feedbackmöglichkeiten |
| Servicecontrolling | Umsetzung einer aktuellen Sicht auf die Kundendaten. | • Dokumentation von Kennzahlen zu Serviceprodukten, Serviceverträgen, Serviceeinsätzen |
| Analysen | Schaffung von Transparenz, Erkennung von Problemen und Trends. | • Auswertung der Nutzung des Wikis erlaubt Rückschlüsse auf Qualitätsprobleme bei Produkten und/oder deren Dokumentation  
• Auswertung der Kommentare/ des Feedbacks im Wiki |

Tabelle 1: Unterstützungspotenziale semantischer Wikis
von Lösungen wird in neueren Wikis ebenso umgesetzt wie Feedbackmöglichkeiten, etwa durch die Diskussion der Wiki-Inhalte auf Diskussionssseiten oder in den Wiki-seiten eingebettete Kommentierungs- und Bewertungsfunktionen.

2.3 Benötigte Funktionsbereiche semantischer Wikis

Die zur Umsetzung der in Tabelle 1 identifizierten Unterstützungs- potenziale erforderlichen Funktionalitäten können in fünf Funktionsbereichen eingeteilt werden, die im Folgenden vorgestellt werden.


Um mittels eines semantischen Wikis in Form von Dokumenten existierende Informationsquellen, z.B. in Form von Lieferschriften und Maschinendokumentationen abzurufen, können diese in das Wiki integriert werden. Der hierfür erforderliche Aufwand allerdings zu hoch oder müssen die ursprünglichen Dokumente beibehalten werden, weil Spezialfunktionen wie eingebettete 3D-Darstellungen oder Animationen genutzt werden, so können diese Dokumente im Wiki zumindest referenziert werden. Eine weitere Möglichkeit besteht darin, Dokumente als Attachment einer Wikiseite zu hinterlegen, womit je nach Implementierung des Wikis auch dessen Versionsmanagement für Attachments genutzt werden kann. Der Umfang der benötigten Funktionen im Bereich des *Managements von Dokumenten* (DMGT) hängt letztlich davon ab, wie stark das semantische Wiki die Aufgaben eines Content-Management-Systems übernimmt.


Die folgende Tabelle 2 zeigt noch einmal die Komponenten von Servicemanagementssystemen aus Tabelle 1 und ergänzt diese um fünf Spalten für die zuvor beschriebenen Funktionsbereiche semantischer Wikis. Durch ein „x“ wird ausgedrückt, dass ein Funktionsbereich des semantischen Wikis erforderlich ist, um die in Tabelle 1 identifizierten Unterstützungspotenziale semantischer Wikis für Servicemanagementsysteme umzusetzen.


Tabelle 2: Zuordnung von Funktionsbereichen sem. Wikis zu Servicemanagementsystemkomponenten

<table>
<thead>
<tr>
<th>Servicemanagementsystemkomponente</th>
<th>Benötigter Wiki-Funktionsbereich</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kontaktmanagement</td>
<td>EDIT  RETR  DMGT  ASFU  KOLL</td>
</tr>
<tr>
<td>Auftragsabwicklung</td>
<td>EDIT  RETR  DMGT  ASFU  KOLL</td>
</tr>
<tr>
<td>Einsatzplanung</td>
<td>x</td>
</tr>
<tr>
<td>Ausführung und Rückmeldung</td>
<td>EDIT  RETR  DMGT  ASFU  KOLL</td>
</tr>
<tr>
<td>Fakturierung</td>
<td>x</td>
</tr>
<tr>
<td>Installationsverwaltung</td>
<td>EDIT  RETR  DMGT  ASFU  KOLL</td>
</tr>
<tr>
<td>Serviceverträge</td>
<td>x</td>
</tr>
<tr>
<td>Garantieabwicklung</td>
<td>x</td>
</tr>
<tr>
<td>Servicelogistik</td>
<td>EDIT  RETR  DMGT  ASFU  KOLL</td>
</tr>
<tr>
<td>Beschwerdemanagement</td>
<td>x</td>
</tr>
<tr>
<td>Lösungs- und Wissensdatenbank</td>
<td>EDIT  RETR  DMGT  ASFU  KOLL</td>
</tr>
<tr>
<td>Servicecontrolling</td>
<td>x</td>
</tr>
<tr>
<td>Analysen</td>
<td>x</td>
</tr>
</tbody>
</table>

3 Funktionaler Vergleich ausgewählter Systeme

Im nachfolgenden werden einige wesentliche Eigenschaften ausgewählter semantischer Wikis dargestellt, um den State-of-the-Art der Entwicklung abzubilden. Die Auswahl der semantischen Wikis erfolgte auf Basis der in der Literatur häufig genannten Systeme, die sowohl in Forschungsprojekten als auch im kommerziellen Bereich vorzufinden sind. Bei den dargestellten semantischen Wikis ist zu beachten, dass einige noch nicht ausgereift sind und sich daher einige Charakteristika noch ändern können.


**KnowWE (Knowledge Wiki Environment)** ist ein auf Java-basierendes semantisches Wiki, das Ontologien zur Problemlösung im Zusammenspiel mit formularbasierten Nutzerreingaben heranziehen kann. Es kann als web-basiertes Werkzeug zur Gestaltung von Entscheidungsunterstützungssystemen genutzt werden. Zu diesem Zweck bietet es nicht nur die Möglichkeit, Ontologien zu entwickeln und umzusetzen, sondern diese auch in Verbindung mit konkreten Ausprägungen zu setzen, beispielsweise durch die Festlegung von Regeln und Fehlermodellen [Baumeister et al., 2010].

**Moki (The Modelling Wiki)** basiert auf dem Semantic MediaWiki (SMW) und bietet eine Unterstützung bei der Geschäftsmodellierung durch den Einsatz von Wiki-Seiten. Es ermöglicht seinen Nutzern die agile Zusammenarbeit, um ein Geschäftsmodell zu entwerfen. Dafür werden sowohl formale, semi-formale als auch informelle Wissensbestände in dem Wiki verwandt. Auf diese Weise wird die Zusammenarbeit und der Wissensaustausch...
insbesondere heterogener Gruppen erleichtert, da die Entwicklung eines Geschäftsmodells oftmals unterschiedliche Wissensträger benötigt [Ghidini et al., 2009].


**Semantic MediaWiki+ (SMW+)** ist ein semantisches Wiki, das ebenfalls auf dem MediaWiki wie auch dem Semantic MediaWiki beruht. Das SMW+ ergänzt die Editor-/Diskussions- und Feedback-Funktionalitäten, die charakteristisch für textbasierte Wikis sind, um grafische Datenvisualisierungen und Möglichkeiten zu gezielten Abfragen des Wissens und eine vielfältige Visualisierung der Informationsabrufe [Greaves, 2012].


<table>
<thead>
<tr>
<th>Tabelle 3: Vergleich semantischer Wikis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Editierfunktionalitäten (EDIT)</td>
</tr>
<tr>
<td>WYSIWYG-Editor</td>
</tr>
<tr>
<td>Unterstützung der Annotation</td>
</tr>
<tr>
<td>Import von Wissensstrukturen</td>
</tr>
<tr>
<td>Export von Wissensstrukturen</td>
</tr>
<tr>
<td>Editieren von Wissensstrukturen in den</td>
</tr>
<tr>
<td>Wikiseiten</td>
</tr>
<tr>
<td>Versionierung</td>
</tr>
<tr>
<td>Browsing und Retrieval (RETR)</td>
</tr>
<tr>
<td>Facettenbasiertes Browse</td>
</tr>
<tr>
<td>In Seiten eingebettete Abfragen</td>
</tr>
<tr>
<td>Nutzung einer Anfragesprache</td>
</tr>
<tr>
<td>Unterstützung der Anfragekonstruktion</td>
</tr>
<tr>
<td>Anfrage mit Inferenz</td>
</tr>
<tr>
<td>Volltextsuche</td>
</tr>
<tr>
<td>Management von Dokumenten (DMGT)</td>
</tr>
<tr>
<td>Schnittstelle zu betrieblichen Anwen-</td>
</tr>
<tr>
<td>dungsobjenketen</td>
</tr>
<tr>
<td>Import von Dokumenten über Aus-</td>
</tr>
<tr>
<td>tauschmodale</td>
</tr>
<tr>
<td>Speicherung von Dokumenten als Attach-</td>
</tr>
<tr>
<td>ment</td>
</tr>
<tr>
<td>Rechtmäßigkeit</td>
</tr>
<tr>
<td>Assistenzfunktionen (ASFU)</td>
</tr>
<tr>
<td>Inhaltsextraktion aus importierten Daten</td>
</tr>
<tr>
<td>Vorschlag von Inhalten / Nutzerführung</td>
</tr>
<tr>
<td>Diagnosefunktion</td>
</tr>
<tr>
<td>Kollaborationsfunktionen (KOLL)</td>
</tr>
<tr>
<td>Bewertung und Popularität</td>
</tr>
<tr>
<td>Diskussionsseiten, Kommentare</td>
</tr>
<tr>
<td>Tagging</td>
</tr>
</tbody>
</table>
dern zum Anfragezeitpunkt aus den vorhandenen Daten dynamisch abgeleitet werden.

Im Bereich des DMGT ist ein wesentliches Kriterium, inwiefern die Repräsentationen von Dokumenten wie Servicehandbüchern in ein Wiki importiert werden kön- nen. Um unterschiedliche Berechtigungen für die Nutzung des Wikis z.B. im Intranet, Extranet oder dem Internet abbilden zu können, sollte das Wiki ergänzend über eine Verwaltung von Zugriffsrechten verfügen.


Im Bereich der KOLL wird die Zusammenarbeit der an der Erstellung von Wiki-Inhalten beteiligten Akteure unterstützt. Als relevante Kriterien sind insbesondere Funktionalitäten zum gemeinschaftlichen Indexieren (Tagging), zur Diskussion und zur Qualitätsbeurteilung (Bewertung) von Inhalten zu nennen.

Wie aus Tabelle 3 ersichtlich ist, werden von allen Wi- kis WYSIWYG-Editoren zu einer leichteren Bearbeitung der Inhalte umgesetzt, die Annotation unterstützt und dem Nutzer werden Vorschläge für den Abruf von Wiki-Inhalten präsentiert. Sehr wenig implementiert werden in Seiten eingebettete Abfragen (Inline Queries).

### 4 Erfolgsfaktoren für den Einsatz semantischer Wikis


Um das Modell auf die Gegebenheiten semantischer Wi- kis anwenden zu können, muss die Betrachtung einiger Dimensionen erweitert werden [Reisberger et al., 2008]. Im Rahmen der Servicequalität gilt die Benutzerfreundlichkeit als Grundvoraussetzung für eine erfolgreiche Nutzung semantischer Wikis [Stock und Tochermann, 2010]. Nur wenn ein semantisches Wiki und seine Funktionen schnell erlernbar und leicht bedienbar für die Nutzer sind, sind diese auch bereit mit dem System zu arbeiten. Das Verfassen und Korrigieren von Inhalten sollte keine große Herausforderung für einen Techniker des TKD darstellen, um nicht den zeitlichen Aufwand und die Komplexität der Anwendung zu erhöhen. Ebenso wichtig ist eine schnelle und einfache semantische Suchabfrage zur Identifikation von Kunden, Geräten und Ersatzteilen.

![Abbildung 1: Delone/McLean-Modell](image-url)


dem semantischen Wiki zu lösen, beispielsweise durch FAQ-Bereiche oder Foren, in denen die Mitarbeiter des TKD Informationen einholen und sich gegenseitig austauschen können [Reisberger et al., 2008]. Falls Probleme dennoch nicht behoben werden können, sollte eine direkte und schnelle Kontaktmöglichkeit mit der für das semantische Wiki verantwortlichen Person ermöglicht werden [Petter et al., 2008]. Die Kompetenz und Erreichbarkeit kann das Servicepersonal auch dazu beitragen, für die Wartung des Wikis verantwortlich zu sein und das System stetig zu prüfen, um so die Qualität zu steigern.


Auch die Nutzerzufriedenheit wird von den zuvor beschriebenen Qualitätsfaktoren beeinflusst. Je nachdem, wie gut das semantische Wiki in den einzelnen Dimensionen abschneidet, wirkt sich dies auf die Zufriedenheit der Nutzer aus. Da die Nutzerzufriedenheit in einer Wechselbeziehung zur Anwendung steht [DeLone und McLean, 2003], bedeutet die steigende Zufriedenheit somit auch eine steigende Nutzeranzahl, Nutzungshäufigkeit und -dauer. Insbesondere die Erwartungen der Techniker sollten erfüllt werden, ebenso wie die an spezifische Bereiche des semantischen Wikis, um die Nutzerzufriedenheit zu gewährleisten [Reisberger et al., 2008].


Es ist festzustellen, dass eine Vielzahl unterschiedlicher Faktoren Einfluss auf den Erfolg eines semantischen Wikis im Bereich des TKD haben. Die Wechselbeziehungen einiger Faktoren verursachten, dass ihre Kontrolle von enormer Wichtigkeit ist, um den Erfolg des Einsatzes zu gewährleisten.

5 Fazit und Ausblick
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Abstract

Advanced decision support systems demand for their episodic and collaborative use in order to solve complex problems. Further, continuous knowledge representations help to build large knowledge spaces. Decision support systems enhanced in these ways, however, require new approaches to explain the derived decisions. In this paper, we propose an explanation approach that is based on the standardized PROV ontology. We discuss its applicability by giving practical examples.

1 Motivation

A new type of decision support systems is emerging in the practical use in industry. Episodic and continuous decision support systems are an advanced interpretation of knowledge-based systems. In comparison to classical decision support systems they emphasize the episodic use of the system for finding (complex) decisions and the use of a continuous knowledge representation for representing large knowledge spaces.

- **Episodic decision making:** A (complex) decision is not made during a single session, but the actual decision process is partitioned over time into different episodes. Each episode typically covers a different aspect of the decision process and often more than one user is participating in the episodes. In consequence, we face a (collaborative) decision process; here, a complex decision is taken by the aggregation of a collection of sub-decisions. The sub-decisions cover different aspects of the decision and they are derived in different episodes and by possibly different users.

- **Continuous knowledge representation:** In traditional knowledge systems a single knowledge representation is used to build the knowledge base. More complex and larger systems do benefit from the use of hybrid approaches, integrating different representations into one knowledge base. Here, for a single decision/fact different knowledge representations can be continuously interwove. Systems then have to deal with multiple representations during the reasoning process.

For (complex) decision support systems it is necessary to provide helpful explanation for the derived decisions. In the literature [Roth-Berghofer and Richter, 2008] an explanation scenario is described as depicted in Figure 1.

The user demands for an explanation and interacts with an explanation component. The component consists of the Explainer and the Originator; in our application scenario the originator is the decision support system, whereas the explainer is the component of the system to generate the explanations to the user.

Transparent explanations improve the general acceptance of users, but can be also used for tutorial and legal purposes by showing the reasons for a particularly derived decision. The commercial application of an episodic and continuous decision support system showed the demand for a new approach in explanation. The following requirements were expressed by the regular users of the system:

- The explanation has to show the temporal development (i.e., the episodes) of a particular decision process.
- All participating users and their competencies have to be integrated in the explanation.
- The explanation has to handle the use of different knowledge representations that were applied for decision making.

This paper presents an extensible explanation approach that meets the requirements stated above. Its main idea is the interpretation of the explanation data as provenance of the entered data and derived decisions but also the decision process itself. As the formal model to represent provenance data the PROV ontology is applied to implement this approach [W3C, 2013a].

The rest of the paper is organized as follows: Section 2 introduces the characteristics of episodic and continuous decision support systems. Section 3 sketches the main ideas of the provenance ontology PROV-O and describes its application within the explanation of decision support systems. Explanation queries can be interpreted as queries to the ontology. In Section 4 typical explanation queries are implemented as SPARQL queries to demonstrate the principal applicability. The paper concludes with a summary of the presented work in Section 5. Also an outlook to future work is given.
2 Episodic and Continuous Decision Support Systems

Before we put more detail on the explanation concept we introduce the concepts of episodic and continuous decision making.

Episodic Decision Making

A complex decision is made not in a "one-shot" session, but multiple users have to contribute their expertise to find a reasonable overall decision. Typically the decision process can be partitioned into a number of aspects that are covered separately. The aggregation of different aspects contributes to an overall decision. Typically, the outcomes of the aspects are represented as (sub-)decisions.

Use of Continuous Knowledge Representations

In complex domains it often is not possible/reasonable to build the entire knowledge base by a single knowledge representation. More precisely, some parts of the knowledge are preferably not formalized by explicit knowledge representations—such as rules or models. Typical reasons for a hybrid approach are as follows:

- **Uncertain domain knowledge**: Parts of the domain are not well-understood in a technical sense. Here, decisions in practice are often based more on past experiences, evidence, and intuition than on strict domain laws and rules.
- **Bloated domain knowledge**: For some parts of the domain, the explicit representation of the knowledge would be too time-consuming and too complex. For instance, much background knowledge needs to be included, that is required for proper decision making. Here, the expected cost-benefit ratio [Lidwell et al., 2003, p. 56] is low, e.g., because many parts will be rarely used in real-world decisions.
- **Restless domain knowledge**: Especially in technical domains, some parts of the domain knowledge are frequently changing due to technological changes. The explicit representation of these parts would require frequent and costly maintenance. Here, also the cost-benefit of the maintenance vs. the utility of the knowledge needs to be evaluated.

Consequently, mixing different knowledge representations with less formal elements seems to be promising. In the past, the knowledge formalization continuum [Baumeister et al., 2011a] was introduced as a mental model to represent different representations in a single system.

As a pragmatic reasoning approach, we propose to connect the different representations by a common taxonomy of decisions. That way, the different knowledge elements share the same decision space and thus are able to derive the same set of decisions within one process.

The first two decisions decision1.2.1 and decision1.4.3 are taken from the previous example shown in Figure 2, whereas User 3 contributes decision5.1.1 which not relevant for the final derivation of decision1.

Figure 2: Four aspects are contributing to a final decision decision1. Aspects 2 and 4 are responsible for the actual derivation of the decision.

In Figure 2 the aspects 1–4 for the single decision decision1 are shown. Each aspect itself is represented by a number of questions that need to be answered, so that a decision can be derived. In the example, aspect 2 and aspect 4 actually provide the derived decisions decision1.2.1 and decision1.4.3 that support the derivation of decision1.

Often not all aspects are covered by a single person but every aspect is handled by a different person or expert group. In medicine, for instance, there exist specialists for the different organs of the human. For a complex evaluation of the patient’s physical state, more than one specialist may be consulted. In the technical domain, we see a similar setting: In complex machinery there also exist specialists for the different components of the machine.

Figure 3 shows an exemplary decision process, where the different Users 1–3 are collaborating in a decision process over the time.

Figure 3: Example decision episodes over time, where different aspects are covered.

The first two decisions decision1.2.1 and decision1.4.3 are taken from the previous example shown in Figure 2, whereas User 3 contributes decision5.1.1 which not relevant for the final derivation of decision1.
The combined knowledge base is able to derive the same set of decisions albeit the representations used in reasoning are differing. In literature, formal approaches such as RIF [W3C, 2013b] apply a comparable connection, i.e., decisions are formalized as concepts/instances and rules are defined to derive the existence of the concept/instance.

In a more elaborated approach, the knowledge elements are able to derive decisions in a weighted manner. Here, we propose a score-based approach. Scores have been regularly used as a weighting scheme in knowledge engineering [Puppe, 1998; Miller et al., 1982]. By using scores each knowledge element is not only able to derive a solution categorically, but can attach a score weight to a decision. Every decision provides an account that stores the scoring weights given to the decision during the reasoning process. If a knowledge element "fires", then the corresponding score weight is added to the account of the particular decision. All scoring weights of a single decision are aggregated to a final weight. If the final weight exceeds a predefined threshold, then the decision element is established.

Example: We define a universal set of score weights \( S = \{N1, N2, N3, P1, P2, P3\} \), where \( P1, \ldots, P3 \) are positive score weights and \( N1, \ldots, N3 \) are negative score weights. The sum of two equal categories results in the next higher category (e.g. \( P2 + P2 = P3 \)). A negative and the corresponding positive score weight nullify each other (e.g., \( N2 + P2 = 0 \)). A decision is established (confirmed), if the aggregation of the collected scoring weights exceeds the score weight \( P3 \). In Figure 5, we see that a rule fired a score weight \( P1 \) to decision1. The decision decision2 and decision5 are established, since the aggregation of their score weights exceeds the threshold \( P3 \). The decision decision4 is not established, since a negative weight \( N3 \) nullified the positive weight \( P3 \).

The same decision accounts are also filled by other used knowledge types. For instance, the score weight of an entered decision memo contributes to the account of decision1. Further, a traversed workflow model can derive a score weight for decision2, which is also added to the decision account.

In this section we described the internal representation of a continuous knowledge representation by the common use of a decision taxonomy. In the following section we introduce an approach to provide explanation capabilities for such a kind of systems.

### 3 Provenance and Explanation in Decision Support Systems

As motivated above, the process of making a complex decision often involves a number of people contributing to the decision process. Furthermore, the process itself is taking place over a longer period of time. For these reasons, it is very important that the derived decisions are understandable and transparent for all users. These requirements imply the versioning and documentation of decisions and data entries. Changes need to be traceable, for instance described by [Noy and Musen, 2002; Franconi et al., 2010]. Further also a means of representing the decision process itself is required to be used in an explanation component. Such a component needs to answer (at least) the following questions:

- At which time a particular data was entered and who entered that data?
- Which knowledge elements are responsible for a particular decision?
- What is the history of a particular data and decision?
- Which persons contributed to the process of a particular decision?

We propose the application of the PROV ontology to knowledge elements and the entities of the decision process. The PROV ontology explicitly represents the provenance of entities, i.e., in our case decisions, entered data, etc. are interpreted as PROV entities. We first give a brief overview of PROV-O and then show its application to decision processes.

#### 3.1 The PROV Ontology in a Nutshell

The PROV ontology [W3C, 2013a] distinguishes three levels of terms defined in the ontology:

1. **Starting Point Terms** to be used to express the basic knowledge about provenance of data.

2. **Expanded Terms** for more expressive definitions of relationships in provenance.

3. **Qualified Terms** combining the Qualification Pattern [Dodds and Davis, 2012] into the PROV ontology for a very expressive representation of the provenance of data.

In this section we select a helpful subset of "starting points" and "expanded terms" and describe the concepts and relations, that are useful to represent the provenance of decision support systems. In Figure 6 these concepts and relations are depicted.
For concepts defined in the PROV ontology the prefix prov is used. The three classes prov:Agent, prov:Activity, and prov:Entity are central for describing provenance information. An prov:Agent is executing an prov:Activity and produces an prov:Entity. Consequently, an prov:Entity can be attributed to an prov:Agent and the prov:Entity was generated by a specific prov:Activity. An prov:Activity is also associated with an prov:Agent. In some processes an prov:Activity uses an prov:Entity for the creation of another prov:Entity. An prov:Activity has a start and an end time; this is related to the generation time of an prov:Entity. When the prov:Entity is superseded by a revision (prov:wasRevisionOf), then the prov:Entity is invalidated at a specified time. The following properties are also of interest: The property prov:wasDerivedFrom states that an instance of prov:Entity was transformed into another instance. In decision support systems, the primary source of a specific prov:Entity is also of interest (see property prov:hadPrimarySource).

In its basic setting we see that the PROV ontology is a suitable starting point for general explanation capabilities in decision support systems. In the following we describe the specific extensions for such systems together with application scenarios.

3.2 The PROV Ontology for Decision Support Systems

When integrating the PROV ontology into decision support systems, we consider a process-centered provenance. Here, actions and steps are represented that are used for producing a particular decision.

For the application of the PROV ontology in decision support systems we introduce a number of new concepts sub-classing the known core concepts of PROV. In Figure 7 the most important subclasses are depicted; the prefix dss is used for classes introduced for decision support.

At the top of the figure the subclasses of prov:Entity are shown: A simple entity can be a decision (dss:Decision) or entered data (dss:FormValue and dss:DecisionMemo). Every decision is associated with a dss:DecisionAccount instance, which stores the score weights using dss:ScoreWeight instances. The decision account itself is a complex entity, i.e., a prov:Collection.

The extension of the concept prov:Activity knows two sub-classes: 1) for entering data in memos (dss:MemoEntry) and for answering question in forms (dss:FormEntry); 2) for the actual derivation of a decision. The latter activity is central for the explanation of different decisions derived during a process.

Two different prov:Agent sub-classes are introduced: dss:TeamMember to represent users participating in the collaborative decision process and dss:Domain-Specialist for building the explicit knowledge base and for giving expert decisions. Further dss:DSS represents the actual decision support system.

In a concrete scenario instances of the classes are created storing the provenance information of the decision making process. We demonstrate the concrete use by an example, where instances of the example use the prefix ex.

A taxonomy of decisions is typically formalized by narrower/broader relations of the SKOS [W3C, 2009] ontology.
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Figure 7: (1) Subclasses and relations prov:Entity; (2) Specific subclasses of prov:Activity and (3) specific subclasses of prov:Agent; (4) Instances and relations created when a decision rules fires for a concrete decision ex:decision1. The dotted boxes show the alternative use case, where a decision memo is responsible for deriving the decision.
shows the alternative instances when entering a decision memo.

The user ex:teamMemberMM enters the decision memo ex:decisionMemo1 during the activity ex:memoEntry1. In the decision memo the user also enters a score weight for ex:decision1. Consequently, the decision memo derives the ex:scoreWeight1 that was generated by the instance ex:decisionDerivation2. This instance is connected with the actual ex:decisionMemo1 stored in the data base for memos (ex:memoBase1).

4 Querying for Explanation

By using an ontology representation of the decision process, the justification of a particular decision can simply be queried. Moreover, ad-hoc explanations can easily be constructed by new queries. When representing the ontology as RDF triples, the standard query language SPARQL [W3C, 2013c] can be used. Of course, an intuitive visualization of the query results needs to be defined, but this is typically up to the application front-end of the decision support system.

In the following, we exemplify the explanation capabilities of the presented PROV extension by defining the SPARQL queries for the questions posed at the beginning of Section 3. It is worth noticing that the definition of SPARQL queries is up to the administrators of the system. For end-users the results of these queries should be presented in a user-friendly manner.

For demonstration purposes we implemented an extended version of the example depicted in Figure 7 in the knowledge modelling environment KnowWE [Baumeister et al., 2011b; 2012].

At which time was a particular data entered and who entered the data?
The following SPARQL query lists all entries and the persons involved in creating a corresponding entry. Additionally the generation time of the entry is shown.

```
SELECT ?entry ?person ?time
WHERE {
  ?entry prov:wasGeneratedBy ?activity.
  ?activity prov:wasAssociatedWith ?person.
}
```

Figure 8 shows the results of the SPARQL query above: The three entities decisionMemo2, FormValue1, and FormValue3 are listed with their creators and creation date.

```
<table>
<thead>
<tr>
<th>entry</th>
<th>person</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>decisionMemo2</td>
<td>teamMember1</td>
<td>2013-07-01T16:06:00</td>
</tr>
<tr>
<td>formValue3</td>
<td>teamMember3</td>
<td>2013-06-02T16:10:00</td>
</tr>
<tr>
<td>formValue1</td>
<td>teamMember1</td>
<td>2013-07-01T16:10:00</td>
</tr>
</tbody>
</table>
```

Figure 8: Entities and persons involved in the creation of the entities.

The query can be further constrained to a specific data entry. Then this query is similar to the last query of this section.

Which knowledge elements are responsible for a particular decision?
The following SPARQL query inspects the connected nodes of the decision instance ex:decision1 in order to check for derived values. The FILTER NOT EXISTS extension guarantees that only valid entities are shown.

```
SELECT ?givenValue ?byKnowledge
WHERE {
  ex:decision1
dss:hasAccount ?account.
  ?account
dss:contains ?weights.
  ?weights
prov:value ?givenValue.
  ?weights
prov:wasGeneratedBy ?activity.
  ?activity
prov:used ?byKnowledge.
FILTER NOT EXISTS {
  ?weights
prov:invalidatedAtTime ?invalidated.
}
```

Figure 9 shows the results of the SPARQL query above: Derived values are shown together with the knowledge elements—decision memos and rules—that are responsible for the existence of the values.

```
givenValue   byKnowledge
P1            decisionRule3
P3            decisionMemo2
```

Figure 9: Valid values derived together with the acting knowledge element.

What is the history of a particular data and decision (including involved persons)?
For a given decision ex:decision1 the following SPARQL query identifies all values that were given to that decision. For each value, also the used knowledge element and the acting person is retrieved. Also the validity of the value is printed; values with empty invalidated column are currently valid.

Figure 10 shows the results of the query: We see that ex:decision1 retrieved three values, whereas value P2 is already invalidated.

```
value   usingKnowledge byPerson   generated   invalidated
P1      decisionRule3  teamMember3   2013-07-01T16:10:00
P2      decisionRule1  teamMember1   2013-07-01T16:10:00
P3      decisionMemo2  teamMember1   2013-07-01T16:06:00
```

Figure 10: History of values for the given decision ex:decision1.
5 Conclusions

We conclude the paper with a brief discussion and an outlook to the future work.

5.1 Discussion

Advanced decision support systems allow for the distributed and episodic handling of complex decision problems. They handle large knowledge spaces by mixing different knowledge representations with informal decision justifications. When implemented in a distributed setting, the transparent justification of derived decisions is of prime importance. In this paper we introduced an explanation approach of continuous knowledge representations that is based on the PROV ontology. We described how an ontology representation of the decision process and the derived decisions can be used to generate transparent explanations.

In the literature the related ontology models can be found: [Evangelou et al., 2005] describe an ontology to support collaborative decision-making. They propose the model KAD (Knowledge-Argument-Decision) to facilitate exchange between decision makers and their argumentation. The KAD ontology model defines the three main classes discussionParticipant, coreEntity, and coreProcess, where their semantics is related or can be aligned to the starting point terms of the PROV ontology. Here, more focus is set on supporting the argumentation and discussion between decision makers. [Koruyshova and Deneckère, 2010] also propose an ontology for decision making. The decision making ontology (DMO) tries to support IS engineers in their decision making during an information systems project. The proposed ontology is evaluated by instantiating it to a requirements engineering process. The ontology is very elaborated and could be connected with the PROV ontology. For our purposes (continuous knowledge representation and episodic use) the extensions described in Figure 7 (1) need to be also made.

5.2 Future Work

At the current state, explanations are based on SPARQL queries. Albeit a very general approach, the construction of such queries can be cumbersome for standard users. For this reason we aim to define a simplified language to define explanation queries quickly in an intuitive manner. In Section 4 we demonstrated the access to typical explanation queries by SPARQL expressions. Although the shown results include all relevant information needed for an explanation, the presentation is likely to be not very intuitive. Therefore we are planning to investigate ontology visualization approaches [Fluit et al., 2002; Katifori et al., 2007] to render the results of the explanation query in a more user-friendly manner.

As the next practical step we are planning to implement and evaluate the proposed ontology and explanation capabilities for a decision support system, that is already in use. The KnowSEC system supports the decision work for chemical safety within a unit of the Federal Environment Agency in Germany (Umweltbundesamt). At the current state, the systems manages more than 42,000 sub-decisions for more than 11,000 chemical substances; many of the decisions were automatically derived. We refer to [Baumeister et al., 2013] for more details.
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Abstract

Academic capacity planning is a knowledge-intensive process that has to be based upon forecasts of course demand. Forecasts have to take into account each student’s current course achievements, prospective future course selections, time constraints as well as a wide range of different rules for graduation. This paper presents an innovative concept for forecasting of course enrolments serving as demand-figures in academic capacity planning processes and fulfilling information needs of decision makers on various levels in German higher education. Adaptability to a wide range of different study programs is ensured by employing a refined case-based reasoning approach. The case-base is dynamically interpreted with regard to stored cases’ problem descriptions and solutions. Moreover the structure of cases is heterogeneous depending on the students’ course achievements. Furthermore the methodology of case-based reasoning is enhanced by including a rule-based reasoning component as well as a web-based component for the adaptation of proposed solutions. The results of the case-based reasoning processes are loaded to a star-schema to support capacity planning by a data-driven decision support system. The concept is evaluated in terms of correctness of retrieval as well as accuracy of forecasts by contrasting its results with those of a simple regression forecast using real student data.

1 Introduction

1.1 Motivation and Problem Statement

Dramatic changes have taken place in the German Higher Education environment in the recent decade. The Bologna process led to a high increase in the number of different study programs with heterogeneous, complex curricula. Institutions are intensively competing with each other for enrolments and are confronted with a scarcity of monetary and non-monetary resources (Alt & Auth, 2010; U. Hansen, Henning-Thurau, & Langer, 2000; Küpper, 2010). Additionally, the total number of enrolments constantly rises and universities are confronted with very heterogeneous groups of demanding students (Löwer, 2012). As a consequence universities need to offer a demand-oriented portfolio of advisory services and education (Rieger, Haarmann, Höckmann, & Lüttecke, 2009). With regard to the scarcity of resources it is indispensable to ensure and increase efficiency and effectiveness within institutions especially in the core process of teaching. To enable efficient decision making different groups within the university have to be supplied with information regarding this process on different levels of aggregation. Top management, i.e. the presiding committee, is concerned with achievement-oriented allocation of resources among the university’s faculties (Reichwald, 1998). Thus it needs information on capacity utilization (Nusseleir, 2001), i.e. for example the number of exams to be taken or student enrolments, on the level of different faculties. Information has to be highly aggregated for decision makers within this group (Postert, 2001). Middle management, i.e. deans and deans of study affairs, need to allocate monetary and non-monetary resources to the faculty’s chairs and are coping with satisfying student demand for specific classes by assigning workloads to lecturers and eliminating overlapping of lectures (T. F. Burgess, 1996; Reichwald, 1998). Hence they need information on capacity utilization on the level of chairs, lecturers or single classes and the respective classrooms’ sizes and utilization. The maximum aggregation level for this group of decision makers will be a single department (Postert, 2001). Lower management, i.e. professors, is directly concerned with teaching. In order to assign assistants to the right courses as well as to adapt course-content to the skills and interests of their students they need information on the number and type, e.g. repeaters, of students in each of their courses (Rieger et al., 2009). The aggregation level of information will be relatively low for this group of decision makers (Postert, 2001). To ensure competitive advantages students should be considered as a relevant group of decision makers and be proactively supplied with information (Rieger et al., 2009), too. Information for this group of decision makers is on the lowest level of aggregation, i.e. a single student, and has a primary focus on planning the course of studies (Postert, 2001). In summary, universities and their decision makers are faced with an environment that resembles that of private businesses with international competition (Rieger et al., 2009) and information needs are heterogeneous in terms of aggregation levels across the groups of decision makers.

As a means of efficient and effective resource utilization private businesses employ the method of capacity planning (Oden, Langenwalter, & Lucier, 1993; Slack, 2010). For applying this method knowledge of current or preferably forecasted demand figures is necessary (Schonberger & Knod, 1991; Slack, 2010). Unfortunately, demand figures within the academic environment, i.e. future course enrolments, tend to be fraught with high uncertainty as they are strongly influenced by students’
individual choices e.g. the postponing of enrolment for courses or the selection of majors. Additionally, the increasing complexity of curricula and graduation requirements as well as the growing heterogeneity of student groups makes it hardly possible to estimate future demands. Thus information needs of decision makers involved in capacity planning – as described above – can hardly be satisfied. Therefore capacity planning processes within institutions are difficult to implement and rarely found in the German Higher Education Area.

1.2 Research objective and contribution

In terms of (March & Smith, 1995) the paper presents an innovative concept, namely for forecasting future course enrolments serving as demand-figures in academic capacity planning processes and fulfilling information needs of decision makers on various levels in higher education. The underlying methodology is case-based reasoning (CBR) since it is perfectly suited for weak theory domains for which deep causal models can hardly be derived (Cunningham, 1998) – as it is the case in the domain at hand. In contrast to previous approaches students’ individual choices are explicitly considered. Moreover the concept ensures adaptability to various different programs of study with little knowledge engineering effort. The concept is derived and evaluated by employing the method of prototyping (Wilde & Hess, 2006) and includes some major revisions of the CBR methodology that were necessary to fit it to the higher education domain. Evaluation is done with real student data for an undergraduate program at a medium sized German university. Addressed decision makers are on multiple levels of a university, namely students, faculty, deans and top management. Practitioners as well as researchers in the fields of higher education management and artificial intelligence, especially the area of CBR, are addressed in the paper.

With regards to the field of higher education management literature offers some concepts that explicitly target at supporting decision makers with forecasted demand figures. Forecasts are mainly derived by Markovian analyses (Bessent & Bessent, 1980; Kassicieh & Nowak, 1986), network simulation models (R. R. Burgess, 1970) or failure rate-based mathematical models (Deniz, Uyguroglu, & Yavuz, 2002). These approaches focus on using specific knowledge from past experiences are stored within a case-base with cases typically containing at least a problem-description and a solution (Cunningham, 1998; Watson, 1997, 2003). An important distinction has to be made between homogeneous and heterogeneous case-bases. Within homogeneous case-bases all cases share the same structure and the same classes of attributes whereas heterogeneous ones are characterized by cases differing from each other in terms of structure and attributes (Watson, 2003). Heterogeneous case-bases implicate difficulties especially in the retrieve and reuse phases of a CBR cycle as attributes cannot be unambiguously assigned to either description or solution (Abou Assali, Lenne, & Debray, 2009; Lopez De Mantaras et al., 2005). The refined CBR approach presented in this paper offers an innovative solution to this problem by introducing a dynamic splitting point for differentiating description and solution attributes. Moreover the CBR cycle proposed by (Aamodt & Plaza, 1994) is enhanced - amongst others – by:

- a strategy for automatically generating new cases from the case-base thus enabling efficient solving of huge amounts of new cases,
- a rule-based component interacting with an ontology for making sure forecasts are in line with graduation requirements,
- a new phase supporting temporarily independent multi-user revision,
- an interface to a data-driven decision support system that supplies decision makers with derived predictive information.

1.3 Research Methodology

In the research project resulting in this paper the principles of design science research were applied. Design science research aims at improving the environment by introducing innovative artifacts (Hevner, 2007). According to (Peffers, Tuunanen, Rothenberger, & Chatterjee, 2007) the design science research process consists of six activities altogether. The problem addressed by the paper at hand was identified (activity 1) due to deficiencies within a practical setting as well as a literature review aiming at the assessment of approaches to forecast demand figures regarding their applicability in the setting at hand. The problem’s relevance is presented in 1.1. A literature review was conducted to identify previous approaches to demand forecasting in higher education. Due to space limitations only a short overview of the deficiencies of existing approaches identified is given in section 1.2. Based on these shortcomings the objectives for a new solution were inferred (activity 2) as presented in 1.2. Employing the method of prototyping (Wilde & Hess, 2006) design and development (activity 3) resulted in the artifact of an innovative concept for forecasting course enrolments and support for decision makers on multiple levels of a university. The concept is thoroughly described in section 2. The developed prototype facilitates the concept’s demonstration (activity 4). It was implemented and tested within a real academic setting, forecasting demand
figures for an undergraduate program at a medium sized German university as a proof of concept. Forecasts were statistically evaluated (activity 5) and contrasted with the results of a forecast derived by simple regression. First evaluation results are shown in section 3. With this paper research is made available for the research community (activity 6). Communication with practitioners was achieved by presenting outcomes at one of the major forums on data warehousing in higher education in the beginning of 2012.

2 Conceptual Approach and Implementation

2.1 Conceptual Overview

The designed and prototypically implemented concept consists of a compound decision support system comprising two components. The first one, named CBR component, at its core includes a workflow aiming at forecasting students’ individual course-enrolments for one or more upcoming semesters that is based on extensions and refinements of the CBR-cycle introduced by (Aamodt & Plaza, 1994) and that is thus called refined CBR cycle. Forecasts are stored within a database which is used as an interface for the second component, named data-driven component. This second component targets at supplying decision makers on various levels within a university with derived predictive data. A high-level overview of the concept’s architecture is given in figure 1:

![Fig. 1. Conceptual overview](image1)

2.2 Refined case-based reasoning cycle forecasting individual enrolments

To fit the CBR methodology to the domain of forecasting enrolments in higher education several refinements had to be made to the CBR cycle introduced by (Aamodt & Plaza, 1994). From a high level point-of-view the concept aims at forecasting students’ individual course enrolments by reusing past enrolments of similar students. Figure 2 presents an overview of the concept of the refined CBR cycle.

The refined CBR cycle consists of the seven phases Initialize, Retrieve, Reuse, Repeat, Revise 1, Save, and Revise 2. For the development of the prototypical application the jColibri2 CBR framework (Recio García, 2008) was used in its version 2.1 as it provides predefined components that are especially useful for object-oriented case representation, persistence of cases in relational databases as well as predefined (local) similarity functions.

During the first phase Initialize student data is extracted from operational systems, transformed to a case model and loaded to an Oracle database. At runtime case data is loaded to an in-memory case-base. This may be seen as pre-processing not belonging to the core of a CBR-cycle. However supplying the refined CBR-cycle with fresh data from operational systems at runtime is a key to deriving correct forecasts. Thus building cases from raw data is explicitly included in the cycle. The concept comprises a case model regarding each student as one case containing personal attributes, e.g. age, gender and a-levels grade, as well as attributes representing the student’s previously taken courses, e.g. each semester’s gpa and exams written. Each case consists of about 30 attributes altogether that were selected pragmatically from the set of attributes available from a campus management system to keep the effort for knowledge engineering low. As the number and kinds of taken programs, courses as well as the study semesters courses were taken in differ from student to student a flexible case-representation is needed. Thus representation follows the principals of object-orientation allowing for cases with different structures (Bergmann & Stahl, 1998). The Initialize phase results in a case-base being heterogeneous (Watson, 2003) with regard to the amounts of instances of classes representing previously taken courses, semesters and programs of study. Cases only contain a description this far as – resulting from the cases’ heterogeneity - a distinction of description and solution attributes can only be made with regard to a new case. Figure 3 shows two exemplary cases highlighting the heterogeneous structure – case one represents a student who finished one semester, case two represents a student who finished two semesters already, resulting in multiple instances of the class StudySemester.

In contrast to the traditional CBR methodology new cases stem from the case-base itself. Employing rules and utilizing domain knowledge from an ontology all cases within the case-base are checked regarding the represented student’s progress within a study program. If a case represents a student who did not finish a study program yet it is treated as a new case. All new cases identified are iteratively solved against the remaining cases within the case-
The second phase **Retrieval** is enhanced in order to overcome retrieval problems which are mainly invoked by the varying structure of cases within the heterogeneous case-base including cases that contain a description only. For this purpose a so-called dynamic splitting point (dsp) is introduced to align the structure of all cases within the case-base with the structure of one specific new case. The dsp represents the amount of study semesters in the highest program being studied by a new case. When trying to retrieve similar cases all cases within the case-base are first reorganized according to the dsp, i.e. attributes are assigned dynamically to description and solution: All cases’ `StudySemester` objects being associated with a `CourseHistory` object having the same values for their Program and Degree attributes as the new case are identified. Those having a value for their `StudySemester` attribute lower than the highest semester of the new case (<dsp) are assigned to belong to the case’s description. All `StudySemester` objects having a higher value for their `StudySemester` attribute (>dsp) are assigned to belong to the case’s solution. With regard to the example in figure 3 the `StudySemester` object would be transformed so that its Name attribute is Summer 2013 instead of Summer 2012. The transformed solution makes up an initial forecast of future course selections of the student represented by a new case.

Cases available for retrieval from the case-base are heterogeneous with regard to the amount of represented study semesters. Thus a retrieved case might offer a solution, i.e. forecast, of one semester only – as it is the case in the example described above. The **Repeat** phase is an optional one that aims at extending the amount of future semesters for which course selections are forecasted. The solved case – consisting of the initial new case’s description and the solution reused from the retrieved case – is transformed into a virtual case – consisting of an extended description only. Running the second and third phases of the cycle again with the virtual case being treated as a new case the amount of solution semesters can be significantly extended as now the dsp will be higher than in the first iteration of the cycle and thus only higher semesters can belong to case 2’s description and those with a bold, red border make up its solution. After the alignment of all cases within the case base the case with the highest object similarity (Wess, 1995) to the new case is retrieved by a k-NN retrieval algorithm.

The third phase **Reuse** employs a transformational re-use as according to (Aamodt & Plaza, 1994). The only transformation made to the solution of the retrieved case is to project semester numbers and descriptions according to the highest semester of the new case. With regard to the example in figure 3 the `StudySemester` object would be transformed so that its Name attribute is Summer 2013 instead of Summer 2012. The transformed solution makes up an initial forecast of future course selections of the student represented by a new case.
be assigned to case solutions. The content of this phase could also be interpreted as being part of the reuse phase. It was designed as an additional phase to emphasize the iteration of previous phases based on a newly created virtual case that exceeds the steps typically carried out in the reuse phase.

First experiments with an initial version of the prototype demonstrated that it is unlikely that the solved case generated by the first four phases is in line with the specific examination regulations of the program the represented student is enrolled in. This is due to the fact that real experiences of only partially similar students are combined. Thus the fifth phase Revise 1 employs transformation adaptation (Lopez De Mantaras et al., 2005) in order to alter solution objects. Therefore, a rule-based reasoning component is integrated using the solved case as facts and domain knowledge encoded both in an ontology and action rules (Herbst, Knolmayer, Myrach, & Schlesinger, 1994). The ontology represents knowledge on single courses and their feasible or mandatory use in different programs as well as course alternatives or prerequisites. Action rules are used to enforce the examination regulations, i.e. alter solutions derived by the first four phases with respect to ontology information. The result of phase five is a pretested case, i.e. a forecast of future course selections of the student represented by the new case that are approvable with regard to examination regulations.

Within the following sixth phase Save the solution is serialized to a forecasted course selections database that is independent from the case-base (see figure 2) making it available for further processing and analyses. As phases one through six are executed for all new cases identified within the case-base, this database will contain solutions, i.e. forecasted course selections, of all students that are likely to continue their studies for at least one upcoming semester.

The phases described work on the premise that similar students behave in a similar way – they select the same courses – in due consideration of their examination regulations. Students’ individual choices are thus included only implicitly. In order to explicitly consider individual choices and also supply students with decision support regarding their planning processes an optional seventh phase, a web-based revise phase called Revise 2, is introduced. Based on the pretested solutions stored within the forecasted course selections database each single student is presented his or her potential future course selections as well as a list of alternative courses. The web-application enables students to alter the proposition or simply approve it. Additional information on the student’s achievements is given by tooltips, e.g. indicating the student’s major, missing obligatory courses or hints on the area where to best write a final thesis in. Altered solutions are automatically checked for alignment with examination regulations by rerunning phase 5 and stored within the database afterwards. This way not only students benefit from decision support but forecasts may also be significantly improved. The feedback given by individual students in this phase might be used to improve the knowledge of the system. E.g. the retrieval phase might be enhanced by obtaining students’ feedback and using it for learning similarity measures as suggested by (Stahl, 2004). This might be subject to further research but is out of scope of this paper.

There is no retain phase as suggested by the classical CBR cycle. Instead a new case-base with fresh data of real students is initialized each time forecasts are to be made. Learning is thus achieved based on real-world data only. Cases already serialized within the Oracle database from a previous forecast, e.g. one semester ago, will be updated by the study achievements the represented students made up to the point of time of the forecast. For freshmen students, i.e. students not yet represented by a case in the serialized case-base, a new case will be constructed during initialization. Thus the case-base grows with each forecast to be made.

### 2.3 Aggregation of forecasted course-enrolments to support capacity-planning processes of various decision makers

An approach to enhance a university’s stakeholders ability to make decisions in capacity planning processes is to combine the component of the refined CBR cycle with a data-driven decision system in terms of (Power, 2008). Data-driven decision support systems can be based on data warehouse systems and often include production reports, alerts and ad hoc data retrieval (Power, 2008). As a first step towards such a system data is extracted from the database holding forecasted course selections (see figures 1 and 2), transformed and loaded to the star schema shown in figure 5 once the phases of the case-base component have been run.

As discussed in 1.1 stakeholders of a university need information on different levels of aggregation. Based on the star schema design production reports can be created to fulfill all identified stakeholders’ needs. In addition to standard reporting OLAP functionality is included and dashboards can be created for different decision makers. Top management’s information needs are satisfied by reporting the key figure ExamCount by Dimension LecturerGroup or Lecturer respectively, filtered by chairs of single faculties. A report for deans might show ExamCount by Semester and Chair, deans of study affairs can be supplied with a report of ExamCount by Program and Exam. For eliminating overlapping of lectures reporting ExamCount by combinations of Exams per Semester is possible. Lecturers can be supported with detailed reports on the students they are likely to cope with in future, e.g. the ExamCount by Exam and Program filtered on Attempt_No>=2 (number of students repeating their course).
Fig. 4. Star Schema

3 Evaluation

This paper presents research conducted by a design science approach. Evaluation is a critical task in design science research and needs to demonstrate utility, quality and efficacy of the designed artifact (Hevner, March, Park, & Ram, 2004). As (Hevner et al., 2004) state artifacts can e.g. be evaluated in terms of accuracy, reliability, usability and fit with the organization. The artifact presented in this paper can be classified as innovative in a particular way as it is an alternative concept for forecasting course enrolments, utilizing a different methodology than previous approaches. As innovative artifacts need time to be accepted in the real world (Frank, 2006) evaluation results regarding fit with the organization and usability cannot be presented by the time of writing this paper.

Thus the paper focuses on an evaluation of correctness of the Retrieve phase as well as forecasting accuracy. Concerning accuracy of forecast results the impact of the phase Revise 2 is neglected as empirical evidence on the influences of confronting students with predicted information on their actual future course selections is still missing. For evaluation purposes the prototypical implementation of the concept at a medium sized German university is utilized, the case-base comprises 1306 cases representing students and alumni of an undergraduate business program.

Correctness was assessed – as suggested by (Althoff, 1997) - by taking a copy of a case as new case and having the system solve it by retrieving and adapting a case from the case-base. Solving the new case is regarded as success if the system finds the case it was copied from (original case) as the best match. Altogether 50 cases were copied from the case-base and solved by running the phases Retrieve through Revise 1 of the refined CBR-cycle. The process terminated successfully in 100% of times thus it can be concluded that the retrieval task is performing in a correct way.

Forecasting accuracy was evaluated on the aggregation level of single courses by contrasting real enrollment figures for the winter semester 2012/2013 of three third-semester and eight fifth-semester courses of an undergraduate business program with forecasting results (forecast-horizon = 1 Semester) generated by the refined CBR-cycle and those generated by employing a simple linear regression. Input data for the regression is a five-year time-series of course-enrollment numbers (cases in the case-base cover the same period of time and the same program/students). Forecast accuracy of both methods is measured by three standard error measures, namely the Mean Absolute Error (MAE), the Root Mean Squared Error (RMSE) and the Symmetric Mean Absolute Percentage Error (SMAPE). Further the difference between RMSE and MAE was calculated. The results are summarized in table 1.

| Table 1: Forecast Errors of Linear Regression vs. CBR |
|----------------|-------------|-------------|-------------|-------------|
|                | MAE         | RMSE        | RMSE - MAE | SMAPE       |
| Linear Regression | 35,018 | 42,3944 | 7,375 | 54,930 |
| CBR             | 15,761 | 20,423 | 4,661 | 20,841 |

As the table shows the prototype employing the refined CBR-cycle performs better on all chosen error measures. The MAE indicates that on average forecasts provided by the refined CBR-cycle are more than twice as close to real values as those provided by the linear regression. To assess the magnitude of the errors the RMSE was calculated. It indicates that the magnitude of errors is about twice as high with the linear regression as with the refined CBR-cycle. For both, the linear regression and the refined CBR-cycle the difference between RMSE and MAE is rather low which indicates that the variance in the errors is rather low for both forecasting methods. The SMAPE is used as percentage error since it is applicable when observations contain near-zero values (Hyndman & Koehler, 2006) which is the case for some of the considered courses. Again the refined CBR-cycle scores better than the linear regression. To summarize evaluation results give supportive evidence that accurate forecasts can be derived by employing the concept presented in this paper.

4 Summary and Outlook

An innovative concept for forecasting course enrolments, serving as demand figures in academic capacity planning, has been presented. The application of a refined CBR approach ensures flexibility in terms of adaptation to different programs of study and provides the opportunity to include students’ individual choices. Support for decision makers on various levels of a university is provided by embedding the refined CBR component with a data-driven decision support system. First evaluation results demonstrate correctness of case retrieval and accuracy of forecasts derived by a prototypical implementation of the concept. Further research will have to focus on the evaluation of usability and fit with the organization especially regarding effects of the confrontation of students with forecasted information on their progress within a study program. Moreover comparing the results derived by the refined CBR-cycle with those of a standard CBR-application appears to be a further interesting step in evaluation.
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Abstract
This paper is a thesis proposal and describes the idea of an integrated, explanation-aware maintenance approach for distributed case-based reasoning systems. We describe the related work and the foundations our own research will base on and the derived research goals for the dissertation. We describe in detail the integration of several existing approaches with our ideas to develop a methodology and maintenance strategy for distributed case-based reasoning systems.

1 Introduction
Developing and implementing knowledge-based systems, especially case-based reasoning (CBR) systems, has been explored for several years. Today we have methodologies to define and implement knowledge-based or especially case-based reasoning systems. For our research we will first focus on CBR systems and later trying to generalize the approach. For maintaining a single case-based reasoning system there are also several approaches that deal with maintaining the case base, the similarity or the adaptation knowledge. In general all the knowledge sources belonging to a knowledge-based system have to be considered. A knowledge source in this context is a software agent with access to a CBR system. These knowledge sources have dependencies between each other that have to be taken into account for a maintenance approach for distributed CBR systems. This thesis proposal describes the idea of an integrated, semi-automatic maintenance approach for distributed CBR systems with explanation capabilities on maintenance.

In Section 2 related work and foundations are described which are underlying our ideas. Section 3 presents the research goals based on these ideas. Section 4 further describes what we mean by explanation-aware maintenance. At last, Section 5 summarizes the paper and gives a short outlook on the next steps.

1.1 Example Domain and Application
In this subsection we describe the application docQuery which is settled in the travel medicine domain. The travel medicine domain and the docQuery application are used below to illustrate the approach presented in this paper. This application is an multi-agent-system that uses several knowledge sources to find a solution to a user-given query. The query can contain information like travel destination, planned arrival, age, activities and chronic diseases. Based on this information, the necessary knowledge source, in this case software agents with CBR systems, are identified and requested. The docQuery application contains seven different CBR systems that represent several sub-domains of the travel medicine domain like regions, diseases, medication or activities [Bach, 2012][Reuss, 2012].

2 Related Work and Research Basics
This section contains related work that is used as foundations for the ideas in this paper. In his PhD thesis Carsten Tautz developed a methodology for experience management systems called DISER [Tautz, 2000]. This methodology does not consider maintenance in detail, but the methodology can be used as a basis for an integrated maintenance approach. Based on DISER, Markus Nick developed DILLEBIS [Nick, 2005]. This methodology focuses on maintenance that is based on user feedback to identify necessary maintenance actions. Both methodologies are not specifically designed for CBR systems like INRECA [Bergmann et al., 2003][Althoff and Weis, 1996] is. The latter is focusing on developing CBR applications, but does not explicitly consider maintenance tasks. A methodology for CBR systems originating from the INRECA context and focusing on the maintenance task is Roth-Berghofer’s SIAM methodology [Roth-Berghofer, 2003]. This methodology extends the CBR cycle from Aamodt und Plaza [Aamodt and Plaza, 1994] with two steps called Review and Restore. These steps contain tasks for evaluating and maintaining a CBR system. However, the methodology does not consider distributed CBR systems. The SEASALT architecture [Bach, 2012][Reichle et al., 2011] provides a general framework for developing distributed knowledge-based systems. The architecture is domain-independent and modular and allows the creation of customized systems. The so-called Knowledge Line is responsible for managing the different knowledge sources. A software agent coordinates the queries and answers to and from the knowledge sources [Reichle-Schmehl, 2008][Bach et al., 2008]. An approach for automating the selection of the needed knowledge sources using CBR was presented by Reuss [Reuss, 2012]. Our future research will base on the SEASALT architecture as a method for developing distributed knowledge-based systems. Additionally we will focus on the process of selection approach knowledge sources for maintenance purposes.

Althoff, Hanft and Schaaf developed the idea of a Case Factory to evaluate and maintain case bases [Althoff et al., 2006]. The Case Factory is based on the Experience Factory approach from software engineering. It consists of several software agents for different tasks like evaluating
incoherence or modifying the case base. A central idea of the Case Factory is that an agent not only learns from his individual experience, but also learns from the experience of other agents. The idea of the Case Factory is integrated into the Knowledge Line of the SEASALT architecture. Each knowledge source, in this context CBR systems, has its own Case Factory that is responsible for maintaining the dedicated knowledge. Based on these ideas the Case Factory can be extended to maintain not the case base, but maintaining the vocabulary, the similarity measures and the adaptation knowledge, too.

The methodology to be developed within this thesis shall not only focus on CBR systems and maintenance tasks, but also considers the characteristics of distributed knowledge-based systems (e.g., the SEASALT architecture) and explanation capabilities [Roth-Berghofer et al., 2005].

In addition to these methodologies, there are many different maintenance approaches for CBR systems, which should be taken into account. Ferrario and Smyth described an approach for collaborative maintenance of a case base. The feedback of several users is evaluated and an appropriate maintenance action derived [Ferrario and Smyth, 2000][Ferrario and Smyth, 2001]. Other authors like Ioannis Iglezakis [Iglezakis, 2001][Iglezakis and Roth-Berghofer, 2000], Racine and Yang [Racine and Yang, 1997][Racine and Yang, 1998][Yang and Zhu, 2001], Smyth, Keane and McKenna [Smyth, 1998][Smyth and Keane, 1995][Smyth and McKenna, 2001] or David Wilson [Wilson, 2001] described different approaches to maintain a case base. Armin Stahl describes the learning of feature weights [Stahl, 2001] and Patterson et al. showed a strategy to maintain the similarity of a CBR system [Patterson et al., 2000]. All these approaches are set up to maintain a single CBR system, but neither consider the use of multiple CBR systems nor the dependencies between these single systems. The maintenance approach to be developed within this thesis will consider such dependencies and will be able to combine single maintenance actions to an integrated maintenance strategy for distributed CBR systems.

### 3 Research Goals

Based on Section 2, four major research goals are formulated. All major research goals are split into several minor goals and tasks. The first goal is to develop a methodology, being able to define, implement and maintain distributed CBR systems based on the SEASALT architecture. This methodology contains all necessary tasks that lead to a functional multi-agent-system, as defined in the SEASALT architecture, extended with tasks covering the maintenance of CBR systems and the explanation awareness of the knowledge maintenance. The ideas underlying this methodology are described in more detail in Section 4.

The second research goal is to extend the concept of the Case Factory approach. The maintenance strategy has to be extended to cover the dependencies between several different homogeneous or heterogeneous knowledge sources for cross-system maintenance and to improve the maintenance of a single CBR system. Of course for maintenance all four knowledge containers should be considered. Again a more detailed description can be found in Section 4.

The third research goal is to integrate maintenance explanation capabilities into a multi-agent-system with distributed CBR systems. These explanations capabilities have to be considered when developing the methodology. The explanation process has to be integrated into the design and implementation of a system. For more detailed information on the explanation process see Section 4. The second and the third goal could be seen as minor goals of the first research goal, because of the dependencies between these goals. We decided to treat them as separate goals, because these goals will take a large part of the research and can be divided in minor goals, too.

The fourth major research goal is to empirically evaluate the developed maintenance strategy, methodology and improved Case Factory approach. Therefore we will integrate the explanation-aware maintenance approach into the docQuery application and in an industrial multi-agent decision support system. With the integration of the approach into docQuery we will show, that our methodology can be used on existing systems to extend those systems with explanation-aware maintenance capabilities. While building the new industrial multi-agent-system we will show, that our methodology can be used to build up a new multi-agent-system with explanation-aware maintenance capabilities. On both systems experts can evaluate the maintenance suggestions and related explanations.

### 4 Explanation-Aware Maintenance

This section describes the current status of our the ideas and goals of explanation-aware maintenance in more detail. With explanation-aware maintenance we mean an approach that enables a multi-agent-system to suggest maintenance actions to keep the knowledge in this system correct and consistent and provides explanations for the suggested maintenance actions. The suggestions can be presented to a knowledge engineer. With the related explanations the knowledge engineer should be able to understand why the multi-agent-system gives the specific suggestions. This way the knowledge engineer can make a quicker selection of the maintenance actions that should be executed and he will be able to identify potential problems in the knowledge of the multi-agent-system if an explanation is not comprehensible.

There are two main ideas behind this thesis proposal. The first idea is that maintenance of knowledge cannot be done per knowledge source only, but the dependencies between the knowledge sources have to be taken into account for an integrated maintenance strategy. An example for a dependency between CBR systems is the change of the vocabulary. If both systems have the same or partially the same vocabulary, a change in one system may cause a change in the other system for consistency reasons. Another example is removing one or more cases from a case base. Cases in other CBR systems could depend on one of the removed cases, so they may become inconsistent (to some degree). The system should suggest an appropriate maintenance action like removing the depending cases to keep the system’s correctness/consistency.

For example, the docQuery application has a CBR system for regions and a CBR system for infectious diseases. Both systems have partly the same vocabulary for region names. For the region CBR system the names are part of the solution of the case structure and for the disease CBR system the names are part of the problem description of the case structure. These CBR systems have a dependency between each other. When a certain region is retrieved from the region CBR system the related infectious diseases can be retrieved from the disease CBR system using the name of the region. If the name of one region changes in the vocabulary of the region CBR system, an inconsistency be-
... tween this CBR systems will occur, because the retrieved region has no match in the disease CBR system. Another example is the CBR system for medication. If one medicament must not be applied for a disease any longer, the system has to check if the medicament can still be applied for another disease. If the medication is not longer used the case representing the specific medicament can be deleted, otherwise the case has to be adapted to keep the system’s correctness.

The Case Factory approach and the SEASALT architecture support distributed knowledge sources in a multi-agent-system. A Case Factory can support the maintenance of the case base of a single CBR system. The original approach has to be extended to support the maintenance of the other three knowledge containers, namely vocabulary, similarity and adaptation knowledge. The original approach contains several software agents to monitor the case-base and one agent to do the necessary maintenance actions. To support all knowledge containers some more agents are needed to monitor these containers and the maintenance tasks should be split into several agents. An own maintenance agent per knowledge container is needed to support parallel maintenance of the knowledge containers. Additionally a supervising agent is required to coordinate the maintenance actions. This coordination agent is also responsible for the communication between the multiple Case Factories. Figure 1 gives an overview of an extended Case Factory.

![Figure 1: Extended Case Factory](image)

Another idea is the combination of the SIAM approach and the Case Factory approach. SIAM extends the so-called 4R cycle with two steps to a 6R cycle. The 4R cycle consists of four steps, called Retrieve, Reuse, Revise and Retain. In the Retain step a given problem is mapped to the case structure of the CBR system and the most similar case(s) is retrieved from the casebase. The Reuse step adapts the solution of the retrieved cases to the given problem. This adapted solutions are checked by an expert or a user of the CBR system in the Revise step. The result of the check can be stored in the specific case. In the last step Retain the retrieved and adapted case can be added to the casebase. This way the CBR system can learn [Aamodt and Plaza, 1994].

The steps Review and Restore are not part of the original 4R cycle. These steps support the monitoring and maintenance of single CBR systems [Roth-Berghofer, 2003]. Each step consists of three tasks. The steps could be mapped to a Case Factory with software agents for the defined tasks. The Review task contains the steps Assess, Monitor, and Notify. Each step could be assigned to an agent in the Case Factory. An agent responsible for the Assess task evaluates the knowledge of a CBR system. Another agent compares the evaluation result with the available constraints or thresholds (Monitor). The constraints and thresholds are defined by the knowledge engineer and stored in a so-called Maintenance Map. This Map will be described in more detail later in this section. The notifying agent decides if and whom to inform that a maintenance action is necessary. This agent sends a message to an agent at a high-level Case Factory organization. This organization is also described in more detail later. On the higher level the notifications are collected and used to create a maintenance plan.

For an example we take the CBR systems for disease and medication. An assess agent evaluates the casebase of the medication CBR systems and finds a case for a medicament that is not dedicated to a disease. This result is passed to the monitoring agent. The Maintenance Map contains the constraint that every medicament has to be dedicated to a disease. The information about the constraint violation is passed to the notify agent, which sends this information and a request for a maintenance action to a coordination agent outside the Case Factory of the medication CBR system.

Three additional agents are responsible for the tasks of the Restore step. The single tasks to perform are Suggest, Select and Modify. The suggestions for maintenance actions are made in the high-level Case Factory organization, because the suggestions depend on the maintenance plan. The suggested actions are sent to an agent in the relevant Case Factory and this agent will select the appropriate maintenance action. It is possible, that more than one maintenance action is selected. The agent responsible for modifying the knowledge gets a message with the selected maintenance actions and executes the modification on the knowledge containers or notifies the knowledge engineer if the action needs additional input. When the modification is done or an error occurs, the agent sends a notification to the high-level Case Factory organization.

A high-level Case Factory organization is needed to control the integrated maintenance between these Case Factories. Therefore several software agents have to supervise the communication and the adherence of high-level maintenance goals. Additionally, an agent collects the suggested maintenance actions from multiple Case Factories, while another agent combines the individual maintenance actions to a maintenance plan. A Case Factory can suggest more
than one maintenance action. The planning agent is also responsible for checking constraints or solving conflicts between the individual maintenance actions. A suggested action from one Case Factory can trigger a necessary maintenance action of another Case Factory, based on the dependencies between the knowledge sources. So these actions have to be integrated into the maintenance plan, too. The relevant maintenance actions are passed back by the collector agent to the relevant Case Factories.

Based on the previous example the information about the constraint violation is passed to a coordination agent in the Case Factory organization. This coordination agent checks the possibilities to repair the constraint violation. Based on the knowledge in the Maintenance Map two suggestions to repair the problems are found. The first suggestion is to delete the case to keep only cases in the casebase that could be retrieved. The second suggestion is to adapt the case and add the dedicated diseases to the problem description. Both suggestions are send back to the Case Factory of the medication CBR system. If the selection agent can decide on his own the appropriate maintenance action based on the information in the Maintenance Map, then the agent selects an action. In our example we will assume that the Maintenance Map contains the information that a case should be adapted if possible before deleting it. The selection agent will notify the knowledge engineer that additional information is needed to dedicate the medicament to a disease. The knowledge engineer can select the disease that should be dedicated to the medicament. The modify agent takes the information an adapts the problem description of the case. At last the agent sends a success or error message to the Case Factory organization. Figure 2 shows a Case Factory organization with example agents.

![Figure 2: Case Factory organization](image)

To coordinate the maintenance actions for the single CBR systems a Maintenance Map is introduced. This Maintenance Map is based on the Knowledge Map from Davenport and Prusak [Davenport and Prusak, 2000], that was adapted to multi-agent-systems from Bach et al. [Bach et al., 2008]. In contrast to a Knowledge Map the Maintenance Map is a bidirectional graph. The vertices represent the knowledge sources in a distributed knowledge-based system and the edges represent the dependencies between the single sources. The weights of the edges could be used to describe the importance of the dependency. Additionally, the maintenance goal for a single knowledge source could be stored as well as the integrated maintenance goal for the overall system. For every maintenance goal the metrics for the empirical evaluation and the thresholds and constraints could be defined. Another idea is to store the preferred maintenance action for every knowledge source in the Maintenance Map. By this it will be possible for the relevant agent to decide quickly which maintenance action to choose. The Maintenance Map could be in XML or RDF format to share the knowledge between different systems in an easy way. The Maintenance Map should be defined and updated by the knowledge engineer.

To define and implement a distributed CBR system with explanation-aware maintenance capability a methodology is needed that contains tasks to acquire the necessary knowledge, maintenance goals, and actions to realize an integrated maintenance strategy. The SEASALT architecture implies tasks to develop a multi-agent-system with distributed knowledge-based systems (e.g. CBR systems). These tasks could be derived and organized in a methodology. For example the use of software agents implies the definition of an agent model which describes the roles and responsibilities of the agents. The resulting methodology has to be extended with tasks for maintenance and explanations.

Methodologies like DISER, DILLEBIS and INRECA contain tasks that may be integrated in the new methodology. The methodology to be developed shall be applicable to multi-agent-systems with different single CBR systems as knowledge sources. While the focus is set on using CBR systems as knowledge sources, the methodology shall contain several template tasks, that could be replaced by tasks for different knowledge-based systems. These templates have to be included in a way that substituting a template with a concrete instantiation will not affect the other tasks. Our research will focus on a methodology that can be used to define and implement a multi-agent-system with distributed CBR systems. From this methodology it could be possible to identify task that could generalized with templates to support the definition of other knowledge-based systems. An example task affecting maintenance is shown in Figure 3.

![Figure 3: Example task to define an overall maintenance goal](image)

**Task:** define maintenance goal for Case Factory organization

**Maintenance Goal:** keep overall solution correct/complete

**Needed Knowledge:** expert feedback, consistency rules

**Metrics:**

**Trigger for Evaluation:** getting feedback to solution

**Input:** overall solution

**Output:** evaluation results, maintenance suggestion and explanation

The second idea is that a CBR system should be able to explain why a maintenance action is suggested. This explanation will support the knowledge engineer’s decision which maintenance action should be executed. To give a CBR system explanation capabilities a lot of knowledge is necessary. The introduced idea of an integrated maintenance strategy focuses on explanations for maintenance. The underlying research assumption here is that the minimal knowledge necessary for the explanation of the maintenance actions is the same knowledge that is necessary for the CBR system to suggest a maintenance action. It fol-
allows, that the minimal knowledge for explanations already exists in the system, if the system is able to (reasonably) suggest maintenance actions. One challenge is to identify and extract the needed part of the knowledge to formulate the explanations for a given maintenance action. For a single explanation of a maintenance action not the whole knowledge of the CBR system is needed. Another challenge is to identify and combine the knowledge of several CBR systems to explain maintenance suggestions that are necessary to keep the overall system correct and consistent.

Knowledge that can be used for explanations are logging information, rules, evaluation results, metrics, thresholds, etc. Additionally, knowledge can be extracted from social media like expert forums or external data sources. A scenario for extracting knowledge from sources outside the multi-agent-system can be the prohibition of a medication. This information can be extracted from the website of the European Medicines Agency. Monitoring this website the multi-agent-system can react on new information and suggest a maintenance action for deleting or adapting a case in the medication CBR system. The same information that triggers the maintenance suggestion can be used to explain the suggestion. Such knowledge extracting has already been carried out in the scope of the SEASALT architecture [Bach, 2012] [Bach et al., 2010] and can be plugged into our methodology.

5 Conclusion and Outlook

This paper describes the ideas of an integrated explanation-aware maintenance approach for distributed (knowledge-based) systems. This includes the development of an integrated maintenance strategy and the definition of a methodology with tasks that consider maintenance of distributed systems and explanations. The successful implementation of distributed knowledge-based systems in research and industrial environments to evaluate the maintenance approach and the methodology is a part of the idea, too.

The next steps are to define the goals of an integrated maintenance strategy and the extended Case Factory concept. Based on these definitions the implied tasks from the SEASALT architecture (e.g. define agent model, define knowledge acquisition, etc.) can be derived. Some of these implied tasks already exist in DISER, DILLEBIS or INRECA, other tasks like defining an agent model have to be formalized. With these task a first version of the target methodology can be set up. This methodology will be used to define and implement an explanation-aware maintenance extension for the docQuery application. The experience collected during this task will be used to refine and extend the methodology. The second version of the methodology will be used to define the mentioned industrial multi-agent-system. Both systems will be continuously evaluated with the help of domain experts and knowledge engineers. The results will be used to improve the methodology, the maintenance strategy and the implemented multi-agent-systems.

References


Procceedings of the 9th German Workshop on Machine Learning, 1:6–11, 1996.


[Racine and Yang, 1998] Kristi Racine and Qiang Yang. Redundancy and inconsistency detection in large and


Abstract

The need of healthcare organization on highly knowledgeable and qualified human resources to guarantee quality of performance is indispensable. A desired performance level is tailored with obtaining competences and job knowledge, as the major influential factors. This is especially critical due to high rate of changes in knowledge domains and technological infrastructure over time i.e. before or within employment of job holders and applicants. Therefore, applicants as well as employees and practitioners are also dealing with upgrading their level of job knowledge and qualifications.

Adaptive Medical Profession Assessor (Acronym: Med-Assess) as a European funded project, proposes a knowledge based system for assessment of the competences and job knowledge of the applicant/employee to perform a certain job role in the domain of healthcare i.e. nursing and care giving to neuro-patients. In this context, recommendation of learning materials is an integral part. It subjects to the required training due to the lack of competence(s) for performing a specific nursing task(s). This paper presents the system architecture of Med-Assess, and discusses how the applied semantics i.e. ontologies and rules are developed. It especially presents the background in nursing education and training, and conceptually presents the design of the recommender components.

1 Introduction

With no doubt “humans are generally considered the most valuable resource in any organizations” [Lianga et al., 2013; Hesketh and Fleetwood, 2006]. Therefore one of the vital requirements of organizations is to recruit competent applicants for announced job vacancies. Organizations examine and interview the applicants to find the most qualified one for a job vacancy. However, in most job fields, knowledge requirements are associated within the today’s market with a moderately high rate of change over time [Pilz, 2012]. The causes are, for example, development of new technologies like smart phones or cloud computing, development of new know-how, or integration of organizational processes. Such changes raise the needs of individuals and organizations to regularly improve the level of job related knowledge, and to obtain competences continually before and within employment.

The importance of job specific knowledge is drastically increasing especially in the field of personnel selection [Mol et al., 2013]. In this way “general mental ability (or intelligence) is the single best predictor of job performance, regardless of job type” [Mol et al., 2013], [Schmidt, 2009], [Schmidt and Hunter, 2004]. Despite empirical evidences such as [European Commission, 2012a] and [Salgado et al., 2003], the associated rationales are not consistently figured out, and thus, considered as a progressive research topic in the fields of psychology [Mol et al., 2013]. The anticipation is in turn that “job knowledge therewith appears to be a more proximal predictor of job performance than general mental ability” [Mol et al., 2013]. In this paper, we consider the term of job knowledge to refer to domain specific knowledge required for obtaining (hard and soft) competences towards performing nursing jobs with desired qualities defined by the healthcare organizations. In this context, the stakeholder’s points of view are classified in three categories.

The first is an organizational perspective. Organizations classify individuals in the two groups:

(1) employees of the organization as human resource and,
(2) applicants or potential employees, who apply for an announced job vacancy.

Obviously, the main concern of organizations is to recruit the qualified applicants, and simultaneously improve the professional levels of their employees to sustain and guarantee quality of performance, influence on the effectiveness of processes and deliver excellent outcomes.

The second is the applicant perspective. An applicant needs to possess certain knowledge to improve the level of his/her competences, based on the market requirements. The underlying reason is a hard competition on the job market towards being hired at a desired job with fair income and good reputation. In turn, employees concern with keeping their positions or getting promoted to higher levels of the organization.

The third perspective is in regard of educational institutes. They should provide teaching and training schemes (e.g. curriculum, courses, e-learning) for students, job applicants and practitioners. The training should also address the market needs subject to (further) vocational education and training [Pilz, 2012].

Blancero et al. [Blancero et al., 1996] and Parry [Parry, 1998] defined competences as knowledge, skills and attitude to perform a job. In the European Qualifications
Framework (EQF) for lifelong learning, the term *Competence* is defined as “the proven ability to use knowledge, skills and personal, social/methodological abilities, in work or study situations and in professional and personal development” [European Commission, 2008]. However, as job descriptions are changed over time, the competences cannot remain solid [Glosson and Schrock, 1985], [Pilz, 2012]. The realization of competences may differ based on organizations' requirements. Moreover, learning expresses the rate of transmitting and absorbing knowledge, which depends on cognitive abilities [Wu & Lee, 2007]. Weinstein and Underwood [Weinstein and Underwood, 1985] considered four main learning strategies, namely (1) information processing strategies, (2) affective learning strategies, (3) typical reading strategies, and (4) metacognitive strategies. In this sense, “typical reading” is a learning concept that addresses the development of the learning process through reading, learning materials, doing exercises and preparing for attending associated tests. There are meaningful relationships between learning materials, competences and job roles in each domain. The concept of Adaptive Medical Profession Assessor (Med-Assess) is developed for bridging these three aspects in nursing education [Mol et al., 2013]. One of the Med-Assess objectives is identifying the required competences to perform nursing tasks [Mol et al., 2013]. In addition, Med-Assess is used to assess and evaluate the competences of applicants (i.e. novice or experienced nurses), based on multiple-choice tests on domain knowledge and general mental ability [Mol et al., 2013]. Finally the system recommends respected learning materials e.g. courses, workshops, e-learning courses, textbooks. In this framework, a Recommender System (RS) is being developed, as a sub-system of Med-Assess, to suggest learning material(s), in case the test candidate lacks competence(s) in (a) certain task(s) [Mol et al., 2013]. Further details about the general concept of Med-Assess are discussed in [Mol et al., 2013].

Considering the given introduction, this paper consists of 6 sections. Section 2 discusses the background of Med-Assess. The Med-Assess system architecture and its components are presented in section 3. Section 4 and 5, respectively, describe the concept and related methodologies of RS, and related aspects of ontology engineering and the execution of rules. Finally, section 6 concludes the paper and indicates the future research steps.

## 2 Background

As mentioned one of the primary objectives of Med-Assess is to recommend learning material(s), if applications refer to lack of competence(s) to perform certain task(s). In the following sub-sections, firstly, the nursing job is discussed to clarify which nursing competences enable nurses to perform their tasks in a high quality. Secondly, the nursing education and training is described to elucidate what learning materials are available in different categories, based on the job classifications. Both sub-sections focus on market requirements in Germany. However, the geographical transfer of the project findings and product is not limited to Germany; thereby the entire European health sector is considered.

### 2.1 Nursing job role

“Deutscher Pflegerat (DPR)” (German care council) and Krankenpflegegesetz (KrPflG) (nursing act), as a special administrative law in the scope of the Federal Republic of Germany, noted the personal responsibility tasks of professional nurses as follows [KrPflG, 2003], [DPR, 2004]:

1. Determine the need for care, planning, organization, conduction and documentation of care.
2. Evaluation of care, protection and development of care quality.
3. Advice, guidance and support of caregivers.
4. Initiation of life-sustaining emergency measures until a doctor arrives.

In addition, the tasks which should be performed as assistance are [DPR, 2004], [KrPflG, 2003]:

1. Independent implementation of medical interventions that were prescribed by a doctor,
2. Provision of medical diagnosis, treatment or rehabilitation,
3. Action in crisis and disaster situations.

Nurses should establish multidisciplinary solutions to health problems and work together with other professionals in hospitals [DPR, 2004].

Williams et al. [William et al., 2009] identified nursing tasks in four different categories based upon the daily workload.

1. **Direct care** defined as “all activities involving direct interaction between the nurse and patient/family” [William et al., 2009], namely, communication, medication, nutrition and fluid intake, elimination, personal care, positioning or turning, escorting patients, assisting other health professionals, routine checks, vital signs, collecting specimens, nursing procedures [William et al., 2009].
2. **Indirect care** defined as all activities related to the patients but execute away from the patient, namely, charting/form completion, reports, communication, meeting preparation [William et al., 2009].
3. **Unit-related**: defined as all activities for handling the unit/ward namely, housekeeping, clerical errands, communication, and maintenance [William et al., 2009].
4. **Personal time**: defined as all activities that lead to nurses’ well-being, namely, education/training and meal break [William et al., 2009].

Furthermore Nursing Interventions Classification (NIC) provided a taxonomy to represent nursing constructs [Bulechek et al., 2013]. The NIC consists of 7 domains and 554 interventions. The 7 domains are: Basic, Complex, Behavioral, Safety, Family, Health System, and Community [Bulechek et al., 2013]. In the framework of Med-Assess, NIC is considered as one of the validation sources. Other methods are interviewing with nursing supervisors, educators and physicians in cooperation with the clinical partner of the project.
2.2 Nursing competence through education and training

In the literature on healthcare, competence is often used to only describe knowledge that enables practitioners to perform a particular task [Schroeter, 2008]. However, competence is more than knowledge [Norman, 1985]. It consists of understanding of various knowledge merging skills to have capability, and abilities to perform the clinical, technical and communication tasks, and also to solve problems successfully [Schroeter, 2008].

Obtaining the required competences can be integrated into curricular coursework [Rudolph, 1999]. Practitioners learn and practice certain cognitive results such as concepts, significations, principles, strategies, problem solving and having reversibility, (re) construction and improvement characteristics [Neaçu, 2011].

According to article 31 (6) of the European parliament and of the council on the recognition of professional qualifications: “Training for nurses responsible for general care shall provide an assurance that the person in question has acquired the following knowledge and skills” [European Parliament and Council, 2005]:

- Adequate knowledge of the sciences of structure, physiological functions and behavior of healthy and sick persons.
- Sufficient knowledge of the nature and ethics of the profession.
- Adequate clinical experience.
- “The ability to participate in the practical training of health personnel and experience of working with such personnel”.
- Experience of working with other professions in the hospital.

As listed in this treaty³, the training program shall consist of theoretical instruction as well as clinical instruction [European Parliament and Council, 2005]. Theoretical instruction includes [European Parliament and Council, 2005]: (a) Nursing: nature and ethics of the profession, general principles of health and nursing, general and specialized medicine, general and specialized surgery, child care and pediatrics, maternity care, mental health and psychiatry, care of the old and geriatrics [European Parliament and Council, 2005]. (b) Basic science: anatomy and physiology, pathology bacteriology, virology and parasitology, biophysics, biochemistry and radiology, dietetics, hygiene. (c) Social science: sociology, psychology, principles of administration, principles of teaching, social and health legislation, legal aspects of nursing.

Furthermore, the “Ausbildungs- und Prüfungsverordnung für die Berufe in der Krankenpflege (KrPflAPrV)” as a vocational and examination regulation of occupations in nursing in Germany, expresses two training parts⁴ [KrPflAPrV, 2003]: (a) Practical: internal medicine, geriatrics, surgery, gynecology, neurology, birthning, newborn Care, psychiatry, pediatrics and ambulant care. (b) Theoretical: nursing and health science, natural science and medicine, human and social sciences law, politics and business.

KrPflAPrV [KrPflAPrV, 2003] mentioned that to assess the competences, skills and knowledge of the practitioners, they should take the national examination which is in written, oral and practical form⁵. The results of written and oral exams are graded⁶ in 6 degrees: (1) Very good: (a nurse) who is particular competent (2) Good: who is fully competent (3) Satisfactory: who is generally competent (4) Sufficient: who has deficiencies in her/his competence, (5) Poor: who is not competent, however, it is possible to recognize that the necessary knowledge exists and the deficiencies can be solved in the foreseeable future (6) Unsatisfactory: who has not even the basics of the competences, the deficiencies are more than could be resolved in the foreseeable future.

In addition, many states of Germany defined their individual curriculum frameworks for training and educating nursing students in nursing schools. In general, while the curriculum frameworks are the same; they have some different point of views. Examples are [Oelke et al., 1998] and [Müller-Klepper (Ed.), 2005].

3 ANNEX V, Point 5.2.1
4 Translated and adopted by the authors according to § 1
5 Translated and adopted by the authors according to § 3
6 Translated and adopted by the authors according to § 7
This component is connected to both, **Adaptive Testing** and **Recommender**, to receive the test package from **Adaptive Testing** and recommended learning materials as well as test results from **Recommender**. The **User Interface** also delivers the test package, which contains the questions as well as user information for **Recommender**.

The **Adaptive Testing** consists of a Job-role ontology (Job role-Onto), **Test Bank** and **Test Generator**. The Job role-Onto formalizes and represents all the nursing tasks and activities. Ontology is a means to structure and represent knowledge about a domain in a formal way [Guarino, 2009]. Ontology is discussed more in section 5.

To assess the required competence to perform a certain task, a group of questions is employed and stored in the **Test Bank**. In this context, the tests are classified into different groups based on their level of difficulty. The **Test Generator** provides the different test packages in the range of difficulties, refers to the profile of the user and considers especially the user's job experience and professional level. The Med-Assess **Recommender** is discussed in section 4.

### 4 Recommender System

“Recommendation systems are software tools and techniques providing suggestions for items to be of use to a user” [Ricci et al., 2011]. RS refers to a kind of Information System (IS) which analyzes “User’s Need”, collects the “Items”, and suggests them to the “Users” [Ricci, 2011], [Klahold, 2009]. Recommendation techniques are made out based on knowledge source [Burke, 2007]. These knowledge sources can be fed by “the knowledge of other users' preferences” or “ontological or inferential knowledge about the domain, added by a human knowledge engineer” [Burke, 2007]. Burke [2007] distinguished six types of recommendation approaches (see Table 1).

Med-Assess utilizes the combination of content and knowledge-based recommendation approach i.e. hybrid recommender system. In particular, items are learning materials, which are gathered based on the analysis of the user's level of competence. Therefore, at first the needs analysis should be applied to identify the requirements for recommendation. Here the Items include domain knowledge to clarify how they meet the “User’s Needs” [Ricci et al., 2011]. In knowledge-based recommender systems, the Users’ Needs (based on the user profiling) are mapped to items through involving the associated domain expert(s) (e.g. physicians, nursing educators, or nursing supervisors). The quality of the recommended items by content-based and knowledge-based recommender depends on the quality of the entered data in the system by knowledge engineers [Burke and Ramezani, 2011]. A knowledge-based recommender needs not only what features are associated with what items, but also an ontology over the item features to allow the system to reason about the relationship between the features [Burke and Ramezani, 2011].

<table>
<thead>
<tr>
<th>Recommendation approach</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content-based</td>
<td>The system recommends items refer to the user’s likes and dislike based on product features.</td>
</tr>
<tr>
<td>Collaborative</td>
<td>The system provides recommendation refers to “users with similar tastes liked in the past”.</td>
</tr>
<tr>
<td>Demographic</td>
<td>The system generates recommendations based on rating of users in those niches.</td>
</tr>
<tr>
<td>Community-based</td>
<td>The system recommends items with regard to the preferences of the user’s friends.</td>
</tr>
<tr>
<td>Knowledge-based</td>
<td>The system does not gather user ratings. The system provides recommendation refers to specific domain knowledge about “how certain item features meet user needs and preferences”.</td>
</tr>
<tr>
<td>Hybrid recommendation</td>
<td>The system is developed based on the combination of the above mentioned techniques.</td>
</tr>
</tbody>
</table>
As shown in Figure 1, Med-Assess Recommender module contains Recommend Learning Materials, Test Result Analysis, Learning Material Ontology (LM-Onto) and User Profile Bank. The Test Result Analysis receives the test package which is answered by the user. The incorrect answers show the lack of competence(s) of the respected task(s). In this term the rate of the incorrect or correct answers is considered as the level of competence of the practitioners to perform each task. This result is used as “User’s Needs” and stored as information in the User Profile Bank. Additionally Recommender contains LM-Onto in order to formalize and represent the LM domain as “Items”. To create semantic recommend, Med-Assess utilized ontology. “Ontologies are now used routinely in recommender systems” [Middleton et al., 2009]. In LM-Onto, the knowledge domain of “how to perform the nursing tasks” has been formalized in a hierarchically structured and it can be used as a basis for a knowledge base. With reference to the lack of competence(s) to perform (a) specific task(s), the Recommended Learning Material feature will recommend the appropriate LM(s) to practitioners via the User Interface.

5 Med-Assess Ontologies framework

As mentioned earlier, Med-Assess deploys ontologies as a knowledge representation method to establish the semantics e.g. between learning materials in LM-Onto and job profiles in Job role-Onto. In the implementation, an in-house software solution, providing features for ontology and test bank creation is applied. As shown in Figure 2, the ontology engineering of Med-Assess consists of three stages.

Stage 1 is the modeling of the nursing processes. The inputs of this stage are nursing literature studies (as partially discussed in subsection 2.1), and knowledge acquisitions via interviews with the nurses, educators and physicians. The output of this stage is nursing master list of tasks and nursing process which indicates the sequential relation of the activities.

Stage 2 is transforming nursing tasks and processes to build the Job role Ontology (Job role-Onto). In this stage the nursing tasks and sub-tasks are formalized in a hierarchically structure. The output of this stage is Job role-Onto.

Stage 3 contains the modeling and development of Learning Materials Ontology (LM-Onto) refers to the nursing literature studies as partially discussed in subsection 2.2, and interviews with the domain experts especially consulting with nursing schools. In LM-Onto the know-how to perform nursing tasks are formalized.

The methodology to develop LM-Onto refers to the “Ontology engineering methodology” which is provided by [Sure et al. 2009]. This process consists of five main steps [Sure et al., 2009]:

1. Feasibility study: to identify problems/ opportunities.
2. Kickoff: to clarify what this ontology should support, what the valuable knowledge sources are to build a semi-formal ontology.
3. Refinement: to formalize a refined semi-ontology into target ontology and to create a prototype.
4. Evaluation: to evaluate technology, users, and ontology to ready for the roll-out into a productive system.
5. Application and evolution: to apply the ontology and manage evolution and maintenance. Here, this point should be highlighted that “an ideal ontology is one whose models exactly coincide with the intended ones” [Guarino et al., 2009].

As the project of Med-Assess is still ongoing, not all aforementioned steps of creating Job role-Onto and LM-Onto have been established yet. The first steps in creating these ontologies have been done in the form of literature studies about nursing tasks and modeling of work processes and the rest is planned to be accomplished within work packages.

The concept of “Ontology” in general is part of the “Semantic Web” [Berners-Lee et al., 2001], a structure, which according to his inventors “will open up the knowledge and workings of humankind to meaningful analysis by software agents, providing a new class of tools by which we can live, work and learn together” [Berners-Lee et al., 2001]. Med-Assess fulfills the aspect of working together with modeling the Job role-Onto, which formalizes nursing tasks i.e. creating a common understanding of the daily activities, commotions and requirements e.g.

![Figure 2 Med-Assess Ontologies Framework](image-url)
of a basic and a neuroscience nurse. \textit{LM-Onto} meets the learning aspect, as this ontology represents learning material for the aforementioned job roles.

For the recommendation of corresponding learning material from \textit{LM-Onto} to a test candidate, after acquiring his/her Test Result Analysis, an inference mechanism is required. Therefore, rules will be applied for establishing the reasoning processes. In addition to the project plan a research study was done by [Demuth, 2013] about the general interaction of ontologies and rules in the context of a medical scenario. This study [Demuth, 2013] contains a scenario, where exemplarily a competence ontology and the related rules have been created and executed, e.g. to filter the nurses, who need training in a specific topic, which is related to their area of work\footnote[7]{The rule is adopted from the original source [Demuth, 2013] to address the specific example in the framework of this paper.}:

\[
\text{worksIn}(\text{nurse, ?area}) \land \text{lacksCompetenceIn}(\text{nurse, ?topic}) \land \text{topicRelatedToArea}(\text{?topic, ?area}) \rightarrow \text{needTraining}(\text{nurse, ?topic})
\]

Where the variables \text{nurse}, \text{?area} and \text{?topic} may be a concrete test candidate, who works in the area of neurology and lacks knowledge in the topic of indirect care and as a conclusion is recommended for training. While this is a simple rule, this case study delivered first input results for the structures and associated rules, needed for building up \textit{Job role-Onto}, \textit{LM-Onto} and the executing of the recommendation of fitting learning material. Indeed, verifying such an approach requires several steps, like defining all rules and procedures to merge, aggregate or breakdown all rules in cooperation with the domain experts and knowledge engineers.

6 Conclusion and future research

This paper discusses the role of education and training in the development and improvement of nursing competence. It provides a contribution to (further) vocational education and training in the health sector. In particular, the paper holds the concept of Med-Assess and presents the design of RS as a component/sub-system in the framework of Med-Assess. In fact, Med-Assess is a gateway to bridging a synergistic approach using human resource, experience management and knowledge management methodologies to support nursing education and training. However, there are limitations in the concept and domain of application that should be addressed properly through the progress of the project and within the future research.

In particular, Med-Assess does not provide learning materials, instead it only recommends them. The reason for this approach is due to the lack of existing structured online learning systems in the field of neuroscience nursing. Therefore it is essentially important to establish in-house workshops and develop learning materials (e.g. text books) using online learning technologies and a combination of text-based and multi-media materials for learning and education. In this way, licensing of text-based materials is a major challenge which should be considered and handled through communication with the copyright holders and publishers.

Moreover, the recommendation result of Med-Assess does not reflect a kind of certificate yet. Integration of certification in the framework of Med-Assess might encourage the users to eagerly take part in the tests.

For implementation and evaluation of the performance, a pilot test with a number of test candidates (i.e. minimum of 200 candidates) will take place. If necessary, the solution will be adapted according to the feedback.

In the domain of application, one of the major challenges is the autonomy of nurses. For example, diagnosis is a task that should be fulfilled by the contribution of physicians and nurses. In this way, the authority of nurses is quite limited in Germany, while they have more freedom in other European countries or the United States. This issue should be fully considered in the development of the system and incorporating of learning materials.

Med-Assess also has an influence on the decision process of superiors in medical institutions. In fact, the secondary objective of the Med-Assess is to support superiors on integration of foreign job applicants (e.g. Chinese nurses in the German health sector).

Additionally Med-Assess has direct influence on continuous improvement of nursing performance through regular evaluation of the nurses. Improving nursing performance is directly reflected in doctor-nurse and nurse-patient communications as well as customer satisfaction in hospitals and clinics. Dealing with neuroscience patients and their relatives, this issue is very important and can affect the entire treatment process.
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Abstract

1 Ausgangssituation und Problemstellung


2 Zielsetzung
Zur Formulierung eines Forschungsziels werden im Folgenden wichtige Komponenten einer wissensbasierten Wirkungsanalyse hergeleitet.


Das folgende Forschungsziel basiert auf den diskutierten Anforderungen und fasst diese zusammen.

**Forschungsziel:** Die Unterstützung der Identifikation und Validierung von Wirkungszusammenhängen in der Intelligenz-Phase von Entscheidungsprozessen im Kontext einer Entscheidungssituation mithilfe eines wissensbasierten Systems.


### 3 Verwandte Arbeiten


Da davon ausgegangen wird, dass eine Wirkungsanalyse immer in einer konkreten Entscheidungssituation durchgeführt werden muss und somit eine auf die jeweilige Situation angepasste Menge von Daten benötigt, ist das Konzept von Caron (2013) zur Erreichung des Forschungszieles nicht anwendbar.

### 4 Forschungsansatz für eine wissensbasierte Wirkungsanalyse im Business Intelligence


Der vorliegende Forschungsansatz nimmt Bezug auf diese Trennung und diskutiert die Konzeption einer wissensbasierten Wirkungsanalyse. Zuerst wird hierzu das bereits vorhandene Wissen über Wirkungszusammenhänge in Unternehmen sowie die mögliche Speicherung dieses Wissens erläutert und im Anschluss der Ablauf der Wissensverarbeitung vorgestellt.

#### 4.1 Wissensrepräsentation

Durch die Wissensrepräsentation wird Wissen aus unterschiedlichen Quellen in einer homogenen Struktur zusammengefasst. Dieses Wissen wird in einer Wissensbasis der Wissensverarbeitung bereitgestellt und verknappt mit den ursprünglichen Daten hergestellt.

Im Unternehmen existieren diverse Quellen mit Wissen über potenzielle Wirkungszusammenhänge. Im Rahmen eines Business-Intelligence-Systems sind dies bspw. OLAP-Würfel oder Prozesse zur Extraktion, zur Transformation und zum Laden (ETL). Zusätzlich kann Wissen

Das in der Wissensbasis vereinheitlicht vorliegende Wissen kann zur systematischen Entdeckung von Wirkungszusammenhängen bereitgestellt werden. Zusätzlich werden Verweise auf die jeweiligen Daten im Data Warehouse zur statistischen Validierung von Wirkungszusammenhängen abgelegt. Die Integration von Wissen aus unterschiedlichen Quellen ist in Abbildung 1 dargestellt, wobei die Auswahl von Quellsystemen erweiterbar ist.


**ETL-Prozesse**
Ein Data Warehouse dient der Bereitstellung von themenorientierten, integrierten, beständigen und zeitorientierten Daten zur Entscheidungsunterstützung von Führungskräften (vgl. Inmon, 2002, S. 31). Der Aspekt der Integration wird durch die Aufbereitung der Daten aus Vorsystemen durch ETL-Prozesse ermöglicht, um einen konsistenten Datenbestand im Data Warehouse aufzubauen.


- **Filterung:** Zusammenhänge in den Daten aus Transformationsregeln zur Bereinigung der Daten auf semantischer Ebene mithilfe von Plausibilitätskontrollen oder Mustererkennungsverfahren.
- **Harmonisierung:** Zusammenhänge von Bezeichnungen, wie bspw. Synonyme und Homonyme, die zum Aufbau eines konsistenten Datenbestands verwendet werden.
- **Aggregation:** Hierarchische Zusammenhänge in den Daten aus Definitionen und Berechnungsregeln von Hierarchiestufen.
- **Anreicherung:** Zusammenhänge von Daten, die zur Berechnung neuer Kennzahlen genutzt werden.

**DSS Modelle**


Abbildung 1: Homogene Wissensbasis zur wissensbasierten Entdeckung von Wirkungszusammenhängen

**OLAP-Würfel**
**Experten**


**World Wide Web**

Ausgehend von der Annahme, dass nicht alle relevanten Daten zur Analyse von Wirkungszusammenhängen innerhalb eines Unternehmens vorhanden sind, besteht die Notwendigkeit, ebenfalls externe Quellen einbinden zu können. Dies eröffnet die Möglichkeit externe Einflussfaktoren bei der Analyse von Wirkungszusammenhängen zu berücksichtigen.


### 4.2 Wissensverarbeitung


![Abbildung 2: Ablauf der Wissensverarbeitung](image)


**Initialisierungsphase**

Zur Anwendung des Wissens aus der Wissensbasis in einer Problemsituation muss diese zu Beginn in die Wissensbasis übertragen werden. Dies geschieht durch die automatisierte Aufbereitung der Problemsituation in einem Modell und dem Matching dieses Modells in die Wissensbasis durch das System.


![Abbildung 3: Aufbereitung einer Problemsituation aus einem OLAP-Würfel in ein Modell](image)


Das Ergebnis des Matching ist die Einordnung der Faktoren in die Wissensbasis, mit dem Ziel darauf aufbauend weitere Zusammenhänge zu finden. Der Abgleich des Modells mit der Wissensbasis ist in Abbildung 4 dargestellt.
Abbildung 4: Matching eines Modells in die Wissensbasis

Erkundungsphase

Nach Abbildung der Problemsituation in die Wissensbasis erfolgt das Auslesen von relevanten Wirkungszusammenhängen. Dies geschieht durch die Aktivierung von anknüpfenden Faktoren an die Faktoren der Problemsituation und die Validierung von potenziell wirkenden Faktoren auf Basis bestehender Daten.


5 Ausblick


Zur Verfeinerung des vorgestellten Konzepts kann eine Klassifizierung von Wirkungszusammenhängen durchgeführt werden, um ggf. eine effizientere Nutzung der Wissensrepräsentation und -verarbeitung zu ermöglichen. Je nach Klassenzugehörigkeit der Wirkungszusammenhänge könnten die Aktivierung und Validierung während der Erkundungsphase auf die jeweilige Klasse abgestimmt oder sogar andere Module verwendet werden.
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Zusammenfassung

1 Einleitung
In der Produktion, bei Dienstleistern und in Archiven stellt die Handhabung und Verwaltung audiovisueller Medien erhebliche Anforderungen an die Verarbeitungs- und Speicherkapazitäten. Zum einen muss die notwendige Technik und Software vorgehalten und durch qualifiziertes Personal gewartet werden, zum anderen sind gesetzliche Vorgaben einzuhalten und die betreffenden Medien dementsprechend zu handhaben. Zusätzlich dazu stellen der Nutzungszeitraum von mehreren Jahren bis Jahrzehnten sowie die Heterogenität der Workflowanforderungen bei den Anwendern weitere erhebliche Herausforderungen dar. Der Workflow bei Dienstleistern, welche beispielsweise VHS-Kassetten digitalisieren, sollte kostengünstig und schnell den als Ingest bezeichneten Einspielvorgang unterstützen, die Medienbrand zwischen speichern und geeignet an die Kunden weiterleiten. Demgegenüber liegt der Schwerpunkt bei Archiven im Bereich der qualitativ hochwertigen, verlustbehafteten und sicheren Speicherung der Medien. [Götzer et al., 2008]


2 Archivierungsbedarf audiovisueller Medien
In Europa existieren über 28 Millionen Stunden an audiovisueller Material, welches vom Verfall bedroht ist und für die zukünftige Nutzung mittels Digitalisierung sowie Annotation erschlossen werden sollte. Dabei existierten bereits im Jahr 2007 ca. 200 Exabyte (1 Exabyte = 10^{15} TB) analoges Video- und Filmmaterial auf alternden Originalträgern. Um diese massive Menge an Daten zu retten, werden Workflows zur Archivierung von digitalen audiovisuellen Material benötigt, welche sowohl automatisierbar als auch finanzierbar sind [Herla et al., 2010]
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Tabelle 1: Eigenschaften unterschiedlicher Qualitätsstufen
(nach: [Mauth and Thomas, 2004])

<table>
<thead>
<tr>
<th>Qualitätsstufe</th>
<th>Transferrate (Mbit/s)</th>
<th>Speicherkapazität (GB/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browsen</td>
<td>0.128</td>
<td>0.058</td>
</tr>
<tr>
<td>Vorschau</td>
<td>1.5</td>
<td>0.680</td>
</tr>
<tr>
<td>Broadcast</td>
<td>4</td>
<td>1.8</td>
</tr>
<tr>
<td>Produktion</td>
<td>50</td>
<td>23</td>
</tr>
<tr>
<td>Unkomprimiert</td>
<td>270</td>
<td>121.5</td>
</tr>
</tbody>
</table>

2 http://www.oracle.com/technetwork/middleware/bpel/overview/index.html, 10.07.2013
3 http://www.activiti.org, 10.07.2013
4 http://www.jboss.org/jbpm, 10.07.2013
Die kundengegebenen, wirtschaftlichen und rechtlichen Bedingungen beeinflussen die Art der Speicherung der vorhandenen Medien- und führen beispielsweise bei Videodaten zu erheblichen Unterschieden in der Größe der Daten und resultieren in den dafür optimierten Speichersystemen (Tabelle 2). Dazu gehören konventionelle Speichermedien von CD über DVD und Bluray (BD) bis hin zu LTO (Linear Tape Open). Letztere bieten gegenüber Festplattenmedien (HDD) Eigenschaften für längerfristige und kostengünstige Speicherung größerer Datenmengen unter der Bedingung, dass auf die Daten nicht allzu oft zugegriffen werden muss, da die Zugriffszeiten des Wiederherstellungsvorgangs ähnlich wie bei Mikrofilmen langwieriger sind.

Weiterhin fallen für die Archivierung in der Regel noch Aufwendungen und Kosten für Personal an, welche durch den Offline-speicher reduziert werden können. [Klaproth, 2013]

Im nachfolgend vorgestellten Ansatz wurde die notwendige Flexibilität unter Verwendung von Festplatten als Zwischenspeicher und LTO-Laufwerken als Archivierungsmedium exemplarisch umgesetzt und erprobt.

3 Systemarchitektur


3.1 Imtecs-Framework

Das eigens entwickelte Framework Imtecs (Ingest middle-ware including extraction of metadata from technical constraints) ist eine Open-Source-Lösung für das automatisierte Einspielen audiovisueller Medien in serverbasierte Systeme bei gleichzeitiger Dokumentation jedes Einspieljobs in Form von Metadaten über die technischen Rahmenbedingungen des Einspielens, wozu auch verwendete Hardware zählt.

Die Architektur des Imtecs-Framework ist in Abbildung 1 dargestellt. Imtecs ist grundsätzlich eine Middleware zur Steuerung der für das Einspielen notwendigen Hardware- und Softwarekomponenten. Die Konfiguration eines Ingest-Workflows erfolgt durch die entsprechen-
Abbildung 2: Flexibles Transkodieren durch Selektion von Kooperationspartner $P_i$ zugeordneten Formaten $F_j$  

### 3.2 Flexibles Transkodieren


Diese Informationen müssen in irgendeiner Form, beispielsweise in einer Datenbank, hinterlegt werden, damit das Transkodier-System bei einer Eingangsgröße $P_i$, welche aus den formalen Metadaten von Imtec\textsuperscript{s} oder einem anderen System entstammen, die entsprechenden Zielformate für die Transkodierung laden kann. Die DatenbankEinträge sollten nach Möglichkeit modifizierbar sein, da sich die Anforderungen eines Kooperationspartners zu einem späteren Zeitpunkt ändern können.  

Diese Vorgehensweise ermöglicht einerseits auf bestimmte Codec- und Containerformate einzugehen, andererseits spezielle Parameter wie die Bitrate aufgrund von mangelnder Speicherkapazität zu justieren. Da zudem jedem Partner mehrere Formate zuordenbar sind, ergibt sich eine auf die individuellen Bedürfnisse zugeschnittene Konfiguration, durch deren Abbildung die Anzahl und Art der durchzuführenden Transkodierungen eindeutig festgelegt ist.  

### 3.3 Prozesskette des Gesamtsystems


Der Gesamtprozess erfordert eine Wissensbasis über die einzuspielenden Medien als auch die Zielformate eines Kooperationspartners. Hierzu wird zu Beginn eine Anforderungsanalyse vorgenommen, die ausschlaggebend für die Automatisierung der folgenden Prozesse und die Ergebnisse der Kooperationspartner sind.  

Die Anforderungsanalyse befasst sich insbesondere mit der Ermittlung der Art und Menge der einzuspielenden Medien, deren Zielformate und Qualität. Hierbei findet zudem eine Aufschlüsselung der Aufwendungen für die aufzubringenden Speicherkapazitäten statt; eine Anpassung des Vorhabens ist dabei unter Umständen abzuwägen. Das Resultat der Analyse sind Profile, die sich einerseits auf das Einspielen beziehen, damit der Ingest-Workflow auf die Eingangsformate justiert ist. Andererseits werden Transkodierprofile angelegt, welche jeweils die Zielformate eines Kooperationspartners beinhalten. Ändert sich das Vorhaben eines Kooperationspartners, so können sowohl Ingest- als auch Transkodierprofile adaptiert oder weitere Profile hinzugefügt werden. Ingestprofile liegen in Form von IWD-Formaten vor, die Transkodierprofile sind DatenbankEinträge.  

Noch vor dem Ingest werden die einzuspielenden Medien sowie Informationen über diese und den Kooperationspartner in Form formaler Metadaten erfasst und an Imtec\textsuperscript{s} übergeben. Um den Workflow automatisiert konfigurieren zu können, wird daraufhin das entsprechende Ingestprofil (IWD) anhand der formalen Metadaten aus dem Wissensspeicher geladen. Anschließend startet der Ingest-Workflow, wobei zunächst qualitativ weitgehend verlustfreie Videodaten erstellt werden, die den Input für den nachfolgenden Transkodierprozess bilden. Zusätzlich werden die über den Einspielprozess sowie die zu Beginn festgelegten formalen Metadaten abgespeichert.  


### 4 Evaluation

In diesem Abschnitt wird ein repräsentatives Szenario für den adaptiven Ansatz zum Ingest von audiovisuellen Medien unter heterogenen Anforderungen eines Kooperationspartners aufgestellt. Ziel dieser Evaluation ist die Auswertung des gesamten Ingest-Zeitraumes, der aufkommenden Speichergöße je Qualitätsanforderung und einer Kostenabschätzung der sich hieraus ergebenden Speichergöße, welche dabei aufgebracht werden muss.  

Das Szenario umfasst den Ingest von insgesamt 444 S-VHS-Kassetten, deren Bandlänge zwischen 30 und 240 Minuten varieren und die inhaltlich sowohl Nachrichtenbeiträge, Sportsendungen, Dokumentationen und Werbe-
beiträge zeigen. Aus dem Anforderungskatalog des Kooperationspartners (Tabelle 3) ergeben sich die vier Zielformate $F_1$, $F_2$, $F_3$ und $F_4$, die in unterschiedlichen Szenarien Einsatz finden.

Um den speziellen Anforderungen des Inhaltes an die Analyse Rechnung zu tragen, wurde das dafür optimierte Format $F_1$ zur Verwendung durch das Analyse-Frameworks AMOPA definiert. Das Format $F_2$ stellt eine erheblich größere Version für den Preview-Prozess in der Redaktion des Kooperationspartners dar und wurde auf die dort eingesetzte Software ausgerichtet. Für die weitere Produktion steht $F_3$ als qualitativ hochwertigstes und größtes Einsatzformat zur Verfügung. Zur Archivierung und als Sicherheitskopie ist das Format $F_4$ vorgesehen.

4.1 Testaufbau und Durchführung


4.2 Speicher- und Kostenabschätzung


Die Speicherkapazität, die in diesem Anwendungsfall für das Archivformat ($F_4$) zu erbringen ist, beläuft sich auf 40,4 TB und wird in der Regel Near- oder Offline gespeichert, wobei LTO-5-Bänder mit einem (unkomprimierten) Kapazitätsvermögen von 1,5 TB verwendet werden. Aus Sicht eines Archivars ist dementsprechend die Frage nach den Kosten interessant. Die Kosten der Gesamtspeicherkapazität eines spezifischen digitalen Videoformates $K_i$ wird bestimmt durch die Gesamtspeichergroße des Videoformates $s_i$, die Größe der Kapazität des zu verwendenden Speichermediums $g$ und eines Kostenfaktors $k$ für das Speichermedium:

$$K_i = \left\lfloor \frac{s_i}{g} \right\rfloor \cdot k \quad (1)$$

Beispielhaft lassen sich die anfallenden Archivierungskosten aus einem Speicherbedarf von $s_i = 40,4$ TB, einer

\(^6\)http://www.isan.org, 14.07.2013
Speicherkapazität von \( g = 1.5 \) TB und einem fiktiven Kostenfaktor von \( k = 50 \) EUR ermitteln. Allein für das Szenario der Langzeitarchivierung (\( F_1 \)) ergeben sich somit die Kosten von \( K_1 = 1.350 \) EUR.

Basierend auf dem hierbei verwendeten Archivierungsformat und dem gegebenen Kostenfaktor \( k \) für ein LTO-5-Band, lässt sich ein Kostenpunkt abschätzen. Da der Daten austausch aller Formate zwischen Dienstleister und Koopera tionspartner durch LTO-5-Bänder vorgenommen wird, ergeben sich die Gesamtkosten \( K_G \) aus der Summe aller Teilkosten:

\[
K_G = \sum_{i=1}^{n} K_i \tag{2}
\]

Die gesamte Speicherkapazität aller Formate, die in diesem Anwendungsszenario und über alle Qualitätsstufen zu erbringen war, umfasst 62,3 TB. Dies entspricht 42 LTO-Bänder und unter Einbezug des obigen Kostenfaktors die Gesamtkosten \( K_G = 2.100 \) EUR. Mit Hilfe des Kostenmodells und des damit in Relation stehenden Speicherbedarfs kann somit auch der Rückschluss auf Qualität und Anzahl verschiedener Zielformate ermöglicht werden.

## 5 Zusammenfassung und Ausblick


<table>
<thead>
<tr>
<th>Format</th>
<th>Speicher, 1 h</th>
<th>Speicher, 1.450 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 )</td>
<td>150 MB</td>
<td>217,5 GB</td>
</tr>
<tr>
<td>( F_2 )</td>
<td>1 GB</td>
<td>1,4 TB</td>
</tr>
<tr>
<td>( F_3 )</td>
<td>14 GB</td>
<td>20,3 TB</td>
</tr>
<tr>
<td>( F_4 )</td>
<td>28,5 GB</td>
<td>40,4 TB</td>
</tr>
</tbody>
</table>

Tabelle 4: Übersicht über Formate und Speichergrößen je Stunde (links) und für das gesamte Szenario (rechts).


Zukünftige Erweiterungen umfassen einerseits die flexible Integration in andere Produktions- und Archivworkflows in Form von cloud-basierten Systemen. Andererseits wird das System um zusätzliche Dienste zur automatischen und manuellen inhaltlichen Annotation ergänzt, um den Archivierungsaufwand geeignet zu reduzieren und Möglichkeiten für späteres Retrieval zu integrieren.
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Zusammenfassung
Diese Arbeit untersucht die Eignung verschiedener Extensible Markup Language (XML)-Datenbanken für Multimedia- und Metadaten anhand ihrer für diesen Einsatzzweck relevanten und benötigten Eigenschaften sowie durchgeführter Benchmarks.

1 Einleitung

Aufgrund dessen steigt der Handhabungsaufwand dieser Dateien und die Möglichkeiten damit verbundener Fehler bei größerer Anzahl erheblich an und behindern sowohl einen mehr als prototypischen Einsatz der Werkzeuge, als auch eine Möglichkeit zur Lösung der Problematik durch den Einsatz von Relational Database Management Systems (RDBMSS).

2 Projektspezifische Anforderungen an die Softwarelösung
Bedingt durch dieses Anwendungsszenario scheint eine Datenbanksoftware eine geeignete Lösung darzustellen. Die daran gestellten Anforderungen werden im folgenden Kapitel herausgearbeitet

Essentiell ist die Eigenschaft XML-Daten verwalten zu können, dies umfasst vor allem die folgenden Punkte:

- Nutzerschnittstelle zur Verwaltung der Datenbank an sich
- Nutzerschnittstelle um vorhandene XML-Daten in das System importieren, die Datenbank sichern und wiederherstellen zu können
- Nutzung einer standardisierten Anfragesprache zur einfachen Handhabung
- Möglichst granulare Rechteverwaltung für einen Mehrbenutzerbetrieb
- Volltextindex, um die Suche zu beschleunigen
- Transaktionsfähigkeit zur Vermeidung störender gegenseitiger Beeinflussungen bei mehreren gleichzeitigen Abfragen
- Sperrmöglichkeiten, um Teile des Datenbestandes während der Bearbeitung vor Zugriffen durch andere Nutzer zu sperren


1. z.B. im (Jahres-)Programm eines Fernsehsenders
2. Zur Erklärung von RDBMSS siehe [12]
3. Nutzerschnittstelle um vorhandene XML-Daten in das System importieren, die Datenbank sichern und wiederherstellen zu können
4. Sperrmöglichkeiten, um Teile des Datenbestandes während der Bearbeitung vor Zugriffen durch andere Nutzer zu sperren

5. „Lock“ genannt
Um die Handhabung zu vereinfachen sollte in nur einer Anfragesprache nur eine Schnittstelle zur Datenquelle angesprochen werden und die Fähigkeit zum Zugriff auf beliebige Teilstücke von Mediendaten bieten.

3 Anfrage- und Update-Sprachen

Die genannte Vielfalt der bisher bei den Werkzeugen des Projektes verwendeten verschiedenen XML-Konstrukte führt zu Handhabungsproblemen und -fehlern und soll durch die nachfolgend vorgestellte einheitlichere Anfragemethodik weitestgehend beseitigt werden.


XQUF erweitert XQuery um die Möglichkeit Daten zu verändern. Es lassen sich so Knoten innerhalb der Struktur einfügen, löschen, verändern und umbenennen, wie in Quelltext 3 dargestellt.

4 Vorstellung einzelner Softwareprodukte

Im folgenden werden die einzelnen betrachteten Softwareprodukte auf ihre Eigenschaften hin untersucht und eine Vorauswahl für die weiteren detaillierteren Eignungsanalysen getroffen.

Quelltext 1: Durch Spracherkennung erzeugte XML-Struktur

```
<speech_recognition>
  <file name="TV−20110327−1719−0301.webm.h264.mp4" videoLength="102000">
    <segment id="0" speaker_id="0" startTime="0" endTime="24000">
      <recognitionEvent id="0" confidence="0.5455173" duration="22710" startTime="60">
        <word startTime="1229" duration="251" confidence="0.6199378">V.</word>
        <word startTime="1481" duration="251" confidence="0.124626793">ein</word>
        <word startTime="1733" duration="352" confidence="0.7838184">hundert</word>
        <word startTime="2086" duration="755" confidence="0.783242166">Sekunden</word>
        <word startTime="2953" duration="574" confidence="0.6497807">und</word>
        <word startTime="3558" duration="705" confidence="0.30492723">Landtagswahl</word>
      </recognitionEvent>
      <-- mehr Worte :) -->
    </segment>
    <segment id="1" speaker_id="0" startTime="24000" endTime="49000">
      <-- mehr Events -->
    </segment>
  </file>
</speech_recognition>
```


```
<qul>{
  for $x in speech_recognition//word
  where contains( $x,"Landtagswahl")
  return 
  <li>{data($x/ancestor::*[last()]/file/@name)}
    -- @ {data($x/../../@startTime)
       + data($x/../@startTime)
       + data($x/@startTime)}
  </li>
}</qul>
```

Quelltext 3: XQuery mit XQUF zum Ändern des Dateinamens der Mediendatei in allen Dokumenten der Collection

```
for $r in collection(’/db/tagesschau’) /speech_recognition{
  starts-with( ./file/@name, ‘TV-’) }
return update value $r/file/@name
with substring($r/file/@name, 4)
```


5 Eignungsanalyse

Nachfolgend werden die Produkte aus Abschnitt 4 miteinander verglichen. Einen schnellen Überblick der Merkmale bietet Tabelle 1.

Die Anforderung „Big Data“ (Abschnitt 2) ist nur durch IBM DB2 ansatzweise erfüllbar. DB2 bietet zumindest den Konfigurationsparameter „GetDateLobNoTotal“. Desser Wert gibt an, wie viele Bytes eines (Spalten-) Datums an den Client übertragen werden. Der Client kann dann

8. XML-Schema ist ein W3C-Standard, er dient zur Definition des Aufbaus von XML-Dateien.
9. Modische Kurzbezeichnung für Anwendung
weitere „Einheiten“ dieser Größe nachladen. Eine Mög-
llichkeit, eine bestimmte Anzahl Bytes einer Datei (eines
Binär-Datums) ab einer bestimmten Position zu laden bie-
tet keines der betrachteten Produkte, sodass diese Anforde-
rung in den weiteren Betrachtungen nicht weiter aufgeführt
wird und auf andere Weise gelöst werden muss.

Möglichkeiten der Skalierung über die Grenzen eines
Servers hinaus, bieten vor allem die kommerziellen Pro-
dukte (IBM DB2 und Tamino). monetDB sieht den Betrieb
mehrerer Server innerhalb einer Gruppe vor, die dazu dient,
Daten zu verteilen oder zu replizieren. Die Dokumentation
dazu ist allerdings äußerst knapp gehalten (vgl. [8]). Etwas
ausführlicher wird die Replikation bei eXist-db beschrie-
ben (vgl. [5]).

Die Nutzer- und Berechtigungsverwaltung der Daten-
banken ist unterschiedlich ausgeprägt. BerkeleyDB XML
verwaltet selbst keine Rechte oder Nutzer. BaseX kennt
Nutzer, die eine Datenbank lesen oder auch ändern können
bzw. das Recht besitzen neue anzulegen. eXist-db, IBM
DB2, monetDB, Sedna, Tamino ermöglichen die Gruppie-
rung von Nutzern. Berechtigungen lassen sich dann auf
die Datenbank, eine Collection oder einzelne Dokumente
anwenden. eXist-db, IBM DB2 und Tamino können Nutzer
auch gegen ein externes System (wie zum Beispiel LDAP
oder Kerberos) authentifizieren

Mehrere Anfragen können alle Produkte sicher in einer
Transaktion kapseln. Ein explizites Sperren von Dokumen-
ten unterstützen nur eXist-db und IBM DB2.

Um sich von anderen Produkten abzugrenzen bieten sie
jeweils zusätzliche Funktionen: eXist-db und Tamino kön-
nen Dokumente automatisch versionieren, dadurch bleiben
ältere Revisionen der Dokumente weiterhin erreichbar, Än-
derungen am Datenbestand lassen sich nachvollziehen und
falls notwendig rückgängig machen. Bei BaseX und eXist-
db ist für den Zugriff auf die Dokumente auch Web Dis-
tributed Authoring and Versioning (WebDAV) [12] bzw. ein

6 Praxistest

BaseX, eXist-db und Sedna bieten Werkzeuge um oh-
ne weitere Programmierung Daten importieren und Ab-
fragen ausführen zu können. Außerdem nutzen sie mit
XQuery for Java (XQJ) [24] ein einheitliches Applica-
tion Programming Interface (API) für die Integration in
Java-Anwendungen. Somit lassen sich diese Produkte ge-
geneinander austauschen. BerkeleyDB XML, IBM DB2,
MonetDB, und Tamino gehen hier eigene Wege. Da die
Installation und Konfiguration von IBM DB2 zu umfang-
reich für den Rahmen dieser Untersuchung ist, der Fort-
bestand des XQuery-Frontend von MonetDB in Zukunft
fraglich erscheint und eine Testversion von Tamino sich nur
nach vorheriger Registrierung beschaffen lässt, werden die-
se nachfolgend nicht weiter betrachtet.

Für die Praxistests wurden die Produkte innerhalb einer
Virtuelle Maschine (VM) innerhalb von Oracle VirtualBox
[20] installiert, da es selbst auf allen genannten Plattformen
aus Abschnitt 2 nutzbar ist. Außerdem kann die VM ein-
fach ex- und importiert werden, was den Transfer auf ande-
re physische Hardware vereinfacht. Innerhalb der virtuellen
Umgebung diente die Linux Distribution Ubuntu in Versi-
on 12.04 Long Term Support (LTS) als Betriebssystem, da
alle getesteten Produkte auf diesem installierbar waren und
keine Lizenzverletzungen beim Transfer der VM zu ande-
ren Personen zu befürchten sind.

Die physische Grundlage bildete ein Rechner mit Core™
i5-Prozessor von Intel® (i5-3320M) mit 16GB Ar-
beitsspeicher und 250GB Solid-state Drive (SSD). Der VM
standen 8GB Arbeitsspeicher und 20GB Speicherplatz ex-
klusiv zur Verfügung. Die Installation von BaseX, eXist-db
und Sedna verlief problemlos: BaseX über die Paketver-
waltung von Ubuntu, eXist-db und sedna über den jeweili-
gen Installer.

BerkeleyDB XML steht nur als Quelltext zur Verfü-
gung, dessen kompilieren weder auf dem genannten Test-
System noch auch auf einem anderen Linux-System mög-
lich war. Als mögliche Ursache hierfür wird die fehlende
Weiterentwicklung und Anpassung an aktuelle Betriebs-
system und Compiler-Versionen vermutet. Somit wird Ber-
keleyDB XML nicht weiter betrachtet.

Sedna disqualifizierte sich, da das mitgelieferte Werk-
zeug zur Verwaltung der Datenbank (im Release 3.5.161)
unbenutzbar ist: Es konnten keine Daten importiert wer-
den, dokumentierte Befehle wurden zurückgewiesen.

6.1 Benchmarks

Für die Durchführung von Benchmarks blieben BaseX und
eXist-db übrig. Um später Suchanfragen auszuführen, wur-
den zuerst die Testdaten (Spracherkennung aus 1008 Sen-
dungen der „Tagesschau in 100 Sekunden“) in die bei-
den Systeme importiert, um die folgenden Anfragen auf
diese anzuwenden. Die Abfrage aus Quelltext 2 dient als
Beispiel für typische Recherchen. Eine weitere Abfrage,
Quelltext 4, kann als Grundlage weiterer Auswertungen
dienen, sie zählt die Häufigkeiten der erkannten Wörter
innerhalb eines bestimmten Monats. Quelltext 3 dient zum
Vergleich bei Änderungen. Alle Anfragen wurden je auf 10
identische Collections ausgeführt.

Um äußere Einflüsse zu vermeiden wurden das Host-
System, innerhalb dessen die VM ausgeführt wird, und
die VM selbst vor Beginn der Benchmarks neu geboo-
tet und Cron-Jobs (sowie weitere Dienste der Benutzer-
Oberfläche, z.B. Update-Checks) deaktiviert. Auch zwi-
schen den Benchmarks von BaseX und eXist-db erfolgte
ein Neustart der VM.

Das Diagramm in Abbildung 1 zeigt die durchschnittli-
che Ausführungszeit der jeweiligen Aktion anschaulich im
Vergleich. Die Tabellen 2 und 3 zeigen die Messergebnisse
im Detail.

6.2 Auswertung

Der Import der Daten und explizite Indexaufbau erfolgt
bei BaseX unauffällig. eXist-db benötigt beim mehrma-
ligen Import der selben XML-Daten in die selbe Daten-
bank (Collection) zusätzliche Zeit (siehe Tabelle 3, Spalte
Importb), da sie die Dokumente nicht hinzufügt, sondern
ersetzt. Die Daten für die Indexierung bleiben unverändert,
der Indexaufbau erfolgt ab dem dritten Lauf (siehe Tabelle
3, Spalte Importb) etwas schneller.

Quelltext 3 wird bei mehrmaliger Ausführung auf den
selben Datenbestand (siehe Tabelle 3, Spalte Q 3b) von bei-
den Systemen ab dem zweiten Lauf optimiert. Bei eXist-db

11. Nutzer werden Rollen, Schemata oder Gruppen zugeordnet
12. WebDAV ist ein Protokoll, um per HTTP auf Dokumente
zuzugreifen. Für weitere Informationen siehe [17].
13. Representational state transfer (REST) beschreibt den Zu-
griff auf Ressourcen (hier Sub-)Collections und Dokumen-
te über HTTP-Methoden. Adressiert werden diese Re-
sourcen über einen Uniform Resource Locator (URL). Für
weitere Informationen siehe [18].
<table>
<thead>
<tr>
<th>Implementiert in</th>
<th>BaseX</th>
<th>BerkeleyDB</th>
<th>eXist-db</th>
<th>IBM DB2</th>
<th>MonetDB</th>
<th>Sedna</th>
<th>Tamino</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Embedded</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Typ</td>
<td>native</td>
<td>native</td>
<td>native</td>
<td>enabled</td>
<td>enabled</td>
<td>native</td>
<td>native</td>
</tr>
<tr>
<td>Open Source</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Nutzerverwaltung</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Locking</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

| Transaktionen    | ✔     | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| Backup & Restore | ✔     | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| Volltextindex    | ✔     | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| Plattform        | ✔     | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| Bindings bzw. Clients | ✔  | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| Cluster          | ✗     | ✗          | ✗        | ✗       | ✗       | ✗     | ✗     |
| Replikation      | ✗     | ✗          | ✗        | ✗       | ✗       | ✗     | ✗     |
| Big Data         | ✗²    | ✗          | ✗        | ✗       | ✗       | ✗     | ✗     |
| WebDAV           | ✔     | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| RESTful API      | ✔     | ✔          | ✔        | ✔       | ✔       | ✔     | ✔     |
| Versionierung    | ✗     | ✗          | ✗        | ✗       | ✗       | ✗     | ✗     |

Tabelle 1: Die Tabelle zeigt die Unterstützung der Anforderungen durch die Produkte.

<table>
<thead>
<tr>
<th>Lauf</th>
<th>Importa</th>
<th>Importb</th>
<th>Indexa</th>
<th>Indexb</th>
<th>Q 2</th>
<th>Q 2b</th>
<th>Q 4</th>
<th>Q 4b</th>
<th>Q 3</th>
<th>Q 3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4,296</td>
<td>2,400</td>
<td>1,306</td>
<td>1,132</td>
<td>0,201</td>
<td>0,153</td>
<td>28,234</td>
<td>28,550</td>
<td>0,077</td>
<td>0,083</td>
</tr>
<tr>
<td>2</td>
<td>2,833</td>
<td>2,450</td>
<td>1,125</td>
<td>1,123</td>
<td>0,107</td>
<td>0,140</td>
<td>27,848</td>
<td>28,605</td>
<td>0,071</td>
<td>0,007</td>
</tr>
<tr>
<td>3</td>
<td>2,518</td>
<td>2,201</td>
<td>1,068</td>
<td>1,164</td>
<td>0,105</td>
<td>0,144</td>
<td>28,277</td>
<td>29,510</td>
<td>0,053</td>
<td>0,011</td>
</tr>
<tr>
<td>4</td>
<td>2,416</td>
<td>2,082</td>
<td>1,074</td>
<td>1,134</td>
<td>0,097</td>
<td>0,149</td>
<td>37,804</td>
<td>29,102</td>
<td>0,056</td>
<td>0,016</td>
</tr>
<tr>
<td>5</td>
<td>2,385</td>
<td>2,118</td>
<td>1,234</td>
<td>1,201</td>
<td>0,098</td>
<td>0,136</td>
<td>28,477</td>
<td>28,679</td>
<td>0,053</td>
<td>0,009</td>
</tr>
<tr>
<td>6</td>
<td>2,629</td>
<td>2,204</td>
<td>1,086</td>
<td>1,147</td>
<td>0,090</td>
<td>0,146</td>
<td>28,075</td>
<td>28,310</td>
<td>0,053</td>
<td>0,008</td>
</tr>
<tr>
<td>7</td>
<td>2,257</td>
<td>2,290</td>
<td>1,134</td>
<td>1,122</td>
<td>0,109</td>
<td>0,135</td>
<td>28,684</td>
<td>28,566</td>
<td>0,055</td>
<td>0,010</td>
</tr>
<tr>
<td>8</td>
<td>2,452</td>
<td>2,223</td>
<td>1,097</td>
<td>1,138</td>
<td>0,103</td>
<td>0,156</td>
<td>29,190</td>
<td>28,194</td>
<td>0,047</td>
<td>0,018</td>
</tr>
<tr>
<td>9</td>
<td>2,371</td>
<td>2,287</td>
<td>1,101</td>
<td>1,156</td>
<td>0,092</td>
<td>0,139</td>
<td>27,731</td>
<td>28,131</td>
<td>0,055</td>
<td>0,011</td>
</tr>
<tr>
<td>10</td>
<td>2,410</td>
<td>2,310</td>
<td>1,088</td>
<td>1,126</td>
<td>0,109</td>
<td>0,156</td>
<td>27,817</td>
<td>28,317</td>
<td>0,076</td>
<td>0,009</td>
</tr>
<tr>
<td>Durchschnitt</td>
<td>2,658</td>
<td>2,257</td>
<td>1,151</td>
<td>1,144</td>
<td>0,111</td>
<td>0,145</td>
<td>29,274</td>
<td>28,596</td>
<td>0,060</td>
<td>0,018</td>
</tr>
<tr>
<td>Median</td>
<td>2,434</td>
<td>2,255</td>
<td>1,099</td>
<td>1,136</td>
<td>0,104</td>
<td>0,145</td>
<td>28,377</td>
<td>28,558</td>
<td>0,055</td>
<td>0,011</td>
</tr>
</tbody>
</table>

Tabelle 2: Die Tabelle zeigt die detaillierte Ausführungsdauer der Anfragen (Import, Indexeraufbau, Suche aus Quelltext 2, Statistik aus Quelltext 4 und Änderungen aus Quelltext 3) in Sekunden an BaseX.
Abbildung 1: Das Diagramm zeigt die Zeit, die für die Ausführung der Abfragen Import, Indexeraufbau, Suche aus Quelltext 2, Statistik aus Quelltext 4 und Änderungen aus Quelltext 3 (a: Ausführung der Anfrage auf 10 identische Collections, b: Mehrmalige Ausführung auf die selbe Collection) benötigt wurde.

Tabelle 3: Die Tabelle zeigt die detaillierte Ausführungsduer der Anfragen (Import, Indexeraufbau, Suche aus Quelltext 2, Statistik aus Quelltext 4 und Änderungen aus Quelltext 3) in Sekunden an eXist-db.

<table>
<thead>
<tr>
<th>Lauf</th>
<th>Import a</th>
<th>Import b</th>
<th>Index a</th>
<th>Index b</th>
<th>Q 2 a</th>
<th>Q 2 b</th>
<th>Q 4 a</th>
<th>Q 4 b</th>
<th>Q 3 a</th>
<th>Q 3 b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19</td>
<td>21</td>
<td>12,215</td>
<td>12,562</td>
<td>1,687</td>
<td>1,537</td>
<td>146,67</td>
<td>148,33</td>
<td>8,793</td>
<td>6,438</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>30</td>
<td>12,155</td>
<td>11,144</td>
<td>0,680</td>
<td>0,632</td>
<td>144,74</td>
<td>147,33</td>
<td>7,952</td>
<td>0,019</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>36</td>
<td>12,447</td>
<td>10,451</td>
<td>0,710</td>
<td>0,628</td>
<td>145,25</td>
<td>145,72</td>
<td>6,428</td>
<td>0,022</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>27</td>
<td>12,881</td>
<td>10,842</td>
<td>1,453</td>
<td>0,636</td>
<td>146,71</td>
<td>149,59</td>
<td>6,858</td>
<td>0,025</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>38</td>
<td>12,621</td>
<td>10,309</td>
<td>0,711</td>
<td>0,758</td>
<td>145,51</td>
<td>148,06</td>
<td>6,793</td>
<td>0,021</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>46</td>
<td>11,265</td>
<td>10,842</td>
<td>0,697</td>
<td>0,689</td>
<td>145,11</td>
<td>146,76</td>
<td>6,728</td>
<td>0,024</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>34</td>
<td>11,757</td>
<td>10,748</td>
<td>1,459</td>
<td>0,685</td>
<td>145,64</td>
<td>146,68</td>
<td>6,400</td>
<td>0,021</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>41</td>
<td>11,781</td>
<td>10,643</td>
<td>0,691</td>
<td>0,622</td>
<td>146,03</td>
<td>147,17</td>
<td>6,665</td>
<td>0,025</td>
</tr>
<tr>
<td>9</td>
<td>21</td>
<td>38</td>
<td>11,882</td>
<td>10,390</td>
<td>1,539</td>
<td>0,657</td>
<td>145,36</td>
<td>156,26</td>
<td>6,461</td>
<td>0,019</td>
</tr>
<tr>
<td>10</td>
<td>23</td>
<td>48</td>
<td>12,233</td>
<td>10,25</td>
<td>0,719</td>
<td>0,656</td>
<td>149,02</td>
<td>146,69</td>
<td>6,617</td>
<td>0,021</td>
</tr>
<tr>
<td>Durchschnitt</td>
<td>21</td>
<td>36</td>
<td>12,123</td>
<td>10,818</td>
<td>1,034</td>
<td>0,750</td>
<td>140,00</td>
<td>148,26</td>
<td>6,970</td>
<td>0,064</td>
</tr>
<tr>
<td>Median</td>
<td>21</td>
<td>37</td>
<td>12,185</td>
<td>10,696</td>
<td>0,715</td>
<td>0,657</td>
<td>145,58</td>
<td>147,23</td>
<td>6,997</td>
<td>0,022</td>
</tr>
</tbody>
</table>

a Ausführung der Anfrage auf 10 identische Collections
b Mehrmalige Ausführung auf die selbe Collection
hält dies für alle weiteren Durchläufe an, bei BaseX hingegen nur für ein bis zwei.
eXist-db hebt sich durch Versionierung, grundlegende Replikationsmöglichkeiten, Abdeckung der Anforderungen und nicht zuletzt durch eine gute Dokumentation von den anderen Produkten ab. BaseX optimiert die Anfragen vor der Ausführung und ist im Test stets performanter als eXist-db. Vor allem die Anfrage aus Quelltext 4 zeigt, dass die Optimierung der Anfragen, ob durch den Nutzer oder die Datenbank, sehr wichtig ist.

7 Zusammenfassung und Ausblick

Als Open-Source-Projekte könnten beide an spezielle Anforderungen angepasst werden. Denkbar ist vor allem die Ergänzung der fehlenden Funktionalitäten für Multimedia-Daten.
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Abstract

Spreadsheets are well-known to be frequently-used but error-prone communication devices. They are useful since they are active (e.g., automatic computation), provide a cognitive notation system drawing on visualizing values, meanings and relations at the same time (enabled by labeled, color-coded grids), and provide easy-to-use domain-specific operations (e.g., computational functions). The latter, in particular, is enabled by the text-style formula format in spreadsheets, in which variables are replaced by cell references. For simply-structured formulae this works very well. To keep the formulae simple, computations are modularized into subformulae and as such distributed over and beyond the spreadsheet. This makes the provenance (tree) of spreadsheet values difficult to understand – a probable cause for the high error rate in spreadsheets.

To explore and navigate the subformulae involved in the computation of a cell value we present the subformula explorer “Fency”, a tree-based, explorative interface: Whenever a user clicks on a cell its formula becomes the root of a cell-dependency graph. Each child node displays the formula of a cell (or range) reference used in the parent formula. Moreover, each node represents a direct link to the respective cell (or range), so that it can be used for formula navigation as well.

1 Introduction

What is a mathematical formula? According to Wikipedia, in mathematics it is “an entity constructed using the symbols and formation rules of a given logical language”. Even though there are multiple mathematical communities of practice which use a partly different set of symbols and slightly varying formation rules, there is a common understanding how to encode several information levels into formulae by extending the linear form of text.

On the one hand, this construction of a formula, O’HALLORAN calls a “grammatical strategy for encoding meaning efficiently […] which is achieved […] through spatial and positional notation in a form that is not found in language.” [O’H05, p. 112]. In Fig. 1 we can see some common typographical line elements. The spatial information needed to characterize the form of a typical English text can be characterized via these line elements. But very often formulae need more space.

Accommodating our running example in Fig. 3, the equation

\[ \sigma_4 = \frac{1}{3} \sum_{j=4}^{7} \delta_{ij} \]  

(1)

with variables \( \sigma_4 \) and \( \delta_{ij} \) represents the simple formula used in cell [B4].

Here, if we take a closer look (Fig. 2), we realize that the equation transcends the ascender and descender height with respect to the typographical baseline of the used font quite a bit. If we look closely, we also realize right away that not only specific spatial and positional notation is used, the common font type is also broken, there are, for example, greek letters. For mathematicians these are not unexpected and hardly something to think about since they have internalized the notational naming convention within formulae, that is the relation between fonts and functional status of objects. This common mathematical practice of authoring and interpreting formulae evolved over centuries and proved to be effective and efficient for mathematicians.
The differences between the different representations is
obviously vast. In this paper we use the example given
in Sect. 2 as a running example. In particular we discuss
the differences in Sect. 3 to motivate the design of our
(sub)formula explorer “Fency” described in Sect. 4. We
consider related work in Sect. 5 and conclude in Sect. 6
with an outlook on further work.

2 Running Example “Summer in Bremen”
Let us suppose that we want to describe the summer in Bre-
men statistically. Real-world distributions are typically not
fully known, e.g. the rain could stop for 5 minutes when
the observer went to the coffee bar to get some more cof-
fee. In this case, the variance of the whole distribution is
estimated by computing the variance of a sample
of n ob-
servations drawn suitably randomly from the whole sample
space according to Equation (3) where
\[ x_1, \ldots, x_k \]
represent
the measurements and
\[ \bar{x} = \frac{1}{n} \sum_{k=1}^{n} x_k \]
their arithmetic mean.

\[ \sigma = \frac{1}{n - 1} \sum_{k=1}^{n} (x_k - \bar{x})^2 \]  (3)

In the spreadsheet seen in Fig. 3, observed half-an-hour
periods of full sunshine resp. rain in Bremen, i.e., the
measurements, on four days in June are noted in ranges
[D3:G3] resp. [D5:G5]. The difference
\[ x_k - \bar{x} \]
is called the mean deviation of \( x_k \). The mean deviation of those mea-
surements can be found in ranges [D4:G4] resp. [D6:G6].

The sample variance for sunshine in Bremen, for example,
in cell [B4] is calculated from the mean deviation accord-
ing to Equation (3) with the spreadsheet formula in Equa-
tion (2). Finally, the arithmetic mean of the sample vari-
nces is presented in cell [B7].

We use this example throughout the paper as running ex-
ample.

3 Readability of Spreadsheet Formulae
In general, the set of symbols used in spreadsheet formu-
lae consists of given functions like \( \text{SUM} \), individual macro
extensions, numbers, and cell references like [B4] (in A1
referencing style referring to the cell in column B and row
4) or [R4C2] (in R1C1 referencing style pointing to the
same cell). In MS Excel’10, for example, the set of sym-
bols enlists 339 functions and \( 2^{20} \times 256 \) cell references per
worksheet. An essential component of spreadsheet players
is their computational foundation: they can compute values
from formulae, that is, they can simplify formulae to val-
ues. It is important to note that – even though it acts like
a programming language – “the formula language itself is
type textual” [Nar93, p. 49].

The formation rules are rather simple: concatenate the
ingredients into a string of ASCII characters. From the
user perspective NARDI points out that authoring and un-
derstanding formulae “the user must master only two con-
cepts: cells as variables and functions as relations between
variables” [Nar93, p. 42]. This is suspected to be the
underlying reason for spreadsheets being the world’s most
used programming environment: the task of writing formul-
lae (program scripts) is transformed into the task of writing
text in a well-understood domain language consisting of
typically 3-5 [SP88], at most 10 [Nar93, p. 43] and po-
tentially – in MS Excel e.g. – 339 functions. It is rather
interesting that the formula language hasn’t changed at all
since the very first appearance of spreadsheet applications,
therefore we can call it a successful formula language.
tain the calculated value, e.g. $RC(2) = R(0)C(2)$ refers to $[D4]$ (with $D=B+2, 4=4+0$).

It gets even more confusing if the spreadsheet author used e.g. the German MS Excel version with R1C1 referencing style (where "Z(eile)" stands for "R(ow)", "S(palte)" replaces "C(olumn)", and "SUMSQ" translates to "QUADRATESUMME") as in Fig. 4.

Besides this specific representation format knowledge, the reader might also get easily overwhelmed if the formula is complex. As readers are typically experts in their specific fields, but laymen in spreadsheet technology, this is in analogy to command line interfaces which work very well for simple commands used by laymen or for complex commands used by power users. Therefore, one explicit aim of a spreadsheet author has to be the optimal reduction of complex formulae.

This can be done via modularization, in particular by collapsing parts of formulae into variables by using these parts as autonomous formulae to calculate different cell values.

![Figure 5: Modularization: Mean and Variance in [B7]](image)

In Fig. 5 we can see a version of Fig. 4, this time in the more common A1 referencing style. The mean of all cell values in range $[B3:B6]$ is calculated in $[B7]$.

Moreover, the cells in the ranges $[D4,G4]$ and $[D6,G6]$ contain formulae of the kind (as shown in Fig. 6):

$$[D4] = \text{SUM}([D3:G3])$$

(5)

Thus, in $[B7]$ as seen in Fig. 5 we have the recursively resolved equations as shown in Fig. 9.

Note that even though the underlying formulae are one of the most simple ones, already the concatenated formula turns out to look rather complex to grasp. The reason consists of the fact that the cell references in Equation (10) can still be resolved easily by a reader, but the cell references in Equation (11) are more distributed and thus much harder to follow. HERMANS ET AL. report that nested formulae are hard to understand for end-users, which was also speculated in [Bre08]. "We conclude that users find it difficult to work with long calculation chains" [HPD12, p. 10]. Somewhat surprisingly they continue that this difficulty "does not influence their perceived understanding of the formula or their ability to explain it" [HPD12, p. 10]. A closer read reveals that their users are spreadsheet professionals, thus spreadsheet authors that not only do have the background knowledge for the specific spreadsheet at hand, but also know of the data architecture they created. They do not need to understand the concrete formula any longer as they trust in the underlying (hopefully) sound architecture.

As it is well-known that human short-term memory is rather limited (7 +/- 2 items can be kept in short term memory at any given time), the modularization of formulae is not an option, but rather a requirement for authoring readable spreadsheets. It is obvious that this modularization enables at the same time a high error rate with errors that are hard to debug.

The formula explorer Fency is based on the idea that the cell references can be automatically resolved into a cell-independent format e.g. presentation MathML [Aus+10] with variables that have mnemonic names, that is, names that hint at their meaning. For example, it is a quasi-standard to index a set of data points by a counter variable in $\{i, j, k, l, m, n\}$, to assign the name $y_i$ to the mean of data points $y_{ik}$, to name variances $\sigma$, and to name differences $\delta$. Now look at Equations (10) to (12) in common mathematical notation:

$$0, 333333 = \bar{x}$$

(6)

$$\frac{1}{2} \sum_{i=3}^{6} \sigma_i$$

(7)

$$\frac{1}{2} \sum_{i=3}^{6} \left( \frac{1}{3} \sum_{j=4}^{7} \delta^2_{ij} \right)$$

(8)

$$\frac{1}{6} \sum_{i=3}^{6} \sum_{j=4}^{7} (x_{ij} - \bar{x})^2$$

(9)

Note that typically a reader familiar with math notation will have noticed at the latest in Equation (7), that there is something strange going on with the mean being a sum of 4 numbers divided by the normalizing term 2. Looking at Fig. 5 we notice why the effect is correct, but the formula isn’t. Therefore, math notation might also help to discover semantic errors in formulae.

![Figure 6: Modularization: Deviation in [D4]](image)

The modularization can be kept, if we visualize the formula dependencies in form of a graph, where every node contains information about a formula.

4 The (Sub)Formula Explorer Fency

To keep spreadsheet formulae simple, computations are modularized into subformulae and as such distributed over and beyond the spreadsheet. Even though the modularization simplifies the formula itself, it resolves in a very complex provenance (tree) of spreadsheet values. The basic idea of Fency consists in an interactive visualization of the modularization of a formula. To explore and navigate the subformulae involved in the computation of a cell value we developed a semantically supported, tree-based, explorative interface: Whenever a user clicks on a cell its formula becomes the root of a "formula graph": i.e., a graph with cell/range nodes and cell/range-dependency edges. Each child node displays the formula of a cell (or range) reference used in the parent formula.

For example, in Fig. 7 we can see an entire formula graph developed after the user clicked cell $[B7]$. This
\[ 0.333333 = \frac{1}{2} \times \text{SUM}(B3 : B6) \]  
\[ = \frac{1}{2} \times \text{SUM}(1/3 \times \text{SUMSQ}(D4, G4) : 1/3 \times \text{SUMSQ}(D6, G6)) \]  
\[ = \frac{1}{2} \times \text{SUM}(1/3 \times \text{SUMSQ}(\text{SUM}(D3; -$H$3), \text{SUM}(G3; -$H$3)) : 1/3 \times \text{SUMSQ}(\text{SUM}(D5; -$H$5), \text{SUM}(G5; -$H$5))) \]

Figure 9: Recursively Solving Equations for cell [B7]
cell contains the formula $1/2 \times \text{SUM}(B3 : B6)$, that is Equation (10). The values in the cells in the cell range [B3:B6] are computed by equivalents of the formula $1/3 \times \text{SUMSQ}(D4,G4)$ taken from cell [B4]. With Fency, if the user clicked cell [B7], the root node as in Fig. 10 would be created and the cell-dependency of the underlying formula on range [B3:B6] would give rise to a child node representing it in the formula graph. If the user wanted to see the child node of this, then she could click the expand button on the upper right and a node for the functional block in range [D4:G4] would appear.

On a more technical note, the formula explorer Fency is a semantic service integrated into the open source Semantic Alliance Framework [Dav+12]. This framework allows to superimpose semantic services over an existing (and possibly proprietary) application provided that it gives open-API access to user events. Elements in the application are connected to according concepts in structured background ontologies, which, for instance, contain a representation of the respective domain and some instance specific information. Semantic services can draw on the ontology information to offer intelligent services, which are offered to the user via the Semantic Alliance framework in local, but application independent windows. For the most common spreadsheet applications MS Excel and LibreOffice there are already existing Semantic Alliance APIs.

Fency offers more than a tree-based visualization of the (sub-)formulae in a spreadsheet. In a nutshell, every node of the formula graph consists of a list of elements:

- The **title** expressing the underlying meaning of a cell value or a range of values,
- a **link** to the corresponding cell/range in the spreadsheet,
- the **dependencies** this cell/range depends on,
- its **data value**,
- an **explanation** of its meaning,
- the spreadsheet **formula** (or its equivalent math formula), and
- **iterators** to move through the cells with their resp. values of a range.

Let us have a closer look, for example, at a node like the left one in Fig. 10. The cell [B7] is associated with the ontology concept “mean variance”. The title of this concept followed by the cell reference “B7” itself is used as a title for the node. The underline of the cell reference indicates that it represents a link to this cell. On the upper right-hand side we can see a collapse and an expand button, which collapses or expands the formula graph respectively if clicked. The cell value of cell [B7] is 0.333333 and is shown in the node as well. In the grey box the beginning of the explanation of the concept “mean variance” given in the ontology is visible. Hovering over the grey box will trigger the expansion of it, so that the entire definition will be visible (see an example in Fig. 11). By using the JOBAD framework [JOBAD], the user can even interact with the information items within this explanation: If other concepts are referenced in this definition (indicated by blue font usage), a click will open another window with the according concept definition. This way, a user can explore the background ontology and comprehend the meaning of the formula much deeper. The lower part of the node contains the formula, here the formula for [B7], if existent; see an empty formula example in Fig. 11. The hovering effect kicks in here as well, in particular, if the formula exceeds a certain size, the entire formula will only be visible while hovering over the formula box.

Cell [B7] itself is not part of a functional block, but e.g. cell [D5] is. As the value in [B7] depends down in the formula tree on the value in this cell, we can find the node for [D5] as the last one in the formula graph in Fig. 7 or more conveniently in Fig. 11. This functional block covers the observed and summarized data. Each measurement depends on which day it was taken and what weather condition is reported, in other words the measurement functional block depends on the day functional block [D3:G3] and the wheather functional block [[A3], [A5]]. This dependency is noted in the node directly under the title (in grey font). Moreover, we can see that cell [D5] contains the value for “Day 1” and “Rain”. The triangular buttons allow a user to skim through the values in the respective functional blocks, and navigate to the respective spreadsheet cells via the link “D5” right after the title. This feature allows the user to easily navigate through related information items while abstracting away from the concrete structure. If any of the information items presented above are missing, the UI of the node adapts.

In a future prototype, if the user double clicks on the formula in a node, then the spreadsheet formula is converted into a math formula using MathML (see right node in Fig. 10). The option of presenting both variants seems sensible as a switch of formats should always be easily reversible to avoid confusion. The ontology concept “mean variance” includes knowledge about the symbol notation $\bar{\sigma}$. Moreover, as the range [B3:B6] is associated with the concept “sample variance” with its symbol notation $\delta$, a parser should be able to figure the math formula as seen in the...
right node in Fig. 10. To give a taste of the potential of this conversion, we include Fig. 8. Another idea, we want to pursue shortly is that the user can even edit the formula and push the changes back to the spreadsheet.

5 Related Work

The visualization of data-flows within spreadsheets is not a new idea. In MS Excel itself there is a tracing tool that visualises precedents and dependents of a selected cell. The visualization breaks if the dependencies are beyond the worksheet or even more so beyond the workbook.

In [CKR01] the authors studied the comprehension factor of formulae visualized in distinct ways. They frame formula understanding in terms of the reader’s cognitive load and thus as a visual memory problem. They find that the “ideal organization is the simple tree. It is the easiest to chunk. In the simple tree the surface organization of the formula tree is in harmony with its deep structure.” [CKR01, p. 487].

KANKUZI and AYALEW presented in [KA08] a graph-based visualization of spreadsheets. Based on a Markov Clustering algorithm they generate a data-flow graph which visualizes cell cluster dependencies in an extra window aside the spreadsheet application window and provides semantic navigation similar to the one presented in Fency. Instead of using functional blocks, i.e., sets of cells that belong together semantically, these authors use statistical clustering. Even though this probably provides a similar grouping effect, the spreadsheet reader won’t know why the cells are grouped. With Fency we cannot only offer the reader this reason, i.e., the semantic relating concept, we also allow the reader to dig into the definition of this concept.

In [Raj+00] a tree representation for formulae is suggested according to predominant Software Engineering techniques. In particular, a formula is divided into a structure tree containing operators and functions and an arguments tree containing cell addresses and constants. This tree visualization of a formula is suggested to be done when authoring a spreadsheet, whereas Fency is a tool that supports reading a spreadsheet. In [JMS06] a tool for generating formulae in several formats (possibly spreadsheet format) is presented. Again, the sole focus is given to the developer or author of formulae, nothing is said about the enhanced readability or comprehendibility of a formula.

http://www.spreadsheetstudio.com/ offers another type of formula explorer. The modularity of MS Excel formulae is made use of as is in Fency. This formula explorer offers a modal pop-up window that presents the formula of the selected cell. The formula is automatically segmented into sensible parts like cells, ranges, function plus function parameters, constants etc. If the user hovers over the formula shown then the corresponding value is presented. If a segment corresponding to a cell or range is left-clicked, then the formula of that MS Excel object is shown as before. Thus, this formula explorer allows a similar navigation thru a formula via its subformulae. Moreover, the MS Excel cursor also moves to the MS Excel object selected in the formula window.

ASUNCION suggests in [Asu11] to capture the provenance of cell values by unobtrusively document their history and to make this set of data available for later querying. This kind of provenance capture certainly is appealing because of its automation facility, but the provenance is not stored on a semantic level. Thus, the author has to recognize data to be able to interpret the provenance correctly. Otherwise this kind of data handling seems to be very tedious.

6 Conclusion and Further Work

In this paper we have presented Fency, a (sub)formula explorer for spreadsheets, that allows readers to deeper understand what formulae, which concrete calculated values, what underlying concepts are spread how and where over the document.

We hope that Fency will prove to be a useful service, especially as we are planning to extend its capability towards a light formula resp. concept editor, that allows to update existing formulae resp. ontology items. Even though the cell values are shown in the resp. formula nodes, we believe that the provenance of cell values is still not enough covered. The graph structure gives a hint where the data originally come from, but very often outside data bases are used for data input of spreadsheets. In particular, the spreadsheet author is typically a data architect. For him the primitives are data resources. Therefore, a set of new information objects could be introduced to spreadsheets. If they were present, then Fency could visualize it as well, to obtain a formula visualization that not only keeps all relevant information in one place, it also uses the notation that is most efficient.
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Abstract
In this position paper we introduce an approach of visualizing the ontology describing ophthalmic knowledge. The data consists of semantic information provided by a knowledge based system. This ontology is developed using the Semantic Wiki KnowWE and the visualizations are developed as a plugin. The visualization aims to satisfy the needs of ophthalmological experts and trainees as well as knowledge engineers. The visual exploring assists all users to obtain a general overview of the knowledge and detects specific characteristics. Therefore different approaches of visualizations are shown and evaluated.

1 Introduction
In this paper, we describe the work in a project on visualization of ontologies. This project is part of the “Wissass” Project1. The aim of the project is to assist the physicians working in the ophthalmology. In this field, the cataract surgery is the most common procedure. This operation is performed very often. That’s why there is very much knowledge available. On the other hand, various cases are known in which a special treatment is required to obtain the best results possible. In “Wissass”, we develop a knowledge-based tool to provide the knowledge to the experts in special cases. Another goal of the system is to help teaching young physicians the knowledge as a tutor system. Based on positive feedback of former projects, for instance [Dieng-Kuntz et al, 2006], we used an ontology to represent the knowledge. In order to do so we based our work on the Semantic Wiki KnowWE. Our aim is to provide a visualization of the knowledge to the user. As a part of the research towards a “knowledge formalization continuum”, the “Wisskont” sub-project focuses on fusion of the process of Knowledge Engineering and productive work with the system.

Besides the decision support aspects and the tutoring capabilities, visualization methods can also help during Knowledge Engineering. Visualizing helps the developers to get a quick overview of the knowledge and to spot interesting or even malicious parts of the knowledge base. It also helps the expert to see whether the database is complete. Due to its easy use it helps the user during the Knowledge engineering process to expand the knowledge and alter parts which are out to date. To provide a simple possibility to visualize the knowledge during the productive workflow, the extra use of generic ontology visualization tools is difficult. Our work is also influenced by the small iterations between the reviews of the involved physician, whose suggestions are tried to be added contemporary. This paper describes the state of implementations and variety of representations we evaluated.

This paper is divided in the following sections: In section 2 we describe the ontology we developed to describe knowledge in the ophthalmic domain, visualized by the described plugin. In section 3 the different visualization approaches are comparatively discussed. In section 4 we report on the review results of the sessions with ophthalmologist experts. The reviews checked whether the chosen representations are easily understandable by the experts and whether the work and representation are worth the effort. Section 5 discusses related work and gives a brief conclusion.

2 Ontology for cataract surgery
The application will be used essentially by physicians in an ophthalmological domain, especially in the cataract surgery. Like most areas of medical knowledge, the knowledge in this domain is very extensive. The knowledge is represented by concepts connected to other concepts by relations. When we outline all concepts from the knowledge base and their relations between each other the result is a net. The major task for us is to represent the allocated knowledge and accordingly to simplify the information maintenance and retrieval for the end-user by using visualization techniques.

Transferring the knowledge from the predecessor system “Visu-XPS”
At the beginning of the “Wissass” Project, the ophthalmologic knowledge stored in the software developed in the previous project was transferred to the wiki system “KnowWE” shown in figure 1[KnowWE, 2013]. The screenshot presents a concept page from the actual system. The predecessor system “Visu-XPS” was a standalone application developed in Java. It only supported one type on semantic information: “associated with”. Therefore, the presentation was limited to a directed graph, which could be simply traversed.

1 The Wissass project is founded by Zentrales Innovationsprogramm Mittelstand (ZIM) from 2012 - 2014
Expansion through new Connection Types

In order to build a semantic net and to provide the users more expressive types of knowledge, more additional relation types were added:

"subconcept": A refinement of the given concept, used to arrange the concepts in a hierarchical order.

"has to": Connection between complications, which may occur during the operation and their necessary treatments.

"can": A relation used to identify possible reactions to the given state of the patient.

"cave": This relation is used to connect concepts that should be urgently considered.

"before": A relegation used to represent a time period between two concepts.

The resulting ontology is represented in RDF(S) [RDFS, 2004].

At the moment, the ontology consists of 381 concepts. Those are connected by 331 “subconcept”, 60 “has to”, 49 “associated with”, 44 “can”, 25 “before” and 26 “cave” relations.

In cooperation with the physicians the requirements for the visualizations were identified to guide the development. In conclusion the following use cases were defined:

1. Obtain an overview of the knowledge base by reducing complexity by using visualization methods.
2. Obtain an overview of the processes and dependencies between procedure steps of ophthalmic surgery.
3. Browsing through the entire knowledge base to identify interesting spots.
4. Retrieve detailed information on special relations between concepts and procedure steps on demand.
5. Help the user to find quickly the category of a concept.

3 Visualization approaches

In this section we describe a number of different visualization approaches and we discuss their applicability with respect to the described use cases.

All visualizations try to implement the well-known visualization mantra by Shneiderman: Overview First, Zoom and Filter, Then Details-on-Demand [Shneiderman, 1996].

Hierarchical Forest Visualization

The Hierarchical-Forest-Visualization (see Figure 2) is an approach to represent a pool of relationships in the knowledge base according to the first and second use case. It is based on the classical representation of a graph with hierarchical levels, used in file managers for instance. The graph view makes it possible to form a hierarchical structure of a concept and a selected relation. The user can see an overview of all connected concepts by a specified relation. The overview does not exclude a focused view on sub-concepts. It is also possible to select a certain sub-concept from the overview and open the related sub-concepts. The higher level of a concept shows the broader outline of related concepts. The key aspect of this visualization is the combination of two different relations in order to show a more specific structure in the overview. Both relations have a different layout direction in the visualization. The horizontal direction represents an order likewise a time oriented process. The vertical direction represents a sectioning of the concept by an arbitrary relation.
The implementation was realized with the JavaScript library jsPlumb. It provides a way to visually connect elements on a web page [jsPlumb, 2013].

The following visualizations in the next sections were realized with d3js. This JavaScript library was developed in order to manipulate documents based on data [d3js, 2013].

Collapsible Tree

In contrast to the Hierarchical-Forest Visualization the idea of the Collapsible Tree Visualization, shown in Figure 3, is to visualize the hierarchy depth of the knowledge base by concentrating on a single type of relation. In this case the use cases three and four were implemented. By selecting a concept it can be expanded to show the following sub-concepts.

Figure 3: Hierarchical Forest Visualization

The user can browse to a topic of interest. Reciprocally the user can also collapse branches of the graph. These techniques allow a suitable display on a single screen without a restraint to scroll. The reason for choosing a classic tree structure to visualize ontologies is that ontologies are graphs and can be often presented as trees. Using this technique is quite common in many research fields and often helps to organize large hierarchical information and bring it to a general overview [Song et al., 2010].

Circle Pack Visualization

The Circle Pack Visualization implements the use cases three and five and shows an entire overview of the whole knowledge base.

Figure 2: Circle Pack Visualization

As seen before the hierarchical view of concepts is well represented by a tree structure. However, the view becomes confusing very quickly by presenting the entire content of a large knowledge base. The tree diagram becomes too large when too many nodes and branches must be placed on a single page. Addressing these disadvantages, the Circle Pack Visualization provides a useful alternative by representing hierarchical relations through containment. It is possible to see an overview of the overall structure and the position of a certain concept. Concepts are displayed as circles. Child-concepts are located inside their parents. For a better orientation the selected concept is highlighted in the overview (see Figure 4). To increase the readability and to avoid cluttering, only the labels of bigger circles are displayed. The user can zoom by clicking on circles to display the labels of the included circles. The main reason for selecting this kind of visualization is the big advantage that large amounts of hierarchically structured data can be visualized with a clear representation of structural relationships [Wang et al., 2006]. Another advantage is the use of size to display the amount of contained sub-concepts.

Wheel Visualization

The Wheel Visualization in Figure 5 shows an overview of the entire knowledge base. This deals with the use case number two and four. The advantage of this ordering is a maximum use of space: many concepts are presented on a single page. The main concept is placed in the middle. The hierarchy depth is presented by circles around the main concept. Child-nodes use sub-divisions of the space of their parent. The size of Siblings depends on the amount of children they contain themselves. By selecting
a concept it becomes the new center of the wheel. Only the children of the new concept build the new wheel. By using this zoom function, all labels can be read easily and the subsection can be explored.

![Figure 6: Wheel Visualization](image)

### 4 Case Study

In order to evaluate the results with a domain specialist, a physician working in an ophthalmic clinic reviewed the developed system. We provided new versions in small iterations and changed details based on the users’ feedback. The surgeon takes also part in the development of the knowledge base.

Generally the user was satisfied to obtain a visual representation of the ontology. The visualization was further used in the process of knowledge acquisition.

All visualizations suffered from cluttered labels due to long concept names in this domain. To avoid that, the labels of the included concepts will be abbreviated to get a shorter description name. In order to obtain a clear arrangement on the display further abbreviation techniques described in [Stum et al, 1991] will be applied later in the development process.

The hierarchical forest view was the preferred option by the user. He stated that the hierarchical view of knowledge fit the medicals needs best. The extra division of the tree into process steps simplified the comprehension noticeable. It was also the only visualization which was understood without explanations. This opinion is also backed by several surveys, for example in [Rivadeneira and Bederson, 2003].

We recognized that as more data was added to that view, it became more and more complicated to get an overview. It required scrolling and became too complex in more detailed tasks.

The expandable tree is very similar to the user’s mental concept. He understands the concept that the hierarchical relation is displayed.

The situation when the knowledge base becomes bigger is also difficult: Not all concepts fit on the screen. On the plus side the expandability enables the user to show only the concepts of interest.

The Circle Pack Visualization needed some explanation: The user stated that he implies values to the different sizes of the circles. He also didn’t realize that the leaf nodes were highlighted in a different color.

In our opinion the Circle Pack Visualization is a great choice to get a quick overview about the amount of concepts in different paths. It also shows the level in which the concept is located. The view needs further work to make it easier to understand and it needs to be evaluated whether it adds advantages to the user.

The Wheel Visualization confused the physician at the first glance. He doubted the suitability of this kind of visualization. Therefore we need to focus on simplifying this approach or finding more suitable alternatives.

In summary the visualizations Hierarchical Forrest and Collapsible Tree are best for the physician to obtain a quick overview of all concepts.

The Circle Pack Visualization can assist the Knowledge Engineering process by highlighting over- and under-populated topics.

The Wheel Visualization suits best when the expert tries to obtain detailed information on specific concepts.

<table>
<thead>
<tr>
<th>Visualization</th>
<th>Use Cases</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hierarchical-Forest</td>
<td>1, 2</td>
<td>+</td>
</tr>
<tr>
<td>Circle Pack</td>
<td>3, 5</td>
<td>-</td>
</tr>
<tr>
<td>Collapsible Tree</td>
<td>3, 4</td>
<td>O</td>
</tr>
<tr>
<td>Wheel</td>
<td>2, 4</td>
<td>O</td>
</tr>
</tbody>
</table>

### 5 Conclusion

**Related work**

A general overview of visualization of ontologies is given in [Fluit et al., 2003]. This paper gives an overview of the current state-of-the-art tools that help visualizing ontologies and evaluates those to find out their weaknesses. Based on those results it recommends requirements for a tool for best user experience.

In [Menge, 2007] a visualization add-on was developed and added to the predecessor system. The main focus is to visualize rules and their derivation. The implemented concepts consisted of pie-charts, Cluster Maps and tree charts. Menge suggested the evaluation of cone respectively disc-charts to visualize larger amounts of data. In conclusion, she proposes to visualize the concept of an entire knowledgebase, which is done in our project.

In [Cvjetković et al, 1991] a development process for a web based ontology view is described. The ontologies displayed are limited to ordinary hierarchical trees which are only displayed as trees. The technologies used and the architecture is very similar to those used here.

**Summary**

We presented visualization methods to be used during the development and use of a decision support and tutoring system. The different approaches are useful in a number of use cases.

In general, the visualization added value for the user and should be considered, when a knowledge based system is
created. Especially the “knowledge formalization continuum” [Baumeister et al, 2011], which enables users to contribute knowledge to an existing system, can profit from the visualization. To get the best option in our case we need to further adjust the systems to the users’ needs.

Future work
To verify the results and to evaluate the benefit of the visualizations, data and experience from the daily use of the system is required. By applying ontologies from different domains which contain bigger amounts of data the plugin can be tested whether the visualization is also useful in states where the knowledge base has increased. Also the performance can be measured and optimized. This will help to achieve an acceleration of response times for a faster way of displaying of the results. It may also reveal if it is necessary to develop specified representations.
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Abstract

World Math literature is growing at an alarming rate (3.3M journal articles today increasing by 120k a year). While much of that can be retrieved online, we lack technologies to navigate and understand the space of math literature. The OpenMathMap project wants to develop and deploy novel interfaces that empower interested parties to find their way. We conjecture that such maps can act as cognitively adequate access mechanisms to many large-coverage Mathematical Knowledge Management systems.

The first concrete interface is an interactive map generated from publication data. We have developed a prototype map generation service based on MSC classifications and deployed the maps resulting from ZBMath data in OpenStreetMap. It is accessible at http://map.mathweb.org/.

1 Introduction

Classification systems like the Math Subject Classification (MSC, see [American Mathematical Society]), take a more global stance, but they lack user interfaces that give information foragers an intuitive sense of direction and locality that is so helpful to humans in navigation tasks. In the MathSearch project we are currently rethinking access to mathematical knowledge and resources. As a first experiment, we are building a global, map-based navigation service for mathematics.

In the information age fueled by the Internet, the problem of information and knowledge foraging changed from retrieving documents to finding out about them. In particular, navigating the space of available documents efficiently becomes an important subtask.

Even in science, the times where single individuals could have an overview over all of science are long past. Even in the Renaissance polymaths like Leonardo da Vinci were considered a rare exception. The scientific community has developed various tools to work around this problem: encyclopedias, survey articles, classification systems, and review services. But with the proliferation of scientific publication – 50 million articles in 2010 [Jinha [2010]] with a doubling time of 8-15 years these tools start collapsing under the sheer mass of information. Internet-age tools like search engines, bibsonomies, and citation databases solve (part of) the information retrieval and navigation problems by providing word-based search and browsing along citations. Note that these tools are “myopic” in the sense that they only give very local view of the immediate surroundings of a word or document.
sentation to navigate spaces and locate targets. Concretely, we want to create a map of mathematics like the one in Figure 1 used to visualize usage patterns of online communities. We want to base the map on ideas from Dave Rusin’s Math Atlas [Rusin] (created 1998, last updated 2001, see also Figure 2), which uses topics from the Math Subject Classification for map regions and calculates the positioning and relative sizes from topic interconnections and the numbers of publications.

Acknowledgements Work on the concepts presented here has been partially supported by the Leibniz association under grant SAW-2012-FIZ KA-2. The authors are indebted to Wolfram Sperber for the publication data for Zentralblatt Math and Patrick Ion for initial discussions and to Lars Linsen for supervision on data visualization matters.

2 Creating a Map from MSC Data

In the creation of the map we made use of the 2010 Mathematics Subject Classification [American Mathematical Society] jointly developed by the American Mathematical Society and Zentralblatt Math. The results are 63 top level classes, 528 second level classes and 5607 third level classes summing up to 6198 classes in total. Zentralblatt MATH provided us with the metadata for 3.3 million articles in mathematics.

Map Geometry The first step in map creation is to compute the geometry from the publication data. In the current incarnation, the geometry should adequately represent the relative sizes and proximities of the MSC classes, where we define the similarity of two classes as

\[
s(i, j) = \frac{|MSC_i \cap MSC_j|}{|MSC_i \cup MSC_j|}.
\]

For the initial version of the map geometry (see Figure 3), we calculate the similarity between every pair of top-level MSCs and obtain a similarity matrix of size 63 × 63. We applied multidimensional scaling (MDS) to obtain two-dimensional coordinates for each MSC. Computations were executed via Matlab’s `mdscale` method, which takes a \(n \times n\) (dis)similarity matrix \(D\) and the target dimension \(p\) as argument and returns a \(n \times p\) sized configuration vector \(Y\).

To visualize the size of a given MSC class in terms of “map area”, we have to assign any given point in 2D space to a MSC class. We use a radial basis function whose origin is given by MDS and obtain the map geometry in Figure 3.

As the MDS computation becomes intractable for larger similarity matrices we opt for a hierarchical approach to determining finer-grained map geometries (taking second-level and leaf MSC classes into account). Here we apply the same procedure as above, but add “boundary classes” from the neighboring MSCs.

Mapmaking & Deployment The next step is to convert the geometry data from the last section into a map that has the features we are used to. Note that there is no encoding of the height in Figure 3, this leaves room for visualizing additional information. We are currently experimenting with encoding the “activity level” of an area with this: We can compute the “elevation of an area” by counting the (relative) number of publications in that area e.g. in the last year. This makes research hotspots peaks that can serve as additional landmarks in the map.

Interactive Services & Mashups Having our map deployed on OpenStreetMap (OSM) already gives us some base-level interactivity: zooming, and shifting. Additional location-based interactions can be implemented by adding custom JavaScript to the pages served by OSM subject to availability of date. One immediate example is the generation of custom queries for publication databases like Zentralblatt Math [ZBMath]. Another service might be to localize mathematicians by their publication record and give them “home address” according to their primary research topic (based on the center of gravity of their publications). Similarly, research trajectories of mathematicians could be plotted on the map by computing yearly centers of gravity. Finally, we could use the math maps as a target for mashups of external services. For instance, the search results of a mathematical search engine could be shown by localizing them on the OpenMathMap service.

3 Conclusion & Future Work

We have presented a novel access method to mathematical knowledge and resources that makes use of the highly
evolved cognitive skills of spatial representations in humans. We have implemented a first prototype (http://map.mathweb.org/) that deploys maps computed from mathematical publication data in a standard map server and instruments it with information services. This prototype is just a first step we want to use in experimentation in human-oriented access methods to mathematics. We could imagine that connections between mathematical areas could be implemented as roads, highways or air/sea connections (possibly depending on their salience), important theorems could be entered/visualized as landmarks, and finally, we could imagine to go from interactive map servers to much more immersive environments (from Minecraft to second life).

Finally, we acknowledge that the motivation for the OpenMathMap project was a cognitive question, which we have answered with a technical system.

Even though first feedback from mathematicians ranged from puzzled to enthusiastic (with an emphasis on the latter), we will have to systematically evaluate whether OpenMathMap-like systems and services can help with mathematician’s day-to-day navigation problems and access tasks, or if OpenMathMap is essentially a useless, but fun gadget.
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