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Zusammenfassung 

Problemstellung und Ziel der Arbeit : Trotz ihrer hohen Relevanz, befindet sich die 

Forschung im Kontext E-Government, verglichen zu der weit entwickelten Forschung zu E-

Commerce, noch in ihrem Anfangsstadium. Es besteht ein dringender Bedarf an 

Forschungsarbeit, die die charakteristische Art und Komplexität dieser Disziplin differenziert 

behandelt und dabei Aspekte wie die digitale Spaltung, Governance in der öffentlichen 

Verwaltung und Bedürfnisse der Bürger zentral in Theorie und Praxis berücksichtigt. Speziell 

die anhaltenden Bedenken von Bürgern gegenüber G2C-Dienstleistungen weisen auf die 

Notwendigkeit einer spezifischen Forschung hin, die ein umfassendes Verständnis über die 

Einflussfaktoren ihrer Akzeptanz schafft. Da sich gezeigt hat, dass kulturelle Wertesysteme das 

Akzeptanzverhalten der Bürger beeinflussen, ist eine Betrachtung aus länderspezifischer 

Perspektive erforderlich. Dies erlangt zusätzliche Bedeutung dadurch, dass bisherige 

wissenschaftliche Forschungsbeiträge innerhalb dieser Disziplin größtenteils in den USA 

durchgeführt wurden, die sich hinsichtlich kultureller Charakteristika von Europa 

unterscheiden. Ziel dieser Dissertation ist es, Determinanten der E-Government Akzeptanz zu 

identifizieren und ein detailliertes Verständnis über diese zu schaffen. Dafür werden innerhalb 

dieser Arbeit die beiden Länder Schweden und Deutschland betrachtet. 

Forschungsdesign und Methodik: Die Arbeit verfolgt einen deskriptiven und kausalen 

Forschungsansatz. Ihr vorausgehend wurde eine repräsentative deskriptive Studie durchgeführt 

in Deutschland, die die Determinanten, Hindernisse und Sorgen von Bürgern bezüglich E-

Government Dienstleistungen untersuchen. Auf Basis daraus gewonnener Erkenntnisse wurde 

das passende Forschungsmodell für den Kontext dieser Analyse gewählt, welches zwei 

Faktoren des Vertrauens sowie die Risikowahrnehmung von B¿rgern in Rogersô Diffusions-

theorie integriert. Die Korrektheit des Modells wurde mittels des kovarianzbasierten 

Strukturgleichungsmodell-Verfahrens (SEM) validiert. Durch multiple Gruppenvergleiche 

wurde das Modell neben der Analyse von nationalen Unterschieden auf Differenzen zwischen 

demographischen Gruppen sowie zwischen Nutzern und Nichtnutzern von Online-

Steuererklärungen getestet. Mithilfe zwei weiterer repräsentativer Untersuchungen wurden, 

anschließend zu der konfirmatorischen Forschung, Änderungen im Akzeptanzverhalten der 

Bürger über einen zeitlichen Verlauf beobachtet. 

Ergebnisse: Aus den Studien können als dominierende Determinanten der E-Government 

Akzeptanz die Aspekte Datenschutz, Datensicherheit und Zuverlässigkeit der Systeme 

identifiziert werden. Gemäß a priori theoretischer Erwartungen wurde beobachtet, dass 

deutsche Befragte größere Bedenken als schwedische Befragte aufweisen, was den höheren 

Index der Unsicherheitsvermeidung Deutschlands bestätigt. Ebenso zeigen die Studien einen 

klaren Unterschied der Determinanten individueller Akzeptanz gegenüber Einführung einer 

Online-Steuererklärung zwischen deutschen und schwedischen Befragten auf.  

Forschungsbeitrag: In Bezug auf die Kritik an der deutschsprachigen IS Forschung für ihren 

starken Fokus auf hohe Praxisrelevanz bei vergleichsweise geringer wissenschaftlicher 

Qualität, bietet diese Dissertation auf vielfältige Weise wertvolle Beiträge zu der 

wissenschaftlichen E-Government Forschung. Dies basiert primär auf ihrer methodologischen 

und empirischen Qualität in der E-Government Akzeptanz- und Vertrauensforschung aus 

kulturübergreifender Perspektive. Ein wichtiger Beitrag wird durch die umfassenden 

empirischen Studien gegeben, die das Akzeptanzverhalten der Bürger in Schweden und 
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Deutschland repräsentativ aufzeigen und anhand der Merkmale Geschlecht, Alter und formaler 

Bildung gewichten. Ergänzend zeichnet sich diese Forschungsarbeit durch Verwendung von 

SEM-validierten Gruppenvergleichen aus. Obwohl es sich dabei um eine zuverlässige Methode 

für kulturübergreifende Analysen handelt, wurde diese bisher in nur wenigen Artikeln der IS 

Fachzeitschriften angewandt. Darüber hinaus wurde in dieser Dissertation eine theoriebasierte, 

empirische Analyse durchgeführt, die die Determinanten der E-Government Akzeptanz 

deutscher Bürger anhand einer repräsentativen Stichprobe untersucht. Da die bisherige 

Forschung in diesem Bereich hauptsächlich auf in den USA durchgeführten Studien basiert, 

ergibt sich somit ein besonderer Beitrag dieser Arbeit durch die Schaffung eines umfassenden 

Verständnisses über das Akzeptanzverhalten der Bürger zweier europäischer Staaten. 

Praxisbeitrag: Diese Dissertation bietet wertwolle Erkenntnisse für die Praxis und zeigt ein 

differenziertes Bild über das Akzeptanzverhalten von Bürgern gegenüber E-Government 

Dienstleistungen auf. Ebenso verdeutlicht die umfassende Analyse, dass Unterschiede in der 

Akzeptanz von G2C-Dienstleistungen aufgrund kultureller Unterschiede auch zwischen 

Bürgern vergleichbar entwickelter Länder auftreten. Diese Erkenntnisse bieten der Deutschen 

Bundesregierung Empfehlungen an, zur Unterstützung ihrer Zielerreichung, der bundesweiten 

Nutzung von E-Government Dienstleistungen. Zusätzlich wird ein detaillierter Aufschluss über 

Unterschiede bei Faktoren der G2C Akzeptanz verschiedener demographischer Gruppen sowie 

zwischen Nutzern und Nichtnutzern von Online-Steuererklärungen gegeben, die von deutschen 

und schwedischen Behörden sorgfältig berücksichtigt werden sollten. 

Limitationen und zukünftige Forschung: In zukünftigen Forschungsarbeiten sollten drei 

Herausforderungen dieser Studie behandelt werden. Dazu zählt insbesondere die Verwendung 

eines Kulturdimensionsschemata als kulturelles Rahmenmodell, da die darin aufgestellte 

Annahme kultureller Homogenität innerhalb eines Landes nicht notwendigerweise den 

tatsächlichen Bedingungen entspricht. Zusätzlich wurden aufgrund der gewählten 

Datenerhebungsmethode ausschließlich Haushalte mit PC und Internetzugang betrachtet. 

Darüber hinaus besteht die Möglichkeit, dass die Kultur bei ähnlich entwickelten Staaten nicht 

als einziger Faktor für Unterschiede im Akzeptanzverhalten angenommen werden kann. So 

können zwischen Schweden und Deutschland, trotz vergleichbarem wirtschaftlichen 

Wohlstand und fortschrittlicher Telekommunikations-infrastrukturen, weitere Gründe für diese 

Unterschiede bestehen. 

  



 v 

Abstract 

Problem Situation and Motivation: In contrast to the vast amount of literature into e-

commerce, research on e-government is still in its infancy. There is a crucial need for e-

government specific research that addresses the distinctive nature and unique complexities 

surrounding it. In particular, citizensô needs have to be taken into account in e-government 

practice. In contrast to frequent use of social media, e-commerce and online banking, the lack 

of interest towards e-government services on the demand side has resulted in more specific 

research to increase understanding of adoption factors within the last decade. Furthermore, 

espoused cultural values are shown to influence the adoption behavior of nations therefore the 

adoption of e-government needs to be examined from the perspective of national culture. Yet, 

most of the prior research in this context was conducted in the U.S., which is distinct from 

Europe with regards to cultural characteristics. 

Purpose: The objective of this thesis is to investigate and understand the determinants of G2C 

e-government adoption in a cross-cultural context. Since prior research has not examined e-

government adoption behavior of the German nation by testing a theoretical model with a 

representative sample, the primary objective of this thesis is to shed light on the citizensô 

perspective in Germany by examining the salient determinants of adoption. Being at a similar 

stage of economic growth and having similar technological infrastructures, Sweden, which 

enjoys leadership rankings in G2C e-government benchmarks, was selected as a culturally 

distinct European nation for comparison with Germany. 

Methodology: This work combines descriptive and explanatory research in order to provide a 

comprehensive understanding of G2C e-government adoption. Preceding the confirmatory 

research, a descriptive study was conducted in Germany utilizing a nationwide representative 

sample to investigate the determinants, barriers and concerns influencing citizens with regard 

to e-government services. Insights gained from this descriptive study enabled the selection of 

the appropriate model for the research context and the nations of analysis. This research 

instrument, which integrates trust and risk perceptions into the Rogersô Diffusion of Innovations 

Theory, was validated using covariance based structural equation modelling (SEM). Besides 

examining national differences by conducting multi-group comparisons, the research model 

was also tested to reveal differences between demographical groups as well as between online 

tax filing users and non-users. The confirmatory research was followed by two descriptive 

studies, which enabled the observation of possible changes in the adoption behaviors of citizens 

over time. 

Findings: The four consecutive descriptive studies showed that the factors and barriers related 

to security, data protection, and reliability play an important role in decision making of citizens. 

In accordance with the a priori theoretical expectations, the German respondents were observed 

to have greater concerns than the Swedish respondents confirming the relatively higher 

uncertainty avoidance index of the German nation. Compatibility, perceived risk, relative 

advantage, complexity and subjective norm were found as antecedents of the adoption of online 

tax filing in Germany, which should be considered by the Federal Government in the future. 

The findings also indicated that citizens expect to see clear benefits from G2C e-government 

over traditional methods of interaction with public authorities. Factors related to usability and 

technical support were found to be important in Germany, but considered less important in 
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Sweden. The multi-group moderation analysis in SEM showed that demographical groups 

differed in terms of the determinants of G2C e-government adoption.  

Theoretical Contributions:  This dissertation makes contributions to the G2C e-government 

literature, trust research and cross-cultural research at several levels. Considering that the 

German speaking IS community was criticized for focusing heavily on high relevance and 

having poor rigor by IS scholars, this dissertation provides an important contribution to G2C e-

government literature. Although multi-group SEM is recognized as a reliable method for cross-

national research, a few papers in this area were published in major IS journals, which is a 

distinguishing aspect of this thesis in terms of its rigor. Furthermore, this thesis aims to offer 

an important empirical contribution as well, by employing representative samples in four 

comprehensive empirical studies conducted in two European countries, weighted by central 

features of gender, age and formal education.  

The theoretical contribution of this work should also be emphasized considering the lack of 

studies on theory testing in G2C e-government literature. It is the first theory-based study which 

investigates salient determinants of G2C e-government adoption by the German citizens. 

Furthermore, this thesis recognizes the multidimensional nature of trust and addresses the role 

of trust in G2C e-government context, which remains relatively under-researched. Finally, since 

most of the IS adoption and trust literature is based on studies conducted in the U.S., this thesis 

contributes to e-government literature and cross-cultural research by a comprehensive analysis 

comparing adoption behaviors of two developed European nations. 

Practical Implications: This dissertation provides valuable insights into the citizen 

perspectives on e-government adoption, which has not received much research to date. The 

comprehensive analysis indicated that citizens of Germany and Sweden have different 

perceptions regarding adoption of G2C e-government services. The outcome of this research 

facilitates a broader understanding of G2C e-government adoption in the German nation, which 

should support the Federal Government in reaching its goal of widespread adoption of e-

government services. A further contribution to practice is the identification of factors, barriers 

and concerns of different user groups distinguished by gender, age and formal education which 

sheds light into to the differences of demographic groups in E-Government. 

Limitations:  Three limitations of this study should be addressed in future research. This study 

utilizes Hofstedeôs cultural dimensions as the cultural framework which is premised on the 

assumption of cultural homogeneity within a given country and this may not hold. Second, only 

households having a PC and those with Internet access were considered in this research due to 

the selected data collection method. Third, although Sweden and Germany are both highly 

developed countries with advanced telecommunications infrastructure and economic welfare, 

culture may not be the only reason for the differences between the nations.   
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1 Introduction  

1.1 Problem Statement and Motivation for this Research  

Information systems are implemented for the purpose of improving the effectiveness and 

efficiency of organizations (Hevner et al. 2004). With the rise of the New Public Management 

(NPM) concept from the 1980s onwards, a series of reforms intended to improve the 

performance of public organizations began. The use of ICT and its application by the 

government to provide the public with information and services is known as e-government1 

(UN Public Administration Programme 2014) and has become a key facilitator for 

modernization in public administrations within the last two decades (Becker et al. 2008).  

When evaluating the feasibility of e-government systems, it is important to view the issue from 

multiple perspectives (Wolf/Krcmar 2005). E-government systems promise vast time and cost 

savings within an organization and society (Dwivedi et al. 2011). However, it should be noted 

that the drivers of e-government initiatives are mainly political rather than economic (Scholl 

2005). Government leaders place great emphasis on e-government because they are aware that 

citizens assess their success in terms of their initiatives and the benefits they create for society. 

E-government can also be effectively used to increase citizen participation in political 

processes, to improve governmentôs image and to facilitate democratic elements such as online 

voting. The Digital Agenda for Europe (European Commission 2016a), which is part of the 

Europe 2020 initiative, underscores the need for greater transparency and enhanced trust 

between citizens and governments.  

Besides the benefits for the government, e-government services promise to be valuable for the 

public. Citizens are obligated to contact public authorities for various reasons during their 

lifetime, i.e. applying for birth certificates, submitting tax declarations, and registering vehicles. 

Access to public services digitally around the clock, saving travel time and costs and 

eliminating the need for waiting in long queues at public authorities are discussed among other 

important drivers for citizens to change their established way of communicating with public 

authorities (Weerakkody et al. 2009a).  

Prior literature on barriers to e-government adoption2 indicates that citizens are worried about 

contacting their governments online rather than using traditional methods of communication. 

Concerns about inadequate security and privacy safeguards in electronic environments and 

distrust in government can be major impediments to the take-up of e-government services 

(Colesca 2009b). Citizens are worried about online disclosure due to the uncertainties and risks 

regarding privacy of the transferred data, vulnerability to online fraud or identity theft. Various 

surveillance scandals further intensify the concerns of potential users (Jäger 2016). While 

privacy is highly desired, absolute privacy for online contexts is mostly unattainable. Since the 

behavior of the trustee cannot be monitored or guaranteed in online contexts (Gefen et al. 2003), 

                                                 
1 E-government services are commonly distinguished in different categories according to their main target groups. 

The most common interactions include the ones between government and citizens (G2C) and government and 

business enterprises (G2B). This thesis examines determinants of e-government adoption by citizens therefore the 

term e-government is used to refer to e-government in the G2C context. 

 
2 In prior IS/IT literature and hence in this thesis, the terms ódiffusionô, óacceptanceô and óadoptionô are used 

interchangeably to refer to user acceptance of information systems and technology, in particular G2C e-

government services. The analysis of Dwivedi et al. (2008a) reveals that adoption is the most frequently used term 

among them, which will also be preferred in this work. 
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individuals make decisions in exchange for outcomes that are perceived to be worth of the risk 

of personal information being disclosed (Krasnova et al. 2011).  

Trust has received a considerable amount of attention in IS literature as an effective instrument 

to deal with risk perceptions in computer-mediated transactions (Pavlou 2003; United Nations 

2012). The Privacy Calculus Theory states that the cumulative influence of trust and expected 

benefits can outweigh the perceived risk of disclosing personal information (Dinev/Hart 2006). 

The direct relationship between the level of trust and willingness to use online technologies has 

been confirmed in various contexts (Jarvenpaa et al. 2000; Gefen 2000; McKnight et al. 2002; 

Lee/Turban 2001). Due to its importance, trust has been recognized as an essential precondition 

for the adoption of online technologies (Beldad et al. 2010). The European Commission (2016a) 

has also recognized trust and security, as one of the main goals of Digital Agenda for Europe. 

Venkatesh et al. (2016) proposed quite recently transparency and trust as two key means of 

reducing citizensô uncertainty in e-government services drawing from the Uncertainty 

Reduction Theory (Berger/Calabrese 1975). 

Compared to mature e-commerce literature, e-government literature is still not considered 

mature. While previous research considered e-government being in its infancy phase 

(Carter/Campbell 2011), according to more recent research it has progressed past infancy, yet 

still far from being considered mature (Scholl 2015). The ñpoor stateò of e-government research 

is noticeable in terms of lack of rigor in the collection and analysis of data as well as lack of 

clarity about methodologies and research frameworks (Heeks/Bailur 2007, 261). Being 

concerned about its ability to address the future challenges of e-government in practice, scholars 

have explicitly called for ñdeeper e-government researchò (Grönlund 2010b, 23). A review of 

prior literature reveals mostly exploratory and descriptive studies, which may be useful in 

practical terms but do not result in significant contributions to the aforementioned literature as 

they ñdo not tell us what is happening inside the black box of e-governmentò (Yildiz 2007, 

660). While exploratory and descriptive studies are suitable for the initial phases of academic 

research (Bhattacherjee 2012, 6), they should be followed by more structured causal research 

and theory testing (Grönlund/Andersson 2006) for the explanation of the motives underlying 

intentions of behaviors (Singleton/Straits 2010; Neumann 2006, 35).   

As an emerging field of research, our knowledge about the citizen perceptive in e-government 

remains limited. Since the priorities in implementing e-government were mostly on the supply 

side for many years, the demand side of e-government has received much less attention. 

According to Aichholzer (2005), ñthis neglect could no longer be held up when more and more 

signals of deficits in service take up and usage began to show up throughout the Europeò (p. 

93). The success of government services depends largely on how well the citizens make use of 

them (Kumar et al. 2007). Several recent studies show that successful acceptance of public 

services by citizens continues to be way below their potential (United Nations 2014; European 

Commission 2015c; Krcmar et al. 2015; Accenture 2014). Systematic empirical studies 

examining expectations, needs and concerns of citizens regarding G2C e-government services 

ï preferably utilizing representative samples in order to enable generalizations to the whole 

population ï are urgently needed. Understanding which determinants are considered crucial by 

which demographical group would enable the development of precise strategies in order to 

reach specific user groups. 

Particularly noticeable within various e-government benchmark studies are the dramatic 

differences in adoption rates between nations. In addition to the telecommunications 

infrastructure and national e-government strategy, economic differences influence ICT 
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accessibility substantially, which is usually discussed under the topic of the digital divide. Yet, 

when economic, political and physical factors have been considered, any remaining difference 

in adoption rates is likely to be attributed to differences in national culture (Erumban/De Jong 

2006). Culture is a less tangible but a very important cause of difference among nations. Indeed, 

prior literature has already recognized the significant role of espoused cultural values in 

accounting for the technology adoption behaviors of individuals (Srite/Karahanna 2006; Carter 

et al. 2016; Cyr 2013).   

Scholars in IS technology adoption have already called for caution regarding the 

transportability of technology adoption models between different national cultures without 

empirical verification (Bagozzi et al. 2000; Benbasat et al. 2008). As noted by Benbasat, Gefen 

and Pavlou (2008), this becomes especially critical ñin the context of trust which is at the heart 

of cultureò (p. 6). Being closely related to culture, trust needs to be examined from the 

perspective of national culture (Jarvenpaa et al. 2000; Gefen/Heart 2006; Doney et al. 1998; 

Fukuyama 1995; Hofstede 1980; Pavlou/Chai 2002). Cultures reveal important aspects about 

risk perceptions, privacy concerns and beliefs in a nation, which play an important role in 

citizensô intentions to adopt e-government services. Yet, almost all trust literature is based on 

studies carried out in the U.S. (Gefen/Heart 2006), which is distinguished by its exceptionally 

high level of individualism (Hofstede 1980).  

There are many dimensions in which national cultures differ. Although a variety of cultural 

frameworks have been suggested to guide national level of cultural research and analysis, the 

framework suggested by Hofstede (1980) has become a cornerstone in cross-cultural research. 

One of the most distinguishing cultural factors for adoption of online technologies is the 

uncertainty avoidance index dimension (UAI) which shows the risk propensity within a nation. 

Risk is an essential concept in understanding adoption of online technologies, especially the 

ones involving transfer of sensitive personal data, as in the case of e-government. The UAI 

dimension is found to be the most influential national cultural value affecting the adoption of 

IS (Straub et al. 1997; Sundqvist et al. 2005; de Luque/Javidan 2004). 

While most e-government initiatives remain far below their expected potential, some countries 

adopt e-government faster than others (Akkaya et al. 2012a; United Nations 2014; Cap Gemini 

2015). Well-developed countries such as Sweden, Netherlands and Republic of Korea enjoy 

top rankings in global benchmarks. Despite its advanced telecommunications infrastructure, 

Germany has never reached top rankings in e-government (United Nations 2014). The adoption 

rate of e-government continues to be low especially in the household context (Krcmar et al. 

2015; Krcmar et al. 2014; Krcmar et al. 2013). How German citizens decide to use or not to use 

online public services offered by their government remains far from being understood. Neither 

the comprehensive literature analysis conducted in this work, nor other reviews of the G2C e-

government literature, revealed any empirical study which investigates the salient determinants 

of G2C e-government adoption by citizens on a theoretical basis.   

A review of the literature indicates that the German nation is widely considered to be risk-

averse (The Lauder Institute 2009; Hofstede et al. 1991; Brodbeck et al. 2002; House et al. 

2004). Data protection and privacy is a matter of the utmost importance within the German 

nation. Not surprisingly, Germany has one of the strictest data protection laws within the world 

(Akkaya et al. 2012a). On the other hand, German citizens are not skeptical of online 

technologies. A recent survey investigated online usage behavior of the German citizens 

between 30 and 49 years old (Initiative D21 2015). Accordingly, 95 of them search content 

online, 64 percent of them participate in social networks such as Facebook and WhatsApp, and 
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71 of them shop online (Initiative D21 2015). Although more than 80 percent of the online users 

are concerned about data protection and security issues, they do not hesitate to continue using 

e-commerce, Facebook and online banking (Initiative D21 2013).  

However, the fact that the German nation is willing to adopt other online technologies but 

refrain from using G2C e-government services may be caused by specific concerns citizens 

have with government. The perceptions of citizens regarding low trustworthiness of the Federal 

Government may be a possible reason hindering nationwide adoption of e-government services.  

It is known that the greatest barrier to e-government is the unwillingness to share personal 

information with the government (Accenture 2012). The storage of highly sensitive personal 

information by the government was the main reason for the delays and failures of various 

nationwide initiatives ranging from the Electronic Health Insurance Card Project (eGK) 

(German: Elektronische Gesundheitskarte)(Bölsche 2008) to the Electronic Wage Verification 

System Project (ELENA) (German: Elektronisches Engeltnachweis) (Oppong 2009). The term 

ñtransparent citizenò, which implies a complete fluoroscopy (X-Ray screening) of a citizen in 

terms of his or her personal data and tracking of online activities, has become the metaphor for 

data misuse and violation of privacy by government (Akkaya et al. 2012a). In addition to 

increased sensitivity due to past experiences of surveillance in the German national history; 

frequent data scandals and discussions3 in the media intensify the sensitivity of citizens (reuters 

2013; Poitras et al. 2013; theguardian 2013).  

Although the crucial need to foster citizen trust towards online public services has been set as 

ñone of the highest priorities for government in Germanyò (PUBLICUS 2010), research in this 

context is extremely scarce. This is a quite noteworthy issue which deserves a closer empirical 

examination. I argue that understanding G2C e-government services adoption in Germany 

requires a multi-faceted perspective including examining trust beliefs of the public, their risk 

perceptions as well as their specific concerns related to sharing personal data with the 

government, in addition to the universally accepted technology adoption constructs.  

1.2 Research Objectives and Research Questions 

Drawing on existent literature on technology adoption, trust and espoused cultural values, this 

thesis empirically investigates the salient factors affecting decision making by citizens about 

using G2C e-government services. Germany will be analyzed in detail due to the research gap 

underlined in the previous section. Since it has been widely accepted that espoused cultural 

values influence decision mechanisms of citizens regarding adoption of online technologies 

(Srite/Karahanna 2006), the survey will also be conducted in Sweden. In order to achieve high 

external validity, samples will be selected to be representative of their populations, weighted 

by central features of gender, age and formal education.  

From a methodological point of view, this research pursues quantitative research methods. By 

combining descriptive research with explanatory research, a thorough understanding of G2C 

e-government adoption is intended. A confirmatory research approach is selected in order to 

test the research model derived from prior literature. User perceptions and intentions can change 

over time (Lee et al. 2003b), which is why a multiple-snapshot cross-sectional design is most 

appropriate, to enable the monitoring of changes in population over time. 

                                                 
3 ñBig Brother is watching youò(Orwell 2009). 
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Three main research questions guide this thesis. The first research question (RQ1) aims to 

provide a theoretical framework consisting of various concepts, existing theories and previous 

research, which relates this work to the broader fields of IS: 

 

1. What are the theoretical foundations of technology adoption research, and the impact 

of trust and espoused cultural values, in terms of existing frameworks, theories, 

models and concepts? 

 

This research question will be broken down into the following specific sub-questions: 

 

1.1. What are the theoretical foundations of technology adoption research? 

1.2. What are the theoretical foundations of trust research? 

1.3. What are the theoretical foundations of research into espoused cultural values? 

 

Although literature on technology adoption in the context of G2C e-government context is 

relatively sparse, the theoretical framework of this work combines different research streams 

ranging from technology adoption to espoused cultural values in IS. Trust is another key 

concept of this research, which is related to privacy and security concerns of the potential users. 

By describing the broader context of related frameworks, theories, model and concepts that 

underpin this thesis, RQ1 provides a strong basis for the development of the questionnaire, 

selection of the research model and definition of the research hypotheses. The first research 

question will be addressed using a comprehensive literature review. 

The second research question (RQ2) aims to gain initial insights by identif ying the key variables 

influencing decision making by citizens about adoption of G2C e-government services in 

Germany and Sweden. Besides factors influencing their adoption decisions, barriers hindering 

their adoption as well as concerns related to data protection and privacy are questioned:  

  

2. Which factors influence German and Swedish citizensô decision to use G2C e-

government services and which barriers and data protection specific concerns hinder 

them from using these services? 

 

This research question will be broken down into the following specific sub-questions: 

 

2.1. Which factors influence citizensô decision to use G2C e-government services in 

Germany and which barriers hinder them from using these services? What are their 

specific concerns regarding data protection and privacy? 

2.2. Which factors influence citizensô decision to use G2C e-government services in 

Sweden and which barriers hinder them from using these services? What are their 

specific concerns regarding data protection and privacy? 
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2.3. In what aspects do the factors, barriers and concerns regarding G2C e-government 

services usage differ between citizens of Sweden and Germany? 

2.4. How did factors, barriers and concerns regarding G2C e-government services adoption 

change from 2010 to 2013 in Germany? 

2.5. How did factors, barriers and concerns regarding G2C e-government services adoption 

change from 2011 to 2013 in Sweden? 

 

Four descriptive studies will be conducted to answer RQ2. In order to achieve 

generalizability of the results to the entire populations in question, nationwide 

representative samples will be employed. The conceptual framework provided in Chapter 3 

and the broad literature review given in Chapter 4 will be used in the questionnaire 

development. The results of the first two descriptive studies will be analyzed in detail. 

Besides analyzing factors, barriers and concerns for each nation individually, the results 

will also be compared to enable the identification of between-country differences and 

possible changes over time. Such an analysis will deliver a validated set of variables which 

will provide guidance on the selection of the research model. The derived research model 

will be used in the theory-based confirmatory analysis of the next research question. Such 

an analysis is compulsory considering the lack of research on G2C e-government adoption 

behavior of the German citizens. This approach follows the suggestion of De Vaus (2001), 

who argues that the researcher must have a clear understanding about the facts and 

dimensions of the phenomenon, before asking causal questions. The second research 

question will be addressed using survey research and multiple-snapshot cross-sectional 

analysis. 

The third research question (RQ3) aims to analyze salient determinants of G2C e-

government adoption based on the theoretical framework provided in RQ1 and the set of 

variables identified in RQ2. Besides a detailed examination of determinants using the 

specific example of online tax filing4, the research question will attempt to distinguish 

between determinants based on various demographics and previous context specific 

experience: 

 

3. What are the salient determinants of G2C e-government services adoption and how 

do gender, age, formal education and previous experience in online tax filing moderate 

the relationships among the proposed model constructs? 

 

This research question will be broken down into the following specific sub-questions: 

 

3.1. How does an integrated research model that identifies the impact of technology 

adoption constructs, trust and risk perceptions on citizensô intention to use G2C e-

government services look like? 

                                                 
4 Online tax filing is the most used e-government service in the EU28 (eurostat 2013b), which was selected as the 

specific G2C e-government service example in this thesis. 
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3.2. What are the salient determinants of G2C e-government services adoption in Germany? 

3.3. What are the salient determinants of G2C e-government services adoption in Sweden? 

3.4. How do these factors differ between online tax filing users and non-users, gender 

groups, age groups and formal education groups?  

3.5. Do Swedish citizens perceive higher risk and exhibit lower trust than German citizens? 

 

After developing the research model and hypotheses based on the findings of the previous 

research questions, the research instrument guiding the explanatory study will be designed. As 

the main research objective in confirmatory research is theory testing and confirmation (Gefen 

et al. 2011), the data analysis will be conducted using Covariance based Structural Equation 

Modeling (SEM). Data analysis follows the two-step methodology (Anderson/Gerbing 1988) 

where the measurement model is evaluated separately from the structural equation model. 

Finally, the different determinants of gender, age, formal education, user vs. non-user groups 

will be assessed by using moderators in multi-group SEM. 

1.3 Outline and Structure of the Thesis 

The contents of this thesis are presented in eight chapters. The structure of this thesis is 

illustrated in  

Figure 1.1 below, which does not strictly represent an overview of the sections under each 

chapter of the dissertation. Rather, fundamental concepts under each chapter are presented. 

While Chapters 2 to 4 focus on conceptual and theoretical foundations underlying this research, 

Chapters 5 to 7 provide empirical insights5 into various aspects of G2C e-government services 

adoption in a cross-cultural context. The studies conducted in 2010 and 2011 are analyzed in 

detail in Chapter 5 and Chapter 6 respectively, while Chapter 7 presents a comparison of four 

descriptive studies conducted between 2010 and 2013. 

Chapter 2 outlines the philosophical perspectives and research design in social research. It 

introduces contrasting approaches to research epistemology and ontology. Different research 

methods, purposes and time dimensions in research are discussed. After providing an overview 

of research strategy and research design within the IS, the chapter concludes with the 

philosophical perspectives and research design of this work.  

Chapter 3 focuses on the conceptualization and classification of e-government services. After 

summarizing the characteristics of e-government services, they are contrasted with e-commerce 

services. Then, various stage models for categorizing and evaluating the progress of public 

service development are presented and compared. Various e-government studies and surveys 

which are commonly used as benchmarking tools to assess e-government development 

worldwide are discussed. The concept of Government 2.0, supported by Web 2.0 technology 

enablers, and principles of open government are presented. The chapter also analyzes barriers 

to e-government, which may hinder adoption of these services by citizens. A comparison of 

                                                 
5 The E-Government Monitor Project (http://www.egovernment-monitor.de) forms the empirical basis of this 

thesis. 

http://www.egovernment-monitor.de/
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G2C e-government development in Germany and Sweden concludes the chapter, which lays 

out the basis of empirical analysis in the following chapters and research questions. 

Chapter 4 is dedicated to the theoretical foundations of technology adoption research. 

Following the conceptual definitions, the extant literature on technology adoption theories, 

models and constructs as well as the theoretical foundations of trust and espoused cultural 

values is reviewed. This chapter aims to answer RQ1 in detail. Prior research in technology 

adoption, trust and espoused cultural values in G2C e-government services context are 

discussed in order to elaborate on the shortcomings of current research, which concludes the 

chapter.  

Chapter 5 aims to answer RQ2 based on the analysis of descriptive studies in 2010 and 2011. 

In particular, factors influencing citizensô decision to use G2C e-government services as well 

as barriers and concerns which hinder them from using these services will be examined. Besides 

analyzing Germany and Sweden separately, the empirical results will be compared between the 

countries and between the years6. 

Chapter 6 is dedicated to identifying the determinants of G2C e-government adoption based 

on a theoretical model, which aims to answer RQ3. The analysis of the empirical data will be 

conducted by using Covariance based Structural Equation Modeling technique and multi-group 

analysis. The integration of moderators enables prediction of determinants based on age, 

gender, and formal education groups separately. Furthermore, determinants for online tax users 

and non-users will be compared. 

Chapter 7 presents a comparison of all E-Government Monitor studies that were conducted 

between 2010 and 2013 in terms of the factors, barriers and concerns discussed in RQ2. 

Although the results of the studies conducted in 2010 and 2011 were elaborated upon in Chapter 

5 and Chapter 6 in detail, this chapter aims to provide a more recent overview of the 

phenomenon from the descriptive perspective. A comparison of all studies enables the 

observation of stability or change in these aspects over time. The results for Germany and 

Sweden are analyzed separately, in order to present a clear picture of G2C e-government 

adoption in both countries over a specific time period.  

Chapter 8 concludes this thesis by interpreting the empirical findings of this thesis, which are 

presented in Chapters 5 to 7. After discussing the theoretical and practical implications of this 

research, it concludes by outlining research limitations and suggestions for future directions of 

research.    

 

 

 

 

  

                                                 
6 The survey was conducted in 2010 only in Germany and in 2011 in Germany and in Sweden. Therefore, in 

Chapter 5, descriptive results over the two years can only be compared for Germany. A comparison of descriptive 

results in Sweden between the years of 2011 and 2013 will be presented in Chapter 7. 
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Figure 1.1. Structure of Thesis 

Source: Own Illustration 
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2 Philosophical Perspectives and Research Design  

This chapter summarizes the epistemological basis and ontological orientation of the research 

which follows and presents the scientific research methods, applied research strategy and time 

scales used.  

According to Hevner (2004), two paradigms characterize research in IS that are being 

complementary but distinct (Hevner/Chatterjee 2010, 270). Design Science is a relative young 

discipline that seeks to create innovations. It has roots in engineering disciplines. Outputs 

produced by design science include representational constructs, methods, models and 

instantiations. Behavioral Science attempts to develop and verify theories which predict or 

explain human or organizational behavior (Hevner et al. 2004). Having roots in natural science 

research methods, Behavioral Science has a longer history.  

Results provided by behavioral research inform practitioners about interactions among people, 

technology, and organizations. Information systems are designed to improve the efficiency and 

effectiveness of organizations. To achieve this goal, these interactions must be managed 

successfully (Hevner et al. 2004). Design science and behavioral science are two 

complementary but distinctive paradigms (March/Smith 1995). The underlying research 

paradigm of this thesis is behavioral science. Hence, research strategies and research designs 

discussed in this chapter cover mainly the behavioral science context, i.e. social science 

research. 

2.1 Research Epistemology and Research Ontology  

Research epistemology deals with the question of ñwhat is (or should be) regarded as 

acceptableò and valid knowledge in a discipline (Bryman 2012, 27). According to Burrell and 

Morgan (1979), the epistemological and ontological assumptions form the philosophical basis 

of the research process. Epistemology deals with our assumptions about knowledge and how to 

obtain it (Hirschheim 1992). Ontology refers to our assumptions about the nature of being and 

existence; for example whether the world consists mostly of social order or constant change 

(Bhattacherjee 2012, 18). This foundation has an impact on every aspect of the research process, 

including choice of research topic, applied methodology, and research design. 

2.1.1 Research Epistemology 

Every research project is based on critical assumptions about the validity of research and the 

appropriate research methods (Myers 1997).  

Various definitions of the epistemological paradigms have been proposed. Guba and Lincoln 

(1994) initially defined four underlying paradigms of research: positivism, post-positivism, 

critical theory, and constructivism although a decade later they acknowledged flaws in this 

classification system (2005). Orlikowski and Baroudi (1991), following Chua (1986), suggest 

three approaches: positivist, interpretive, and critical epistemology.  

This thesis follows Orlikowski and Baroudiôs three-fold classification of the paradigms within 

research epistemology, which has been widely recognized in IS literature (Klein/Myers 1999). 
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An interpretive approach is mostly associated with hermeneutics, ethnography, phenomenology 

and case studies (Lee 1991). The positivist approach, on the other hand, involves procedures 

such as inferential statistics, hypothesis testing, mathematical analysis, experimental and quasi-

experimental design (Lee 1991). The doctrine of positivism is the oldest and perhaps most 

widely used approach to the study of society (Evans/King 2006, 136). Interpretive research is 

not new but holds a strong minority position. Over the last few decades, interpretive approaches 

have been drawing greater attention in social science (Walsham 1995). Critical social research 

is less commonly seen in academic journals (Neumann 2006, 81). 

It is important to note that there are no clear cut distinctions among different research 

epistemologies. Within IS research, there is debate about the potential of combining positivistic 

and interpretive research (Lee 1991). Clearly, both positivist and interpretive approaches have 

significant value (Weber 2004). Although a detailed analysis and examination of different 

epistemological approaches goes beyond the focus of this thesis, a broad overview of the 

classification of Orlikowski and Baroudi should be given.  

2.1.1.1 Positivist Epistemology (Positivism) 

Positivism puts into practice a view of science that has its origins within the philosophy of 

science known as ñlogical positivismò or ñlogical empiricismò (Lee 1991). It was initially 

developed by the French philosopher Auguste Comte (1798-1857) and remained the prevailing 

scientific paradigm in social research until the 1990s.  

As researchers shifted away from less precise techniques towards rigorous techniques of natural 

sciences, positivism became dominant in the US (Neumann 2006, 87). A major tenet of 

positivism is that the methods of science are the only legitimate methods for social science 

research (Lee 1991). The ultimate purpose of any type of research is scientific explanation. 

Therefore, methods of natural science should be used to identify and measure social structures. 

Positivism is based on the underlying assumption that physical and social reality is independent 

of those who observe it. Objective reality exists beyond the human mind. The goal of the 

researcher should be discovering the objective physical and social reality without intervening 

in the phenomenon of interest (Orlikowski/Baroudi 1991). Positivism combines deductive logic 

with precise empirical observations (Neumann 2006). Researchers are concerned with the 

hypothetic-deductive testability of theories (Chen/Hirschheim 2004). The researcher links the 

abstract ideas to precise measurements of the social world. It is important for the researcher to 

remain natural and the data collected by the researcher is assumed to be objective. Researchers 

seek rigorous and exact measures by carefully analyzing the results. It is commonly used in 

market research, policy analysis, and sociology.  

Since hypotheses are the core of positivism, the term requires definition; and according to 

Atteslander (2003, 22), a hypothesis is an attempt to explain the unexplained environment. 

Positivist researchers typically begin their research by deducing hypotheses from theory in form 

of cause-effect statements. Then data is gathered with positivist instruments, for example by 

conducting a survey, to test the factors identified by the underlying theory. Finally, statistical 

methods are used to test the theoryôs predictions.  

The epistemological belief of positivism is concerned with the empirical testability of theories 

in terms of verification or falsification (Orlikowski/Baroudi 1991). Therefore, the objective of 
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statistics is the rejection of the null hypothesis, which assumes that the data in the independent 

variables have no effect on the data in the dependent variable (Choudrie/Dwivedi 2005). 

Theoretical hypotheses are derived from theory and predict a difference in the dependent 

variable or relationship between the dependent and independent variables. Technically, all 

statistical tests test the null hypothesis first, which is rejected in favor of alternative hypothesis 

within the stated degrees of confidence intervals. Thus, the theoretical hypothesis is supported 

if the null hypothesis is rejected.  

Post-positivism is a recent evolution of positivism. The strictly empirical nature of positivist 

philosophy led to the development of a ñmilder form of positivismò (Willis 2007) during the 

mid-late 20th century which is called post-positivism (Bhattacherjee 2012, 18). It is consistent 

with positivism in the assumption that an objective world exists but assumes that reasonable 

inferences about a phenomenon can be made by using a combination of logical reasoning and 

empirical observations. In post-positivism, deriving knowledge only through observation and 

measurement is understood to be too demanding (Straub et al. 2004c). Instead, post-positivism 

is based on the concept of critical realism. Critical realists believe that there is a reality exists 

which is independent of our thinking, and the objective of science is to try and understand it. 

Hence, knowledge is gathered not only by deduction, but through both deduction and induction 

(Straub et al. 2004c).  

2.1.1.2 Interpretive Epistemology (Interpretivism) 

Interpretivism (also known as anti-positivism) is the view that methods of natural science are 

inadequate for conducting social research. This school of thought argues that people and their 

institutions as well as the physical and social artefacts created by them are fundamentally 

different from the physical reality examined by natural science. Consequently, studying the 

social world requires a different research approach, reflecting the distinctiveness of the human 

social world from the subjects of natural science (Bryman 2012, 28). A specific physical artifact 

or a particular human action can have different meanings for different individuals as well as for 

the observing social scientist. Therefore, the researcher should interpret the subjective meaning 

of behaviors and empirical realities rather than being purely objective (Lee 1991).  

In the context of IS, positivist philosophy has been the dominant epistemology 

(Orlikowski/Baroudi 1991), however, the interpretive approach has gained increasing attention 

as a legitimate epistemological alternative to the more traditional positivist approach since the 

beginning of 1990s (Walsham 1995). An increasing number of interpretive papers are being 

published in the mainstream IS journals, highlighting the emergence of interpretivism in IS 

research (Johari 2009).  

2.1.1.3 Critical Epistemology (Critical Research) 

Critical research differs from positivist and interpretive epistemologies, both of which aim to 

predict or explain the status quo. Critical researchers question a priori assumptions and 

challenge the status quo (Orlikowski/Baroudi 1991).  

While some researchers argue that critical research is not a legitimate approach within the IS 

discipline (e.g., Kvasny/Richardson 2006), there is nonetheless an increased effort to focus on 
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critical perspectives in IS research (Myers/Klein 2011). Although this approach remains 

relatively underrepresented compared to positivistic and interpretivistic research 

(Orlikowski/Baroudi 1991), principles and guidelines are being published for applying this 

philosophy to actual research methodologies (Wynn/Williams 2012; Myers/Klein 2011).  

2.1.2 Research Ontology 

Ontology raises basic questions about the known reality (Guba/Lincoln 1994). There two main 

ontological paradigms, which represent the two ends of the continuum: objectivism and 

constructionism. Some authors argue that these two approaches are complementary rather than 

oppositional (Cronjé 2006).  

Objectivism asserts that social phenomena occur independent of social influence (Bryman 

2012). There is one true reality, which can be observed following the objective methods of 

science. Constructionism (also referred to as constructivism) implies that social phenomena is 

continually being created by social actors (Bryman 2012).   

Bryman (2012, 36) illustrates the difference between the two ontological orientations with the 

examples of organization and culture, which are the most common and central terms in social 

sciences. According to the objectivist ontology, an organization has rules, regulations and 

standardized procedures. People are required to do their assignments. Individuals have to 

conform to the requirements, values and mission statement of the organization. Similarly, 

individuals are constrained by cultures and their internalized beliefs and values. 

Constructionism challenges the suggestion that organization and culture confront social actors 

as external realities. According to this ontology, organization and culture are emergent realities 

in a continuous state of revision. 

2.2 Direction of Theorizing 

There are two broad methods of reasoning to explain the relationship between theory and 

research: inductive and deductive. Depending on researcherôs objective, a scientific study may 

use one of these stances.  

2.2.1 Inductive Theorizing 

This approach is known as theory-building research. The process of induction involves drawing 

broader generalizations and deriving theories from specific observations of the empirical world. 

The researcher begins with observations, and then detects patterns or regularities, which are 

finally refined and elaborated into general conclusions and theoretical concepts. This approach 

has bottom-up logic. Since the theory comes after observation, it is called ex post facto theory 

or post factum theory (Merton 1968). 

Inductive theorizing is by nature, more open-ended and exploratory. It is commonly associated 

with qualitative research. Many researchers use a specific kind of inductive theorizing called 

grounded theory. Inductive reasoning is especially useful when there are few prior theories. 
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2.2.2 Deductive Theorizing 

This approach is known as theory-testing research. In contrast to inductive research, the 

researcher begins with a clear theoretical picture about the topic of interest. Therefore, it has 

top-down logic. On the basis of theoretical considerations, the researcher decides which 

observations to make and defines propositions. He or she deduces at least one testable 

hypothesis that must then be subjected to empirical analysis. Researchable concepts are 

embedded within the hypothesis; thus the researcher specifies which data needs to be collected 

in relation to the concepts argued by the hypothesis (Bryman 2012). The test of hypotheses with 

specific empirical data leads to confirmation or falsification of the original theory (or theories). 

If the predictions are not correct, this suggests the rejection or modification of the theory.  

Deductive theorizing is one of the core assumptions of positivism (Straub et al. 2004c). It is 

especially useful if  there are many competing theories and researchers are interested in knowing 

the most appropriate theory for the dynamics of a specific context (Bhattacherjee 2012). 

Deductive reasoning is typically associated with a quantitative research approach.  

2.2.3 Direction of Theorizing in Social Science Research 

Although it is important to distinguish between theory-testing and theory-building approaches 

in empirical research, they should be seen as part of an ongoing research process (De Vaus 

2001, 8). Theory is the outcome of inductive research, whereas it is an input of deductive 

research (see  

Figure 2.1 below). Theories guide empirical observations and empirical observations improve 

theories. Each iteration between theory and data contributes to better explanation and enhances 

our understanding of the phenomenon of interest (Bhattacherjee 2012). Theories are only 

valuable if they are applicable to reality. Similarly, pure observations and raw data have only 

limited usability if they cannot contribute to the development of meaningful theories.  

It is seldom the case that a genuinely pure deductive or inductive approach is taken in actual 

research. Even though some studies may be purely deductive or inductive, most social research 

involves a combination of induction and deduction (Bryman 2012, 27). For instance, 

triangulation has both inductive and deductive components (Tashakkori/Teddlie 1998). 

Furthermore, theory testing may suggest contributions to theory based on the empirical 

evidence, therefore may also function as theory building. Alternatively, researchers may use 

both approaches at various points in a study (Neumann 2006), for example combining inductive 

exploratory questions with deductive confirmatory questions in the same study (Al -Qeisi 2009). 

De Vaus (2001, 11) recommends having a skeptical approach to research. Although researchers 

can easily find some evidence consistent with almost any theory, it is wiser to adopt a skeptical 

approach to explanations and look for evidence that could disprove the theory. It is not possible 

to evaluate every possible explanation. Yet, the more alternative explanations are eliminated, 

the more confidence has the researcher in theory but should avoid thinking that the theory is 

proven. Similarly, theory should not be rejected simply because an observation does not match 

its predictions. Rejection of a theory requires multiple disconfirmations ñusing different 

measures, different samples and different methods of data collection and analysisò (De Vaus 

2001, 15). 
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Figure 2.1. The Continuous Cycle of Research 

Source: Own Illustration based on (Bhattacherjee 2012, 4) 

 

According to Bhattacherjee (2012) ñtheory building and theory testing are particularly difficult 

in the context of social sciences, given the imprecise nature of the theoretical concepts, 

inadequate tools to measure them, and the presence of many unaccounted for factors that may 

influence the phenomenon of interestò (p. 4). He (2012) argues further that ñunlike theories in 

the natural science, social science theories are rarely perfect, which provides numerous 

opportunities for researchers to improve those theories or build their own alternativesò (p. 4). 

2.3 Research Methods 

Research Methods can be placed into two main categories: qualitative and quantitative research 

methods.  

Krcmar (1998) postulates that appropriate research method depends on the research 

phenomenon and the existing knowledge about it. Therefore, research methods should follow 

research questions. Interpretive researchers commonly prefer qualitative methods, whereas 

quantitative methods are often used by positivist researchers. Nevertheless, the underlying 

epistemology does not necessarily imply the use of specific research methods (Myers 1997), at 

least for researchers espousing a qualitative approach. Quantitative research must, by its nature, 

follow positivistic epistemology. Qualitative research, however, can have a positivist, 

interpretive or critical approach. For instance, case research is widely used for exploration and 

hypothesis generation (interpretive research), but it can also be used for providing explanations 

and for testing hypotheses (positivist research) (Benbasat et al. 1987). Indeed, the well-known 

case study research of Yin (2003) has a positivist approach since he recommends the use of 
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hypotheses and propositions. Yet, the interpretive and critical positions are not meaningful for 

the purposes of quantitative research (Straub et al. 2004b).  

The choice of research method influences the way of data collection and analysis. Although the 

choice of a type of research does not specifically force a particular data collection or data 

analysis technique, research approaches may be better served by a subset of data collection and 

data analysis techniques (Straub et al. 2004b). It should also be considered that specific research 

methods require different skills, assumptions and research designs (Myers 1997). In this 

section, the fundamental characteristics of qualitative and quantitative research methods are 

summarized. 

2.3.1 Qualitative Research 

Bryman (2012) defines qualitative research as ña research strategy that usually emphasizes 

words rather than quantification in the collection and analysis of dataò (p. 36). This type of 

research emphasizes an inductive approach to the relationship between theory and research 

(Bryman 2012). Social reality is assumed to be undergoing constant change and created by 

individuals.  

Action research, case study research and ethnography are some examples of qualitative research 

methods (Myers 1997). Typically, researchers rely on the following methods of data collection: 

observations, transcript analysis, interviews, focus groups and observational techniques (Straub 

et al. 2004b). Qualitative research is appropriate for a wide range of areas such as product design 

(e.g., for the purposes of requirements elicitation). 

As Neumann (2006) points out ñqualitative researchers look for patterns or relationships é 

early in a research project, while they are still collecting dataò (p. 459). The initial results guide 

subsequent data collection. Myers (1997) discusses the fact that, unlike quantitative research, 

the distinction between data gathering and data analysis is not clear in qualitative research. 

Thus, he suggests that modes of analysis is a more appropriate term than data analysis in 

qualitative research. Modes of analysis are based on textual analysis of written and verbal 

expressions. Example modes of analysis in qualitative research include hermeneutics, semiotics 

and approaches that focus on narrative and metaphor (Neumann 2006, 459). 

The main aim of data analysis in qualitative research is moving towards generalizations and 

theory by identifying patterns in the collected data. Qualitative researchers code data to arrange 

measures of variables into a machine-readable format in order to perform statistical analysis 

(Neumann 2006, 460). The data analysis process can be enhanced by using software tools to 

speed up the qualitative analysis (e.g., ATLAS.ti).  

2.3.2 Quantitative Research   

Bryman (2012) defines quantitative research as ña research strategy that emphasizes 

measurement in the collection and analysis of dataò (p. 36). Quantitative research generally 

adopts a deductive approach. The underlying epistemology is positivism. Social reality is 

assumed to be an external and objective.  

Quantitative research aims to deliver generalizable conclusions across groups of people or 

societies. It is a confirmatory research approach. The selected sample is typically much larger 
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than qualitative research, which enhances the generalizability of the results (Hair et al. 2009). 

Ideally, researchers should use sample sizes that are representative of the population. 

Examples of quantitative research methods include formal and numerical methods such as field 

experiment, laboratory experiments, free simulation experiment, experimental simulation, 

adaptive experiment, archival research, opinion research and field study (Straub et al. 2004b). 

Commonly used quantitative data collection methods are questionnaires with close-ended 

questions, archival data, objective measurement and experiments. Qualitative research is 

appropriate for various purposes such as conducting market research (e.g., to understand 

customersô needs in order to better advertise and market the product and service portfolio of a 

business).  

As stated by Neumann {, 2006 #24, quantitative researchers begin data analysis after ñthey have 

collected all of the data and condensed them into numbersò (p. 458). Data analysis generally 

utilizes mathematically based methods. Statistical tools and packages such as the SPSS 

(Statistical Package for the Social Sciences) are essential elements of analysis in quantitative 

research. The analysis includes descriptive statistics measuring central tendencies or dispersion, 

but can also include inferential statistics to draw conclusions. Multivariate statistics and 

regression break down the collected data even further and enable simultaneous observation and 

analysis of multiple outcome variables. For instance, multivariate statistics can be used to 

determine what factors attribute to differences between specific groups.  

In order to use numerical analysis, raw data collected by quantitative research must itself be 

numerical. Many subjects of research, on the other hand, may not seem to produce any 

quantitative data. The quantitative researcher should know in advance what type of data he or 

she is looking for and carefully design all aspects of the study before any data is collected. For 

example, attitudes and beliefs do not naturally exist in quantitative form. Yet, we can convert 

phenomena of interest into quantitative data, so that it can be analyzed numerically. Letôs say, 

we are researching the respondentsô perception of usefulness of online tax filing. We may 

design a questionnaire statement such as ñOnline tax filing enables me to accomplish my tax 

filing more quicklyò and ask respondents to give answers as a number (1 for óstrongly agreeô to 

7 for óstrongly disagreeô). In such a way, we can collect quantitative data about peopleôs 

perceptions. 

The qualitative and quantitative research methods each have weaknesses which are 

compensated for by the strengths of the other {Steckler, 1992 #95}. One other strength of 

qualitative research is the fact that it can be relatively inexpensive due to the relatively small 

sample sizes. However, quantitative researchers can collect large amounts of quantitative data 

in a very short period of time by using structured data collection methods. Collecting large 

amounts of in-depth data is extremely time consuming and expensive in qualitative research. 

The greatest strength of quantitative methods is that it produces factual, reliable outcome that 

is usually generalizable to some larger population. Qualitative research, on the other hand, is 

not appropriate for generating statistical descriptions of large populations. Since the 

observations and interpretations are subjective and personal, the results may be biased. 

Qualitative research has integral to its nature, potential problems with reliability for the sake of 

validity (Kaplan/Maxwell 2005).  

The greatest strength of qualitative methods is that they generate rich and detailed data, which 

is not possible in quantitative research due to large number of participants. Quantitative 

methods, whilst producing more testably reliable results, do not take into account the effects of 
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variables that have not been included in the research model. Therefore, researchers employing 

positivist, quantitative methodologies must strive for sufficient validation. Straub and his 

colleagues (1989; 2001) warned IS researchers that findings and interpretations of positivist, 

quantitative research are threatened without solid validation of instruments. The guidelines 

offered by Straub in (1989) were confirmed as critical in 20007 (Boudreau et al. 2001) and in 

2004 (Straub et al. 2004c): 

 

¶ researchers should pretest and/or pilot test their instruments to assess as many validities 

as possible, 

¶ IS journal editors should require researchers  to prepare an ñInstrument Validationò  sub-

section of the ñMethodologyò section, which includes the various validity and reliability 

assessments of the instrument, 

¶ researchers should use previously validated instruments, without making significant 

changes in the validated instrument, 

¶ researchers should undertake formal validation (i.e. structural equation modeling, and 

other techniques for thoroughly assessing convergent and discriminant validity) 

 

These guidelines aim to encourage appropriate research standards in quantitative scientific 

research, which have also been followed in this doctoral thesis.   

2.3.3 Mixed Methods Research 

Even though researchers usually conduct either qualitative or quantitative research, some 

researchers combine two or more research methods, which is called mixed research method 

(Chen/Hirschheim 2004), triangulation (Webb et al. 1966) or mixed methodology (Bryman 

2006).  

Qualitative and quantitative types of research methods can be combined within a research 

project (Lee 1991). If the principle method is quantitative, qualitative research can be used as 

preliminary or follow-up and vice versa. Good discussions of mixed methods research can be 

found in (Flick 2011; Bryman 2006; Kaplan/Duchon 1988; Jick 1979). Some papers published 

in the top IS journals suggest combining research methods and provide guidelines for 

conducting and assessing pluralist (Mingers 2001) or mixed methods approaches (Venkatesh et 

al. 2013), also for critical research (Zachariadis et al. 2013).  

2.4 Purpose of Research  

Research studies can be grouped into exploratory, descriptive, or explanatory research 

depending on what researcher is trying to accomplish.   

                                                 
7 The analysis was conducted in 2000 and was published in MIS Quarterly in 2001. 
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2.4.1 Exploratory Research  

The goal of exploratory research is to create initial ideas and insights in new areas of inquiry. 

Exploratory research is undertaken when relatively little is known about a phenomenon and is 

best suited to preliminary research endeavors. In social sciences, it may be used to provide a 

perspective on approaching social inquiry. 

According to Bhattacherjee (2012), exploratory research ñmay not lead to a very accurate 

understanding of the target problemò (p. 6) but may be useful to understand the nature and 

extent of it. Hence, exploratory research may provide useful information to more in-depth 

research or lay the descriptive foundation of future research. The outcome of exploratory 

research may be hypotheses.  

Qualitative research methods are commonly used for data gathering including in-depth 

interviews, focus groups, and case studies. Since exploratory research is the initial research, 

before more conclusive research is undertaken, there are usually no clearly defined independent 

and dependent variables, preset categories of observation and analysis (Singleton/Straits 2010, 

107). Exploratory researchers, therefore, must be creative and flexible in order to discover new 

issues.  

Exploratory research usually involves a small group of subjects. These people are almost never 

randomly selected to participate. Therefore, the results of exploratory research can neither be 

generalized, nor provide definitive answers about the overall population. 

2.4.2 Descriptive Research  

The goal of descriptive research is to convey a verbal picture of a population in terms of the 

variables considered important. Descriptive study is much more structured than exploratory 

study. It is used quite frequently in social sciences to understand the average behavior of a 

population or to describe a social phenomenon accurately.   

Good descriptive studies provoke the causal research questions of explanatory research. While 

good descriptive studies contributing to our knowledge of society are fundamental to the social 

research, unfocused surveys and case studies reporting trivial information may fail to identify 

and describe a phenomenon. 

The description provided by this form of research should be systematic (for example, to create 

a set of categories or classifications). If the researcher has a basic idea about the research 

phenomenon and wants to provide a detailed picture of it, descriptive research is appropriate. It 

may focus on individual subjects or investigate large groups of subjects. Field research, content 

analysis, and surveys are the most commonly employed data gathering methods. 

Descriptive research provides a detailed picture of the subject (Neumann 2006, 35). Researchers 

can also employ qualitative research techniques but quantitative research methods are more 

common in practice. However, raw data may not be very meaningful, especially if there is a lot 

of it. It may be too complex to depict information. By using descriptive statistics, data is 

summarized in a meaningful way, which enables simpler interpretation of data. Statistical tools 

and packages such as SPSS (Statistical Package for the Social Sciences) are essential toolkits 

of descriptive researchers. Descriptive studies provide information on the frequency and 
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average number of occurrences or summary data on measures of central tendency (e.g., mean, 

median, mode) and measures of statistical dispersion (e.g., range, standard deviation, variance). 

The main limitation of descriptive research is that it simply provides an account of a situation 

without attempting to investigate causation. In order to understand what causes a specific 

behavior or motivation, causal research analyzing the relationship between variables is needed. 

2.4.3 Explanatory Research 

This type of research is also known as causal research. The goal of explanatory research is to 

provide an understanding of why things are the way they are. Explanatory research is highly 

structured and must be carefully planned (Singleton/Straits 2010, 108). In social sciences, 

explanatory research provides insights into, and explanations of, the observed social 

phenomena. For instance, causal research is appropriate if the objective of research is to 

understand peopleôs attitudes and motivations causing a certain behavior.  

As stated by Bhattacherjee (2012), most academic research is explanatory, ñthough some 

amount of exploratory and/or descriptive research may also be needed during initial phases of 

academic researchò (p. 6). Compared to other purposes of research design, explanatory research 

is more rigid by definition as it is used to seek the answers to problems and derive conclusions 

based on a comparison of a theory-based model and empirical data (Singleton/Straits 2010; 

Akkaya et al. 2012a). By building on exploratory and descriptive research, explanatory research 

goes on to identify the causes and reasons something occurs (Neumann 2006, 35; Akkaya et al. 

2013). Explanatory research provides insight about whether a particular action is likely to 

produce a particular outcome based on the analysis of numeric data.  

Explanatory research is concerned with hypotheses testing and theory verification (Dubé/Paré 

2003). Positivist, quantitative research methods are commonly used (Straub et al. 2004b). 

Explanatory researchers employ experiments or structured questionnaires for gathering data. 

As discussed in (Akkaya et al. 2012a); McNabb (2013) suggests that if descriptive and 

explanatory research are used together, the descriptive study is used to define the key variables 

in research context, which is followed by the explanatory study to test the cause-and-effect 

relationships between them. For instance, descriptive research may reveal the existence of 

negative correlation between data protection concerns and intention to use e-government 

services, but it is not a sufficient empirical evidence to show that higher levels of risk 

perceptions cause lower levels of e-government adoption. 

Seeking explanations for observed phenomena, problems, or behaviors requires strong 

theoretical and interpretation skills (Bhattacherjee 2012, 6). Data analysis techniques in 

explanatory research are much more complex than other types of research. Explanatory research 

is very complex, and limited by the fact that there may be other factors influencing the causal 

relationship, which makes it harder for researchers to say with confidence what caused the 

observed effect. In particular, the analysis of peopleôs attitudes and motivations may involve 

deeper psychological considerations that even the respondent may not be aware of. One 

important issue in explanatory research is the need for validation of the research instruments 

that are used to collect data on which findings are based (Straub et al. 2004a). As discussed 

previously, prior literature strongly suggests that researchers use previously validated 

instruments  without making significant changes to them (Boudreau et al. 2001; Straub et al. 

2004c).  
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2.5 Time Dimension in Research 

The time dimension is an important element of any research design and execution. Studies can 

be conducted at a single point in time or might follow individuals over a long period. This leads 

to two types of research design in terms of the issue of time: cross-sectional research design 

and longitudinal research design. 

2.5.1 Cross-Sectional Research Design  

Cross-sectional research design gives a snapshot of a sample drawn from a specified population 

at a single, fixed time point8. Cross-sectional research design involves the collection of data on 

more than one case (often much more). Quantitative or quantifiable data on different variables 

are collected and analyzed to detect patterns of association (Bryman 2012, 58). It is the most 

common design approach in social research.  

Cross-sectional research design is often called a survey design, because surveys are frequently 

employed (Bryman 2012, 59). However, as other research methods including structured 

observation and content analysis can also be used, the term cross-sectional research design is 

preferable to the cross-sectional surveys. Cross-sectional research can be exploratory, 

descriptive, or explanatory (Neumann 2006, 37). When random methods of sampling are 

employed, external validity of cross-sectional studies is strong. It is a less costly alternative 

compared to longitudinal research design.  

In one-shot cross-sectional research design, researchers collect data once, at a single point in 

time (or more or less simultaneously). Despite the ease and flexibility of use, this approach 

cannot capture social processes or change in a population over a period of time. Instead, each 

cross-sectional data set needs to be collected at two or more points in time. This leads to 

multiple-snapshot cross-sectional research design, which is a specific type of cross-sectional 

design that involves more than one single point of data collection. Consequently, this design 

overcomes the limitation of (one-snapshot) cross-sectional research in capturing change in a 

population over a time period.  

Multiple-snapshots cross-sectional research design is also known as successive independent 

samples design or trend study. Data is collected at two or more points in time with an 

independent sample, which means that a new sample is drawn for each of the successive cross-

sectional studies. Such an approach enables researchers to observe possible changes in the 

features of the units over time. According to Russell and Purcell (2009, 116), this design is 

especially suitable for research endeavors to assess attitudes, behaviors, or changes in 

population characteristics across time.  

Although multiple-snapshot cross-sectional design provides an improvement over the one-

snapshot cross-sectional version, it demands rigorous planning. Since each study requires a new 

sample drawn from the population, the researcher may not determine with certainty the extent 

to which the population truly changed because the results are based on different samples of 

people. Therefore, the researcher should:  

                                                 
8 The term ñone point in timeò does not necessarily mean that data is collected simultaneously. Rather, the data is 

collected as short a time period as possible (Singleton/Straits 2010, 272).  
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1. select samples that are equally representative of the population, weighted by central features 

such as gender, age and formal education,  

2. employ the same research method,  

3. ensure a high level of consistency between questions of the research instrument 

 

Moreover, the researcher should conduct statistical tests in order to compare the results of the 

different samples in order to interpret how significant the differences in results are.   

Although most authors (cf. Orlikowski/Baroudi 1991; Chen/Hirschheim 2004) distinguish 

between one-shot cross-sectional studies and multiple-snapshot cross-sectional designs, some 

authors classify the latter as longitudinal (Neumann 2006, 37). However, according to 

Orlikowski and Baroudi (1991), there is an important difference between the two designs. 

Multiple-snapshot cross-sectional designs employ a research instrument administered at several 

time intervals, whereas the longitudinal approach implies continuous studies over an 

uninterrupted period of time, sometimes for months or even years (Orlikowski/Baroudi 1991).   

2.5.2 Longitudinal Research Design 

Longitudinal research design examines information from people across a period of time. Due 

to its high costs, it is not frequently used in social research. It is common to distinguish two 

types of longitudinal research: panel research and cohort research (Bryman 2012, 63): 

 

1. Panel research is a longitudinal study in which the researcher observes exactly the same 

group of respondents across at least two (and often more) time periods. Data collection 

is repeated at fixed intervals. A panel study needs rules to inform how to permit 

individuals to join and leave the sample. New eligibility for sample inclusion should be 

defined carefully.  

2. Cohort research is a longitudinal study in which information about a group of people 

who share a certain characteristic or have shared a common experience within a given 

period of time is traced at regular discrete points in time (Singleton/Straits 2010, 274). 

A commonly used cohort includes all people born in the same year (called birth cohorts). 

Researchers can study the whole cohort or a random selected sample of it. It is similar 

to the panel study, but the cohort rather than the exact same people are observed.  

 

Though longitudinal research design is methodologically relatively strong, it is employed less 

often. Longitudinal research typically involves high costs and can be very time-consuming. 

Tracking people in panel research over long periods of time is quite difficult because some 

participants may lose interest, move, die, or cannot be located (Neumann 2006, 38). 
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2.6 An Overview of Research Strategy and Research Design within the IS 

Research 

Positivism in sociological practice dominated in Britain, Canada, Scandinavia, and the USA 

during the 1960s and 1970s (Neumann 2006). By the 1980s and 1990s, a decline was observed 

in European journals, while it remained dominant in North American journals (Gartrell/Gartrell 

2002). Orlikowski and Baroudi (1991) analyzed articles published from 1983 to 1988, finding 

that the positivism devastatingly dominated the IS research (96,8%), with a minority of 

interpretive research (3,2%). In the analyzed timeframe, no empirical research was published 

following a critical approach. In the 1980s, interpretivism has started to emerge as an alternative 

epistemology (Walsham 1995). 

Chen and Hirsschheimôs (2004) analysis of IS research between 1991 and 2001 showed that 81 

percent of publications had a positivist approach with 19 percent presenting an interpretivist 

orientation. Another study conducted by Arnott and Pervan (2008) confirmed the ongoing 

dominance of positivism in IS Research. In U.S. journals, 95,7 percent of empirical papers 

followed the positivist approach while only 4,3 percent were interpretivist. In contrast, 

European journals presented a more balanced orientation, with 56 percent positivist, 41,9 

percent interpretivist and 1,6 percent both approaches.  

Positivism has been the prevalent epistemology for research on the adoption of technology, 

within the Anglo-American IS research. Choudrie and Dwivedi (2005) presented diagnostic 

evidence about positivism in technology adoption research through a content analysis of articles 

published in peer reviewed journals including MIS Quarterly, Information Systems Research, 

European Journal of Information Systems, and Information Systems Journal. The findings 

suggest that the positivist epistemology and the survey research method were used primarily to 

investigate the individual adoption and IT usage behaviors.    

A number of scholars have performed empirical examinations of the methodological and 

paradigmatic base of IS research in different time frames. In the Anglo-American context, 

quantitative research methods of survey research and experiments were commonly employed. 

Orlikowski and Baroudi (1991) found that survey research was the most commonly used 

research method (49,1%) in U.S. journals followed by laboratory experiment (27,1%) and case 

study (13,5%). Given the relatively positivist dominance of the Anglo-American context, it is 

not surprising that quantitative research methods were the dominant research designs. The 

analysis of Chen and Hirschheim (2004) confirmed the ongoing popularity of the survey 

method (41%) and the increased substantial recognition of case studies (36%).  

Analysis of research published in the European Journal of Information Systems from 1997 to 

2007 delivered the European perspective on IS research (Dwivedi/Kuljis 2008). The most 

common research method in the European journals, as opposed to U.S. journals, was the case 

study approach, followed by surveys. In terms of time dimension, cross-sectional studies were 

clearly the predominant form of research in information systems with 90 percent of the articles 

using them (Orlikowski/Baroudi 1991). Multiple snapshot cross-sectional research designs and 

longitudinal studies account for 4,5 percent and 3,9 percent respectively.  

In the German-speaking IS community, known as Wirtschaftsinformatik (WI), on the other 

hand, design science (Hevner et al. 2004) has been the dominant paradigm (Becker/Pfeiffer 

2006). A content analysis of 300 articles published between 1996 and 2006 in the journal 

WIRTSCHAFTSINFORMATIK revealed that about 70 percent of the publications use the 
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design science paradigm, whereas only 30 percent of them can be categorized under behavioral 

science research (Wilde/Hess 2007). In contrast to IS research in the Anglo-American context, 

empirical quantitative studies were quite rare (only 10%). A trend towards increased usage of 

quantitative research methods was observable. While quantitative research methods were the 

method of choice for 30 percent of the researchers in 1999, they were used by 50 percent of 

researchers in 2006.  

It is important to mention the long-lasting debate over rigor versus relevance in IS research. 

Researchers are advised to seek a balance between methodological rigor and practical relevance 

in their research practices. Some authors argue that rigor and relevance are oppositional 

(Robey/Markus 1998). If relevance is the main goal, then some elements of disciplinary rigor 

may need to be sacrificed. If research should conform to the norms of science, applicability to 

practice may be limited. Many others believe rigor and relevance need to be considered distinct 

rather than trade-off characteristics of scientific research (Winter 2007; Lee 1999). If a study 

fails to provide correct and reliable results, the authors or the publishing organization may be 

seen as untrustworthy. However, besides being methodologically sound, research should also 

be relevant to practitioners. If the applicability to practice is missing, there is a risk that research 

is unlikely to be supported by companies. Thus, most researchers agree that, one should 

consider both rigor and relevance in IS research (Winter 2007).  

Highly regarded researchers of IS (Boudreau et al. 2001; Straub 1989) argued that IS discipline 

would greatly profit from increased research rigor and provided guidelines on conducting more 

rigorous positivist IS research. Some other IS researchers criticized positivistic IS research for 

having lack of relevance to practice and called for increased relevance (Benbasat/Zmud 1999; 

Lee 1999; Dubé/Paré 2003). Lack of relevance is considered by some authors as the cause of 

the low recognition of the IS discipline in business practice (Winter 2007). Benbasat and Zmud 

(1999) identified five reasons that much of the existing IS literature lacks sufficient relevance: 

 

1. an emphasis on rigor over relevance in business schools, IS researchers and the editors 

of top IS academic journals; 

2. the difficulty of building upon the previous work of others due to multiplicity of 

theoretical frames and reluctance of researchers to adopt existing research instruments;  

3. the  dynamism of the IS field; 

4. limited exposure of IS researchers to practical contexts of IT-related usage; 

5. the research-oriented academic institutions and their academic patronage system 

 

Having identified the reasons, Benbasat and Zmud (1999) provided basic guidelines for the IS 

community to increase relevance in their research efforts and articles. As discussed by Winter 

(2007), ñdifferent from IS, relevance was never regarded as a problem in WIò (p. 404). Instead, 

WI provides a relatively higher research contribution to business practice, by helping to solve 

critical problems. A relatively large amount of industry funding is a sign of ñthe appreciation 

of WI research in practiceò (Winter 2007, 404). The high demand for WI graduates in industry 

demonstrates also the importance of research in German practice. 

Unity of research and teaching is a fundamental characteristic of universities in Germany, 

especially for applied fields like WI (Winter 2007). Most research projects are focused on 
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developing artefacts, in many cases in cooperation with industry. Buhl and König (2007) refer 

to the highly relevance of WI research as its óunique selling pointô that should be specifically 

enhanced so that universities can better prepare students for the work force and challenges of 

the global IS research.  

Heinrich (2005) criticized that, WI research neglects rigor while targeting high relevance. In 

his analysis of articles published in WIRTSCHAFTSINFORMATIK between 1990 and 2003, 

he pointed out to the fact that research methods were explained by only 11 percent of the 

analyzed articles. Moreover, he argued that research methods are not sufficiently covered in the 

WI curricula of the German universities. As a result, most of the researchers lack knowledge 

on research methods, which is essential for conducting research with scientific rigor. After his 

critical remark, there has been an increased emphasis on rigor in WI research. According to 

analysis of (Becker et al. 2009), 20 percent of the articles published in 

WIRTSCHAFTSINFORMATIK in the time period of 2004 to 2007 stated research methods of 

their studies explicitly. Moreover, about 50 percent of all articles analyzed addressed the issue 

of rigor vs. relevance and fulfilled the requirements by delivering theoretical artefacts and a 

detailed discussion of the applied research methods (Becker et al. 2009).  

2.7 Philosophical Perspectives and Research Design of the Thesis 

This thesis is expected to contribute to the research in the context of behavioral science in WI. 

By employing a positivist, objectivist, deductive approach in the specific context of e-

government, the author of this thesis aims to shed light into determinants of G2C e-government 

adoption based on an empirical test of hypotheses. Being an emerging field of research, there 

are not many studies in the specific context of e-government adoption. Some cultural contexts 

such as Germany have never been subject to large scale empirical research. Therefore, the 

author aims to generate the valuable insights about the phenomenon of interest through a 

descriptive study, which is used to generate the theoretical framework of the explanatory study. 

Fundamental theories from a relatively mature field of IS ï IS technology acceptance research 

(see Section 4.2) ï are tested in the new domain of e-government, therefore a confirmatory 

research approach is pursued. In particular, the author of this thesis aims to test the research 

model derived from the selected theories by using a positivist research design of survey research 

as suggested in literature (Bhattacherjee 2012, 41). 

Quantitative methods are employed in a combination of descriptive and confirmatory research. 

In order to study change in behaviors and attitudes of the population, multiple snapshots cross-

sectional design is selected. Empirical data is collected with nationwide representative surveys 

of household e-government use which are equally representative of the populations, employing 

the same research method and with a high level of consistency between questionnaires to ensure 

the generalizability of results as suggested in literature (Dooley 2001). 

The main focus of this thesis has been placed on understanding the determinants of e-

government adoption in the household context of Germany due to the existence of research gap 

in this area.  However, as the author argues that espoused cultural values influence the adoption 

of e-government services, a cross-cultural analysis have also been performed. Thus, besides 

providing a comprehensive understanding of e-government in Germany, this thesis is also 

expected to make a valuable contribution to cross-cultural research in e-government by 

comparing findings regarding e-government adoption in Sweden and Germany.  
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2.8 Summary  

This chapter has outlined the epistemological foundations of social research, which provide a 

roadmap for researchers through a research endeavor. It is important to clarify the purpose and 

scientific approach to the research in the initial stages of a research project. 

Research design refers to the overall strategy in studying a scientific problem. It constitutes the 

blueprint for collecting, measuring and analyzing data. Furthermore, every research project has 

some underlying assumptions about validity of research. The epistemological foundation is 

related to the basic assumptions guiding that research. There are typical forms of research 

strategies associated with research epistemologies and research methods. Quantitative research 

methods commonly go along with positivist epistemology, while qualitative research methods 

are often used by interpretive researchers. Nevertheless, the underlying epistemology does not 

necessarily determine the choice of research methods (Myers 1997). Even though quantitative 

researchers should employ the positivist epistemology, qualitative researchers can choose 

positivist, interpretivist or critical research designs according to their research designs and 

research questions (Straub et al. 2004c). Other assumptions are related to the underlying 

research ontology (objectivism versus constructionism) and the direction of theorizing 

(induction versus deduction), which needs to be clarified in the initial stages of a research 

undertaking.  

After defining underlying philosophical paradigms, the researcher should outline the purpose 

of research (exploratory, descriptive and explanatory) and the time dimension of research 

(cross-sectional or longitudinal research). After deciding on the research method (qualitative, 

quantitative and mixed methods research), researchers should decide on data collection 

methodology as well as data analysis methodology. Although researchers are flexible in 

selecting their data collection methods depending on their research designs, time and budget 

requirements (De Vaus 2001, 15), it is important to integrate different components in a coherent 

and logical approach. 

It is important to distinguish between Anglo-American IS research community and the German-

speaking WI research community. While positivist, quantitative studies dominate in IS 

research, researchers in WI commonly employ qualitative research methods. IS research 

underlines the importance of using methodologically sound scientific rigor. WI, on the other 

hand, has always worked in a close cooperation with the practice and aimed to deliver usable 

designs as one of the outcomes. Source of research funding of IS and WI is also a factor 

emphasizing rigor or relevance characteristics of a research project. In the overall, these 

differences have been clearly reflected in the research design. About 70 percent of the WI 

studies use the design science paradigm, whereas only 30 percent of them can be categorized 

under behavioral science research (Wilde/Hess 2007).  

In the following chapter (Chapter 3) the conceptual base of this thesis is discussed.  
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3 Conceptual Framework: Government to Citizen (G2C) E-

Government Services  

This chapter provides the conceptual framework of the following research, namely Government 

to Citizen (G2C) e-government services.  

Electronic government refers to the utilization of information and communication technologies 

to improve the efficiency, effectiveness and the accessibility of the public services. During the 

dotcom bubble (also known as the Internet boom) of the late 1990s, there was a rapid rise in 

Internet-based start-up companies. Motivated by successful implementations in the business 

sector as well as the worldwide pressure of the NPM reforms, governments started utilizing 

ICT to modernize their own service delivery. Consequently, the first government websites have 

emerged in the late 1990s. 

3.1 The Concept of New Public Management  

Changes in public sector accounting during the 1980s led to the rise of the ñNew Public 

Managementò concept (Hood 1995). Although public administration had been subject to a 

constant process of reform and modernization since the 1950s (Becker et al. 2012, 14), the idea 

of technical modernization in this area started with the new public management reforms.  

The NPM concept refers to a series of reforms from the 1980s onwards intended to improve the 

efficiency and performance of governments and public sector organizations. Governments were 

expected to become more efficient and customer oriented. Hood (1995) summarizes the 

following seven dimensions of change implied by NPM (p. 96): 

 

1. ñUnbundling of the public sector into corporatized units organized by product é (i.e. 

erosion of single service employment)ò (Hood 1995, 96) 

2. ñMore contract-based competitive provision, with internal markets and term contracts 

é (i.e. distinction of primary and secondary public service labor force)ò (Hood 1995, 

96) 

3. ñStress on private-sector styles of management practice é (i.e. move away from double 

imbalance public sector pay, career service, non-monetary rewards, due process 

employee entitlements)ò (Hood 1995, 96) 

4. ñMore stress on discipline and frugality in resource use é (i.e. less primary 

employment, less job security, less producer-friendly style)ò (Hood 1995, 96) 

5. ñMore emphasis on visible hands-on top management é (i.e. more freedom to manage 

by discretionary power)ò (Hood 1995, 96) 

6. ñExplicit formal standards and measures of performance and success é (i.e. erosion of 

self-management by professionals)ò (Hood 1995, 96) 

7. ñGreater emphasis on output controls é (i.e. resources and pay based on performance)ò 

(Hood 1995, 96) 
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The NPM philosophy posits that social and technical systems applied successfully in the private 

sector can be used for modernizing the public sector. The use of IT and the Internet have become 

prime drivers of new public management reorganization and numerous reforms have taken 

place throughout the world (Warkentin et al. 2002). Public organizations were expected to shift 

from an internal orientation determined by strict bureaucratic rules towards an external 

orientation aiming to meet citizensô needs. Such radical change is not easy to implement. 

Besides technical aspects, there are organizational and cultural elements which prove resistant 

to change.  

Although some authors argue that the private sector philosophy is not suitable for the public 

sector (BeynonȤDavies/Williams 2003), most countries have started adopting NPM principles 

to some extent. The adoption of NPM has varied enormously from country to country, between 

organizations and over time. Some countries have gone a long way with NPM, while others 

remain more selective with the adoption of reforms due to their national circumstances (Pollitt 

et al. 2007). For instance, countries such as Sweden and the UK adopted a ñpay for 

performanceò approach immediately whereas no major changes in public administration were 

made in Germany and Switzerland at federal level in the 1980s. Indeed, óVerwaltungspflegeô 

ñwas a common watchword in Germany over that decadeò (Hood 1995, 98). 

The global pressure for introducing NPM reforms has led to the rise of e-government 

implementations throughout the world. Politicians all over the world have started considering 

the application of ICT to modernize governments and their interactions with their stakeholders 

including citizens, businesses, and other governmental organizations. E-government promised 

to transform not only the delivery of the most public services, but also the fundamental 

relationship between government and its various stakeholders. In the 1980s, e-government was 

increasingly promoted as an essential part of NPM. Researchers and practitioners were 

enthusiastic about e-government and its potential for utilizing information technology to 

enhance governance. For instance, Warkentin et al. (2002) argued that e-government adoption 

was ña critical component in the creation of an efficient and responsive new public 

managementò (p. 162). Some authors emphasized its potential going beyond NPM reforms and 

named it ñas the second revolution in public management after NPMò (Teicher et al. 2002, 387).  

Before analyzing the potential of e-government from several perspectives, it is necessary to 

provide a definition of the concept. In prior literature, various definitions of e-government have 

been suggested, and these are discussed next. 

3.2 Definition of E-Government  

There is no universally accepted definition of e-government. Being an increasingly global 

phenomenon with varying applications worldwide, some authors have criticized the vagueness 

of the e-government concept (Aldrich et al. 2002). A number of definitions have been suggested 

in prior literature according to varying e-government focus (Seifert/Petersen 2002).  

One of the simplest definitions was suggested by the OECD (2003), which refers to e-

government as ñthe use of information and communication technologies, particularly the 

Internet, as a tool to achieve better governmentò (p. 63). Means and Schneider (2000) in (Yildiz 

2007) considered e-government as relationships ñbetween governments, their customers 

(businesses, other governments, and citizens), and their suppliers (again, businesses, other 

governments, and citizens) by the use of electronic meansò (p. 121). According to Brown and 
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Brudney (2001) in (Yildiz 2007) e-government is ñthe use of technology, especially Web-based 

applications to enhance access to and efficiently deliver government information and servicesò 

(p. 1).   

With the advancements in e-government literature, the participatory aspect of e-government 

has gained importance. Bertelsmann Foundation (2001) has suggested distinguishing between 

e-government and balanced e-government. Although this definition was made more than a 

decade ago, it suggested a wider understanding of the concept integrating the citizen 

participation aspect: balanced e-government ñcombines electronic information-based services 

for citizens (e-administration) with the reinforcement of participatory elements (e-democracy)ò 

(Bertelsmann Foundation 2001, 4). In Germany, the most commonly used definition is the so-

called Speyer definition, which defines e-government as ñthe business activity of public 

administrative agencies in correlation with the governance and administration reliant upon 

information and communication techniques under participation of citizens and internal 

administrative communication partnersò (Lucke/Reinermann 2002) in (Fetzer 2006, 130). 

Becker, Algermissen and Falk (2012) defined e-government ñas the simplified handling of 

information, communication and transaction processes for providing an administrative service 

through the use of information and communication technologies within and between authorities 

and between authorities and private individuals or companies.ò (p.21). Recognizing the 

increasing maturity of e-government services, the concept of transformational government has 

increasingly gained popularity. As summarized by Dwivedi, Weerakkody and Janssen (2011) 

based on previous literature, transformational government ñcovers broader organizational and 

socio-technical dimensions which involve radically changing the structures, operations and 

most importantly, the culture of governmentò (p.13). By definition, transactional government 

was characterized by a radical restructuring of the public sector (Parisopoulos et al. 2009) and 

its rigid, bureaucratic governance models. This perspective suggests the reorganization of 

processes in a cross-functional way through Business Process Reengineering (BPR) approaches 

(Hammer/Champy 1993).  

The definition of e-government used in this is the one suggested by the United Nations (2014). 

This definition encompasses the aspects of citizen focus and benefits of e-government services. 

The emerging notion of open government is also covered with its characteristics of citizen 

empowerment and e-participation: 

 

ñE-government is defined as the use of ICT and its application by the 

government for the provision of information and public services to the 

people. The aim of e-government therefore is to provide efficient 

government management of information to the citizen; better service 

delivery to citizens; and empowerment of the people through access to 

information and participation in public policy decision-making.ñ 

 

It is also important to clarify the concept of governance, which is commonly used in the context 

of public administration. Although governance is frequently confused with government, it is 

necessary to distinguish the two terms (Fukuyama 2013, 3): 
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ñGovernance is a governmentôs ability to make and enforce rules and to 

deliver services, regardless of whether that government democratic or not... 

The government is an organization which can do its functions better or 

worse; governance is thus about execution, or what has traditionally fallen 

within the domain of public administration.ò 

 

Although Fukuyama refers to governance in the domain of public administration, governance 

need not necessarily be conducted exclusively by governments (Keohane/Nye Jr 2002). 

Governance is relevant to all organizations including private companies and non-governmental 

organizations. As summarized by Palvia and Sharma (2007) based on previous literature, 

electronic governance (e-governance) refers to utilizing ICT ñat various levels of the 

government, the public sector and beyond, for the purpose of enhancing governanceò (p. 2).  

After having defined the concept e-government, subcategories of e-government services should 

be defined. E-government initiatives are divided into in four main categories based on the 

involved actors, which is discussed next. 

3.3 Subcategories of E-Government  

Four main subcategories of e-government (also known as types of e-government) have been 

defined according to the actors involved in electronic communications and interactions. The 

most common interactions in e-government include the ones between government and citizens 

(G2C), government and business enterprises (G2B), government and their employees (G2E), 

and government and other public agencies (G2G) (Siau/Long 2006).  

3.3.1 Government-to-Citizen (G2C) E-Government  

G2C E-government deals with the electronic communication and interaction between 

government and citizens (Siau/Long 2006). Citizens get online information and in some cases, 

complete government transactions (Mofleh et al. 2009) (i.e. online registration of a vehicle 

without waiting in long lines or waiting for forms to be mailed). G2C e-government also enables 

and reinforces the participation of citizens through discussion platforms and opinion polls. 

3.3.2 Government-to-Business (G2B) E-Government  

G2B E-government consists of the electronic interactions between public authorities and 

business organizations (Siau/Long 2006). It allows private businesses to receive government 

information online and complete some transactions with public administrations (i.e. bid 

submission) (Mofleh et al. 2009). 

The adoption of e-government services by business organizations has its own dynamics, with 

considerations such as external pressure and information compliance requirements (Tung/Rieck 

2005). 
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3.3.3 Government-to-Government (G2G) E-Government  

G2G E-Government refers to the electronic sharing of data and information systems between 

government organizations and departments (Siau/Long 2006). Governments around the world 

increasingly aim to serve citizens and businesses from a single access point (i.e. one stop 

government), which necessitates an effective collaboration and cooperation among different 

governmental organizations and departments. This type of e-government is especially important 

for countries with complex federal structures consisting of national, regional and local 

governmental organizations. For instance, citizens and businesses should not have to submit 

documents and data to an additional department, if they are already available at other 

government authorities. This requires sharing information and databases between governmental 

agencies. 

Furthermore, G2G e-government encompasses communication and data interchange between 

foreign government organizations, which is also highly relevant for establishing consistent 

standards of legislation and law enforcement on an international scale (e.g., to prevent 

cybercrime). 

3.3.4 Government-to-Employee (G2E) E-Government 

G2E e-government refers to the online communications and electronic interactions between 

government agencies and their employees (Siau/Long 2006). It deals with the relationships, 

interactions and transactions between government and employees (Ndou 2004). Employees are 

internal customers of governments. Taking into account needs and requirements of employees 

(e.g., compensation and pension plans, benefit eligibility policies, training and learning 

opportunities) is essential for e-government to become customer oriented. It involves expertise 

in human resource management and requires very careful handling. This type of e-government 

can be effectively used to promote knowledge sharing, and improve employee satisfaction and 

retention. Being a relatively under-researched subcategory of e-government, G2E deserves 

more empirical research.  

The e-commerce and e-government matrix (see  

Figure 3.1 below) provides a segmentation of services based on supplier and receiver of e-

government services. An example is provided for clarity in each case. This matrix should 

however be used with caution, as there is not always a clear border between the different 

segments. Although the distinction between different subcategories may be quite clear for 

services in initial stages of maturity, it becomes blurred for services in higher stages of maturity.  
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Figure 3.1. E-Commerce and E-Government Matrix  

Source: Own Illustration based on (Lucke/Reinermann 2002) 

 

One of the fundamental reasons for politicians to implement e-government is to bring public 

administrations closer to the public (West 2000). Therefore, the majority of e-government 

initiatives are designed to support G2C and G2B.  

Various benefits of e-government motivate governments worldwide to implement e-

government services are discussed next. 

3.4 Motivational Reasons for Implementing E-Government Services 

Electronic government has become no longer just a service delivery option, ñbut a necessity for 

countries aiming for better governanceò (Gupta/Jana 2003, 365). Several governments around 

the world make substantial and financial commitments to implement e-government services. 

Motivational reasons for implementing e-government services have been the subject of 

previous research.  

In a comprehensive review of e-government literature; Dwivedi, Weerakkody and Janssen 

(2011) concluded that most e-government studies analyzing motivational themes of e-

government research fall under five distinct categories (p. 13): 

 

1. Political Forces 

Unlike e-commerce, the drivers of e-government initiatives are ñmainly political rather 

than economicò (Scholl 2005, 2). E-government can increase public participation in 

political processes, enhance transparency and build trust between citizens and 



 33 

government. Research related to political forces investigates motivational aspects 

including increased e-participation and higher transparency. 

 

2. Economic Forces 

E-government aims to reduce costs for both the government itself and its target users. 

Self-service can dramatically reduce costs for both parties. Research related to economic 

forces focus on cost savings, reduced bureaucracy and increased efficiency.  

 

3. Social Forces 

E-government offers citizen empowerment through access to information (Al -

Shafi/Weerakkody 2010). All citizens across the country are targeted by e-government, 

overcoming geographical limitations, including the elderly and people with special 

needs. Research related to social forces examines supply and demand factors that are 

required for a successful end-to-end service delivery. The studies related to this theme 

range from learning and education needs for employees of governments and citizens, to 

adoption factors by citizens including perceived usefulness and perceived ease of use 

(Davis 1989). 

 

4. Technological Forces 

According to Dwivedi, Weerakkody and Janssen (2011), the use of ICT ñprovides the 

necessary infrastructure for seamless communication and flow of information both 

within government and with its stakeholdersò (p. 14). By increasing access to public 

information, governments become more transparent to citizens and businesses. 

Research related to technological forces investigates the influence of ICT design 

features on individualsô adoption behavior including data security, accessibility features 

and confidentiality perceptions. 

 

5. Managerial Forces9 

Research related to managerial forces ñaims at identification and measurement of 

specific managerial strategies and behaviorsò (Dwivedi et al. 2011, 14) which are vital 

on e-government implementation. Motivational forces in this category include the 

influence of management support and the existence of well-executed process 

reengineering strategy.  

 

The motivational themes of e-government discussed above are influenced by various benefits 

of e-government services. Overall, e-government promises to deliver a number of benefits to 

the society. The potential increase in efficiency of government, cost savings and reduced 

administrative burdens are substantial. The time saved by delivering and obtaining services 

electronically around the clock is one of the main advantages e-government for both parties. By 

                                                 
9 Although this category is suggested as a motivational category by its authors, it describes rather the existence of 

managerial strategies and management support as a critical success factor in e-government implementation. 
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delivering the service electronically, governments save enormously on personnel costs. In fully 

functional e-government, citizens are not obligated to spend time queuing at government offices 

or on the phone during office hours. Rather, they are given the opportunity to access public 

information and e-government services conveniently by using various communication 

channels. In this respect, e-government gives empowerment to the individual by letting them 

decide when and where to access online services.  

Weerakkody et al. (2009a) summarizes the most common e-government benefits discussed in 

literature as follows (p. 3):  

 

¶ ñdelivering electronic and integrated public services through a single point of access to 

public services 24 hours a day, seven days a weekò (Weerakkody et al. 2009a, 3);  

¶ ñbridging the digital divide so that every citizen in society will be offered the same type 

of information and services from governmentò(Weerakkody et al. 2009a, 3);  

¶ ñfacilitating citizensô participation by using ICT innovatively to provide access to policy 

informationò (Weerakkody et al. 2009a, 3-4);  

¶ ñrebuilding customer relationships by providing value-added and personalized services 

to citizens and businessesò(Weerakkody et al. 2009a, 4);  

¶ ñfostering economic development and helping local businesses to expand globallyò 

(Weerakkody et al. 2009a, 4); and  

¶ ñcreating a more participative form of government by encouraging online debating, 

voting and exchange of informationò (Weerakkody et al. 2009a, 4) 

 

Citizen benefits of e-government should be maximized to encourage citizen uptake of electronic 

services. People are inherently resistant to change therefore governments should make sure that 

there are clear incentives for using online services rather than more traditional means of 

communicating with the government.  

E-government services have some unique characteristics, which need to be taken into account 

in research and practice. The next section provides an overview of these characteristics. 

3.5 Characteristics of E-Government Services and Comparison with        

E-Commerce Services 

3.5.1 Characteristics of E-Government Services 

E-Government utilizes the Internet for the delivery of services to its target users in a similar 

way to e-commerce and other online services. Yet, there are also specific characteristics of the 

e-government context which need to be taken into account by researchers and practitioners. A 

number of context specific factors have been identified in literature (Dwivedi et al. 2011; 

Bharosa et al. 2008): 
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¶ Social inclusion 

Government should provide equal access to the entire population. This includes elderly, 

disabled, less computer literature, migrants, and poorer citizens, who may not have 

Internet access (Dwivedi et al. 2011; Bharosa et al. 2008).  

¶ Accountability 

Government should allocate resources, create policies and provide services in the best 

interest of the public (Jorgensen/Cable 2002). Ultimately, government is accountable to 

the public and to legislative bodies for decisions taken.  

¶ Fragmented and complex landscape 

The governmental landscape is quite complex and consists of many agencies at different 

levels, varying in size, scope, objectives and information systems (Dwivedi et al. 2011; 

Bharosa et al. 2008). 

¶ Legislation 

Laws and regulations determine the public sector structure, which influences the 

implementation and execution of government services (Dwivedi et al. 2011; Bharosa et 

al. 2008). 

¶ Lack of choice 

The nature of the relationship between citizens and governments is a mandatory one 

(Dwivedi et al. 2011; Bharosa et al. 2008). Citizens do not have any other choice 

because government does not have any competitors. 

¶ Knowledge of laws needed 

Citizens are expected to know what the law demands from them (Dwivedi et al. 2011; 

Bharosa et al. 2008).  

¶ Volatile public values 

Many government services are driven or influenced by public values, which may be 

potentially in conflict (Dwivedi et al. 2011; Bharosa et al. 2008). 

¶ Public governance  

In federal countries, decision-making authority is dispersed over federal, state and local 

areas. All these levels have their own political systems (Dwivedi et al. 2011; Bharosa et 

al. 2008). 

¶ Time perspective 

Governments should have a long term perspective to guarantee a sustainable society, 

while politicians are often chosen for a predefined time period (e.g., Dwivedi et al. 2011; 

Bharosa et al. 2008). 

 

E-government is frequently compared with e-commerce ((Carter/Bélanger 2004a; Warkentin et 

al. 2002)), which will be discussed next. 
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3.5.2 Similarities and Differences between E-Government and E-Commerce  

E-government and e-commerce have a lot in common, but there are also significant differences 

between them. Based on an extensive literature review, Barzilai-Nahon and Scholl (2007) found 

numerous similarities between e-government and e-commerce in the following areas: ñ(1) 

process improvements, (2) backend (process) integration, (3) cost savings, (4) information 

sharing, (5) vertical and horizontal e-systems integration, (6) increased responsiveness and 

service quality, (7) standardization efforts and (8) the criticality of senior leadership supportò 

(p. 3).  

In prior literature, five fundamental differences between e-government and e-commerce have 

been discussed (Dwivedi et al. 2011). First, it is essential to understand the difference between 

commercial business as a for-profit organization and government as a non-profit organization. 

The most fundamental difference between the two, is the reason for existence, which brings 

with it distinct drivers and motivators. A commercial business is generally founded to generate 

profit for their entrepreneurs and shareholders. Thus business is profit driven. Government is 

elected by the public to serve the society for a pre-defined time period so drivers of e-

government are mainly political. This basic difference in intrinsic nature has a vital influence 

on the allocation of resources, management of services or products, short and long-term 

strategies.  

The second difference is the accountability. A commercial business should account for its 

activities and accept responsibility for them in order to strengthen its reputation and 

competitiveness. Yet it has no obligation to disseminate information or be transparent to the 

public. Government, on the other hand, is expected to be transparent and accessible. It has an 

obligation to explain the decisions and actions to the people it serves.  

A third difference is in the stakeholder expectations. Financial resources and profitability are 

the focal point of managerial decision making for a business because managers are assessed by 

stockholders based on financial statements (e.g., the financial bottom line). Government is 

service oriented and has an entirely different set of stakeholders (Dwivedi et al. 2011). As there 

is not a financial bottom line for government, it is not easy to measure its performance (Drucker 

1995, 108): 

 

ñThe results of a non-profit institution are always outside the organization, 

not insideéOnly when a non-profitôs key performance areas are defined 

can it really set goals. Only then can the non-profit ask: Are we doing what 

we are supposed to be doing? Is it still the right activity? Does it still serve 

a need?é Are we still in the right areas? Should we change?ò 

 

For a government, the key performance area is serving the citizens, who have elected it. Citizen 

satisfaction is the ultimate measure of success for governments and politicians. Government 

should channel all its resources to satisfying the needs and desires of citizens. It pursues some 

political goals and should manage its scarce resources efficiently but its main focus is usually 

not on financial resources. Fourth, government has to serve all citizens without any exceptions, 

while a commercial business is free to choose its customers, focus on a specific market segment 

and customize its product and service portfolio accordingly. Finally, the expectations citizens 
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have of government are much higher than of a commercial business, as their main duty is serving 

citizens. 

Consequently, the dynamics of e-government services are similar to, but not the same as e-

commerce services, which results in a specific research area. However e-government research 

is still in its infancy therefore the field lacks theoretical frameworks that are specifically 

developed for e-government. The specific need for e-government theories and methodologies 

which reflect the complex nature of e-government has already been addressed in prior literature 

(Dwivedi et al. 2011, 11): 

 

 ñAspects like accountability, transparency, digital divide, legislation, 

public governance, institutional complexity and citizensô needs are 

challenging issues that have to be taken into account in e-government 

theory and practices.ò 

 

As a result, many researchers employ theories from similar IS contexts, which are mostly tested 

in e-commerce. By doing so, researchers base their arguments on the similarities between the 

two domains. For instance, Beldad (2010) points out that although e-government is substantially 

different than e-commerce, the intangibility of online transactions which heightens perceptions 

of online risks is a common feature. Thus, he argues that models aiming to determine trust 

antecedents in e-commerce are also applicable in understanding trust formation process in e-

government. Similarly, Carter and Bélanger (2005) integrate constructs from the Technology 

Acceptance Model and Diffusion of Innovation Theory and ñexpect the directional impacts of 

the constructs tested in prior e-commerce research to be the same in the context of e-

governmentò (p. 15).  

To conclude, it is common for researchers in e-government to use information systems models 

and theories tested in e-commerce contexts.  For example, the salient factors that influence the 

adoption of e-government services are commonly analyzed by using theories in Technology 

Adoption Research, which have been mostly validated in e-commerce. Until e-government 

develops as an independent branch of research, researchers do not have many other options 

rather than adapting theories from similar contexts. Among these contexts, e-commerce is 

preferred based on the similarities already discussed. However, Dwivedi, Weerakkody and 

Janssen (2011) stress that ñthe e-government environment is much more complex than the IS 

and e-business domains é and these theories have limitations when applying to the e-

government fieldò (p. 15). Therefore, IS theories should be enhanced with additional constructs 

to account the context and specific conditions of the e-government domain (Orlikowski 2000). 

Furthermore, the theories adopted should be validated in the new domain as well as in the 

relevant cultural contexts. According to Yildiz (2007), such empirical data can ñcontribute to 

the literature by creating new theoretical arguments, providing new concepts and categories that 

would enhance our understanding of e-government policy processes and actorsò (p. 657), which 

would lead to development of e-government specific theories, models and methodologies.   

With the increasing interest on utilizing IT in the public sector, a number of maturity models 

have been suggested to monitor whether governments are on the right track 

(Andersen/Henriksen 2006). There are also several benchmark studies, which compare and rank 

countries according to their e-government development levels. The next section provides an 
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overview on the commonly used e-government maturity models and the selected benchmark 

studies.  

3.6 Assessing Maturity of E-Government Services  

With the ongoing progress in online service delivery in public administrations all over the 

world, many countries have put in place e-government initiatives to enhance public services 

and underlying processes. This has led to research on evaluating and benchmarking the level of 

maturity of e-government initiatives.  

So called ñstage modelsò have been developed for categorizing and evaluating the progress of 

public service development. Some of these models assess development from the perspective of 

technological sophistication, while others aim to analyze the level of maturity based on level of 

interaction with users. The stages in these maturity models are also used to rank countries for 

their e-government implementation levels (United Nations 2014; European Commission 2012). 

Some of the well-known maturity models of development in prior literature are summarized 

below.   

3.6.1 Maturity Models of E-Government Development  

First governmental efforts in e-government usually start with an online presence. Combining 

lessons learned from these initiatives with the usersô demands and changes in society 

governments move to higher stages of e-government implementation, which promise the 

critical benefits of e-government. A number of frameworks have been proposed to understand 

e-government development process, in terms of service delivery. 

3.6.1.1 The Maturity  Model of Layne and Lee   

One of the first and most widely-recognized e-government maturity models has been suggested 

by Layne and Lee (2001). The authors posit a model of four stages of growth for fully functional 

e-government (Layne/Lee 2001, 124): 

 

Stage I: Cataloguing  

At this stage of maturity, governments are focused on establishing an online presence for the 

government (Layne/Lee 2001, 124). Functionalities at this stage are quite limited such as 

cataloguing government information and presenting it on the web (Layne/Lee 2001, 124). 

Toward the end of this stage, users can search for and view detailed government related 

information and access to downloadable forms. 

 

Stage II: Transaction  

The initiatives at this stage focus on connecting internal government systems to online 

interfaces. By empowering users to deal with their governments online, the critical benefits of 

e-government such as elimination of paperwork, time savings, and convenience of using e-
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services anytime anywhere begin to emerge. Databases in public administrations support online 

transactions. Functionalities at this stage are more advanced, allowing interactive completion 

of a process online rather than simply downloading a form and taking it personally to a public 

authority. An example e-government services at this stage is birth registration.  

 

Stage III: Vertical Integration  

According to Lee (2010), ñvertical integration initiates the transformation of government 

services rather than automating existing processesò (p. 226). At this stage of maturity, 

government functions at different levels such as those of local, state and federal governments 

are integrated (Lee 2010). Users are able to access the service of higher levels (at the state or 

federal level) from their local portal. For example, there can be a link between a driversô license 

registration system at a state level and the national database of licensed truckers for cross 

checking (Layne/Lee 2001). 

 

Stage IV: Horizontal Integration  

At the final stage of maturity, systems are integrated not only across different levels but also 

across different functions and services of government (Layne/Lee 2001). Such integration 

facilitates a unified and seamless service for the target users, so called ñone-stop governmentò 

(Lee 2010). For example, a citizen can register a vehicle and file his/her tax online at the same 

time because systems in both agencies work from the same database or share information.  

 

As seen above, this maturity model is focused on technical integration of the processes (back-

end e-government) rather than on services and user perspective (front-end e-government). 

3.6.1.2 The Maturity Model of Andersen and Henriksen  

The Public Sector Process Rebuilding (PPR) maturity model proposes four phases of e-

government maturity (Andersen/Henriksen 2006, 242): 

 

Phase 1: Cultivation 

This phase is characterized by horizontal and vertical integration and use of intranet within 

government, and limited user services such as downloading forms. 

 

Phase II: Extension 

This phase is characterized by heavy use of intranet and a personalized interface for processes. 

 

Phase III: Maturity 

This phase is characterized by the abandoning of intranet, by transparent processes and offering 

personalized services for users. 
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Phase IV: Revolution 

This phase is characterized by data mobility across organizations and applications and the 

ambition to transfer data ownership to users.  

 

The PPR maturity model was developed based on the Layne and Lee model (2001). Although 

Andersen and Henriksen (2006) argue that the PPR model is focused more on the front-end 

government with an emphasis on services and users perspective, this model has not received 

much attention. 

3.6.1.3 The Maturity Model of the United Nations  

The United Nations (2014) defines the following four stages of online service development (p. 

195):  

 

Stage 1: Emerging information services 

Government websites deliver information on public policy and other regulations as well as 

available government services (United Nations 2014). Users can access ministries of 

government through the links provided (United Nations 2014). Information on what is new in 

the public administrations is provided with links to archived information (United Nations 2014). 

 

Stage 2: Enhanced information services 

The e-government online presence delivers enhanced one-way or simple two-way e-

communication between public administration and users such as forms to download (United 

Nations 2014). Government websites are multi-lingual. Relevant public information is 

enhanced with audio and video capability. 

 

Stage 3: Transactional services 

The e-government online presence allows two-way interaction between government and users, 

including receiving inputs on policies, programs and regulations (United Nations 2014). An 

electronic authentication of the userôs identity is required (United Nations 2014). Government 

websites process transactions such as downloading and uploading forms, online tax filing and 

applying for license renewals (United Nations 2014).  

 

Stage 4: Connected services 

Government proactively requests opinions from users using interactive tools. Collective 

decision-making, participatory democracy and user empowerment are implicit in this stage of 

e-government maturity. Departments and ministries of public administration are integrated in a 

seamless manner. Governments have rather a user-centric approach than a government-centric 
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approach (United Nations 2010). Services are categorized under life events and tailor-made 

services are provided.  

The above discussion presents an overview of the most widely cited e-government maturity 

models in prior literature. Although some other maturity models have been discussed in 

literature, a detailed analysis of all models goes beyond the scope of this thesis. Table 3-1 below 

provides a comparison of various stage models. A detailed comparison of stages in e-

government development models can be found in (Maheshwari et al. 2011) and (Lee 2010).  

Although the model of Layne and Lee is the most cited maturity model in e-government 

literature (Maheshwari et al. 2011), no one model has been accepted as standard. This is not 

surprising considering the relatively immature nature of the e-government domain. The 

classifications, methodologies and objectives of these models vary greatly and create confusion 

among researchers (Lee 2010): 

 

ñThe models seem to be incongruent with each other as they are based on 

different perspectives and use somewhat different metaphors. This presents 

a difficulty not only in understanding different research results, but also in 

planning future actions for e-government.ò 

 

Existing e-government maturity models distinguish between stages ranging from three to six. 

Furthermore, a service can be classified as belonging to different categories in different models 

(e.g., e-payment appears in second stage of Layne and Lee model but in the third stage of the 

Moon model (Treiblmaier et al. 2004)). This is partly caused by the differences in the 

conceptual definitions. For instance, the model of Andersen and Henriksen (2006) includes 

vertical and horizontal integration in its initial stage ócultivationô, but this is one of the final 

stages in Layne and Lee model (2001). In the former, integration is limited to internal operations 

of government while the latter takes different levels and functions of government into account 

(Lee 2010). There are even differences in categorization within the same organization; for 

instance, the United Nations categorized óemerging presenceô and óenhanced presenceô 

separately in 2001, combined them into one stage between 2003-2008 and separated them once 

again in 2012, with a minor name change to óemerging information servicesô and óenhanced 

information servicesô.  
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Stage Model Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 

Gartner Group        

(Baum/Di Maio 2000) 

Web presence Interaction Transaction Transformation   

Deloitte Research             

(2000) 

Information 

publishing and 

dissemination 

Two way 

transaction 

Multi -purpose 

portals 

Portal 

personalization 

Clustering of 

common services 

Full integration 

and enterprise 

transaction 

Layne and Lee                  

(2001)  

Catalogue Transaction Vertical 

integration 

Horizontal 

integration 

  

Hiller and Bélanger          

(2001) 

Information 

dissemination and 

catalogue 

Two-way 

communication 

Service and 

financial 

transaction 

Vertical and 

horizontal 

integration 

Political 

participation 

 

United Nations                  

(2001) 

Emerging presence Enhanced presence Interactive 

presence 

Transactional 

presence 

Seamless presence  

Wescott                            

(2001) 

Email and Internet 

network 

Interorganization 

and public access 

to information 

Two-way 

communication 

Allowing 

exchange of value  

Joined-up 

government 

Digital democracy 

Moon (2002) One-way 

communication 

Two-way 

communication 

Service and 

financial 

transaction 

Integration Political 

participation 

 

to be continued on the next pageé 
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Stage Model Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 

World Bank                      

(2002) 

Publish Interaction Transact    

Accenture          

(Rohleder/Jupp 2003) 

Online presence Basic capability Service 

availability 

Mature delivery Service 

transformation 

 

United Nations                 

(2003) 

Emerging presence 

and enhanced 

presence 

Interactive 

presence 

Transactional 

presence 

Networked 

presence 

E-participation 

index 

 

West (2004) Billboard stage Partial service 

delivery stage 

Portal stage Interactive 

democracy 

  

Siau and Long                  

(2005) 

Web presence Interaction Transaction Transformation E-democracy  

United Nations                 

(2005) 

Emerging presence 

and enhanced 

presence 

Interactive 

presence 

Transactional 

presence 

Networked 

presence 

E-participation 

index 

 

Andersen and Henrisken  

(2006) 

Cultivation Extension Maturity Revolution   

United Nations                 

(2008) 

Emerging presence 

and enhanced 

presence 

Interactive 

presence 

Transactional 

presence 

Connected  E-participation 

index 

 

to be continued on the next pageé 
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Stage Model Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 

Klievnik and Janssen       

(2008) 

Stove-piped 

applications 

Integrated 

organization 

Nationwide portals Inter-

organizational 

integrations 

Demand-driven, 

joined-up 

government 

 

United Nations                 

(2012, 2014) 

Emerging 

information 

services 

Enhanced 

information 

services 

Transactional 

services 

Connected 

services 

  

Table 3-1. Comparison of Stage Models in E-Government 

Source: Own Illustration based on (Maheshwari et al. 2011) 
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It is significant that none of these models embrace technological, organizational, user and 

service perspectives all together. Most of them focus on technological integration however e-

government is more than a technological phenomenon as it encompasses complex interactions 

of government with citizens, businesses, employees and other governments. Although there are 

some unsatisfactory attempts to encompass all perspectives of e-government in the literature  

(cf. Andersen/Henriksen 2006), the stage model proposed by Lee (2010) has been one of the 

most useful models. Based on a meta-synthesis of the existing e-government stage models in e-

government literature, he suggested the following framework (see Figure 3.2 below): 

 

 

 

Figure 3.2. A Common Frame of Reference for E-Government Stage Models 

Source: Own Illustration based on (Lee 2010) 

 

By combining different perspectives, this model defines four metaphors on two clearly 

differentiated themes of óusers and services perspectiveô and óoperations and technology 

perspectiveô. The metaphor of presenting ñdoes not contain separate themes as it represents a 

simple information presentation, but other metaphors contain clearly differentiated themesò 

(Lee 2010, 228): 
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Presenting 

This phase refers to presenting information in the information space.  

 

Assimilating 

This phase combines the stages of interaction for óusers and servicesô and integration for 

óoperations and technologyô perspectives. Processes and services replicate the ones in the real 

world (Lee 2010). 

 

Reforming 

This level combines the stages of transaction for óusers and servicesô and streamlining for 

óoperations and technologyô. Processes and services are reformed to match the information 

space requirements, to create a more efficient fit (Lee 2010). 

 

Morphing 

This phase combines the stages of participation for óusers and servicesô and transformation for 

óoperations and technologyô.  The scope of processes and services in the information space are 

changed to create a more effective fit with the processes and services in the real world (Lee 

2010). 

 

E-Governance 

This level combines the concepts of involvement for óusers and servicesô and process 

management for óoperations and technologyô. Processes and services are ñsynchronously 

managed, reflecting citizen-involved changes with reconfigurable processes and servicesò (Lee 

2010, 224). 

 

It is important to note that, not all e-government projects follow all stages in a sequential order 

(Joseph/Kitlan 2008; Lee 2010). However caution is advised in case stages are skipped. Though 

it may be possible in terms of óoperations and technologyô, implementing such rapid changes 

would not be easy from the óusers and servicesô perspective (i.e. processes on the real world) 

(Lee 2010). 

Independent of the selected e-government maturity model, governmental organizations seek to 

reach the higher stages of maturity for several reasons such as saving time, cost and effort. Each 

successive stage represents a higher level of collaboration and integration, hence a higher level 

of information sharing, reaching full and seamless integration at the final stages. Stage models 

are also used to assess e-government readiness in several countries and rank them accordingly 

based on different criteria, and this function is discussed next. 



 47 

3.6.2 E-Government Benchmark Studies and Surveys 

There are a number of surveys which are commonly used as benchmarking tools to assess e-

government development worldwide. Such surveys are intended to provide two types of 

comparison: firstly, the benchmarking of a country in respect to the others and secondly, the 

assessment of e-government development within a country over the years to make sure that e-

government implementation is moving in the right direction.   

3.6.2.1 United Nations E-Government Survey 

The United Nations (UN) E-Government Survey has been conducted by the Department of 

Economic and Social Affairs of the United Nations since 2004. It provides an assessment of the 

use and potential of ICT to transform the public sector in its member countries on a comparative 

basis (United Nations 2014). Although some G2B e-government services are mentioned in UN 

studies, the survey focuses mostly on G2C and G2G e-government (United Nations 2010, 2012, 

2014).  

By assessing e-government readiness and development, the survey enables comparison and 

ranking of the nations. Based on several indices, a so called óe-government development index 

(EGDI)ô is calculated rating each nation relative to all other UN member countries (United 

Nations 2012). In this aspect, the survey is the most comprehensive e-government benchmark 

study in the world. 

The most recent report was published in 2014 covering 193 member countries of the United 

Nations (2014). This survey used five indicators of e-government development to calculate 

EGDI as a composite indicator measuring the service availability and e-government readiness 

of the nations (United Nations 2012). Mathematically, it is calculated by taking the weighted 

average of three dimensions of e-government: online services index, telecommunication 

infrastructure index and human capital index (United Nations 2012). 

The online services index reflects the scope and quality of online services. It is calculated based 

on the assessment of ñnational portal, e-services portal and e-participation portal, as well as the 

websites of the related ministries of education, labor, social services, health, finance, and 

environment as applicableò (United Nations 2014, 191). The telecommunication infrastructure 

index represents the development status of telecommunication infrastructure in the country. It 

is calculated based on the estimated number of ñInternet users per 100 inhabitants, number of 

main fixed phone lines per 100 inhabitants, number of mobile subscribers per 100 inhabitants, 

number of wireless broadband subscriptions per 100 inhabitants and number of fixed broadband 

facilities per 100 inhabitantsò (United Nations 2014, 187). The International 

Telecommunication Union is the primary source of data for this indicator. The human capital 

index refers to the human capital in the country. It is a composite of ñadult literacy rate and the 

combined primary, secondary and tertiary gross enrollment ratioò (United Nations 2014, 189). 

The United Nations Educational, Scientific and Cultural Organization is the main source of data 

for this indicator (United Nations 2014). 

The UN e-government survey also provides a classification of the available online services in 

a member country in four stages defined by the United Nations Maturity Model (see Section 

3.6.1.2 above). Furthermore, the study ranks countries according to their e-participation indices 

and environment indices. E-participation index reflects how well citizens are engaged and 
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supported in their interaction with the government. Environment index represents the ñuse of e-

government to provide information and services to citizens on environment related issuesò 

(United Nations 2014, 191).  

The studies are accessible at http://unpan3.un.org/egovkb. 

3.6.2.2 The European Commission eGovernment Benchmark (Cap Gemini) 

The Cap Gemini Group provides a benchmark for online services on behalf of the European 

Commission since 2001 (also known as the EU eGovernment survey). The survey focuses on 

G2C and G2B e-government services. 

Until 2011, the survey was focused on measuring service availability and sophistication  

(European Commission 2013). Starting from 2012, the survey reports on priorities set by the 

European Commission in eGovernment Action Plans (European Commission 2015c). Such an 

alignment leads to reporting on progresses made in countries on the indicators set by the 

European Commission.  

One interesting finding of this report is the segmentation of respondents according to their 

attitudes toward e-government: e-government believers, potential drop-outs, potential users 

and non-believers (European Commission 2013). E-government believers have used e-

government services within the last 12 months and indicated that they would prefer to use them 

in the future. Potential drop-outs have used e-government services but have indicated a 

preference for another method for interacting with government in the future. Potential users 

have not used e-government but have an online channel preference for interaction with 

government. Finally, non-believers have not used e-government services before and have no 

preference for e-government use. 

The most recent report was published in 2015 presenting the findings of the 2014 e-government 

survey (European Commission 2015c). The survey included an analysis of online users from 

33 countries, and delivered fairly comprehensive insights into e-government development in 

Europe. 

The limitation of this benchmark is assessing countries based on only a few life events10. The 

studies are accessible at https://ec.europa.eu/digital-agenda/en/pillar-7-ict-enabled-benefits-eu-

society. 

3.6.2.3 Eurostat  

Eurostat is the statistical office of the European Union, which collects and publishes 

information on ICT usage in households and by individuals in the EU. Data is collected annually 

based on model questionnaires. The aim of the survey is the timely provision of statistics on 

individualsô access to, and use of ICT at European level (eurostat 2013a). The survey covers 

subjects including security and trust, ICT competence and skills, barriers  of ICT utilization, 

use of e-government and ubiquitous connectivity (eurostat 2013a). 

                                                 
10 The most recent study assessed online sophistication of services based on the life events of ólosing and finding 

a jobô, óstudyingô, óstarting a businessô, ómovingô, óowning a carô, ósmall claims procedureô and óregular business 

operationsô (European Commission 2015c). 

http://unpan3.un.org/egovkb
https://ec.europa.eu/digital-agenda/en/pillar-7-ict-enabled-benefits-eu-society
https://ec.europa.eu/digital-agenda/en/pillar-7-ict-enabled-benefits-eu-society
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The collected data is also used to assess the progress of countries towards reaching goals 

endorsed by the European Union such as the Digital Agenda (European Commission 2016a), 

the European E-Government Action Plan (European Commission 2010) and E-Government 

Benchmark Framework (e.g., European Commission 2012). Statistics are accessible at 

http://epp.eurostat.ec.europa.eu.  

3.6.2.4 Accentureôs E-Government Leadership Report 

Accenture is a management and consultancy company which also publishes reports on public 

service and government. From 2000 to 2006, the ñeGovernment Leadershipò series was 

published reflecting the e-government maturity of the selected countries on an international e-

government landscape. The last eGovernment Leadership study was conducted in 2006 

covering 22 countries around the world (Accenture 2006). 

Since 2007, Accenture has been publishing reports with a special focus. Usually, one of the 

themes from the service portfolio of the company in the public sector such as leadership in 

customer service is the focus of the reports. Surveys tend to be on a relatively smaller scale than 

previously, with fewer questions and countries. The survey in 2012 investigated special factors 

such as ease of accessing government, availability of citizen-centered services, multichannel 

delivery and the level of digitalization (Accenture 2012). The most recent report ñDigital 

Government: Pathways to Delivering Public Services for the Futureò was published in 2014 

assessing the performance of ten countries in digital government. In this study, Germany ranked 

ninth in digital government performance and performed lowest among the ten countries in 

citizen satisfaction (Accenture 2014).  

Although the reports have been based on professionally conducted studies, it should be kept in 

mind that Accentureôs E-Government Reports are not designed to deliver an e-government 

benchmark study for academic purposes. Indeed, Accenture reports have been criticized due to 

ñthe objective of raising the profile of the company concerned in the e-government services 

marketò (Bannister 2007, 177).  

The studies are accessible at http://www.accenture.com. 

3.6.2.5 Economist Intelligence Unit Digital Economy Rankings 

Since 2000, the Economic Intelligence Unit of the Economist Group has worked in cooperation 

with IBM to assess the quality ICT infrastructure of countries and the extent to which citizens, 

businesses and governments use it for economic and social benefits on a global scale (The 

Economist Intelligence Unit 2010). Previously known as IBM E-Readiness Rankings, the study 

was renamed as the Digital Economy Rankings in 2010 (The Economist Intelligence Unit 2010). 

The rankings are calculated by considering about 100 quantitative and qualitative criteria 

measuring social, political, economic and technological development of countries.  

Data sources include the United Nations (http://www.un.org), the Economist Intelligence Unit 

(http://www.economist.com/topics/economist-intelligence-unit), the World Bank 

(http://www.worldbank.org), and the World Intellectual Property Organization 

(http://www.wipo.int). 

http://epp.eurostat.ec.europa.eu/
http://www.accenture.com/
http://www.un.org/
http://www.economist.com/topics/economist-intelligence-unit
http://www.worldbank.org/
http://www.wipo.int/


 50 

The most recent study was published in 2010 benchmarking 70 countries (The Economist 

Intelligence Unit 2010). Country scores were calculated based upon numerous indicators in six 

distinct categories: ñconnectivity and technological infrastructure, business environment, social 

and cultural environment, legal environment, government policy and vision, consumer and 

business adoptionò (The Economist Intelligence Unit 2010, 3). The studies are accessible at 

http://www.economist.com/topics/economist-intelligence-unit. 

3.6.2.6 E-Government Monitor  

E-Government Monitor (Krcmar et al. 2016; Krcmar et al. 2014; Krcmar et al. 2011b, 2012; 

Krcmar et al. 2013; Krcmar et al. 2015; TNS Infratest 2010) provides a focused benchmark 

study on selected countries, which delivers detailed findings on success factors and barriers to 

e-government adoption. Since 2010, the study has been conducted by ipima 

(http://www.fortiss.org/en/sectors/public-administration), Initiative D21 

(http://www.initiatived21.de) and TNS Infratest (http://www.tns-infratest.com) annually. 

Compared to other benchmarks described above, E-Government Monitor focuses on a smaller 

number of countries. The most recent version, published in 2016, analyzed Germany, Austria 

and Sweden (Krcmar et al. 2016). Rather than aiming to deliver a broad overview of e-

government adoption in numerous countries, the study provides a detailed screening of 

underlying determinants of, and barriers to e-government diffusion as well as usage of mobile 

devices and open government services in the selected nations. Most of the survey questions 

remain the same over the years in order to enable comparability of the survey results. In 

addition, the study has been continuously enhanced to reflect the increasing demands and 

expectations users have of e-government. Furthermore, this study distinguishes itself by the 

utilization of representative samples, which provides results with high external validity. The 

studies are accessible at http://www.egovernment-monitor.de. 

 

The above analysis reveals that there are several benchmark studies on e-government. Yet, there 

is a clear lack of consistency between different benchmarks (Vintar/Nograġek 2010; Bannister 

2007; Jansen 2005). Most countries have widely varying scores on the ranking lists of different 

studies. Indeed, this is quite normal, because generally studies cannot be meaningfully 

compared with each other; they all have different scopes, scales, objectives, methodologies, 

budgets, and data sources. Based on a comprehensive analysis of various e-government 

benchmarks, Bannisster (2007) concluded that global benchmarks ñare not a reliable tool for 

measuring real e-government progressò (p. 185). He argued that the analysis of a large number 

of countries demand standardization, which is nearly impossible, and the attempt to enforce it 

can lead to loss of quality in information. As a possible remedy, he suggests using in-depth case 

studies of the selected countries rather than analyzing hundreds of countries. One such 

benchmarking study is the E-Government Monitor, which forms the empirical basis of this 

thesis.  

http://www.economist.com/topics/economist-intelligence-unit
http://www.fortiss.org/en/sectors/public-administration
http://www.initiatived21.de/
http://www.tns-infratest.com/
http://www.egovernment-monitor.de/
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3.7 Government 2.0  

As discussed previously, e-government is an evolutionary phenomenon involving various 

stages of implementation. The initial stages are characterized by low complexity and low level 

of integration. E-government at this stage is commonly referred to as Government 1.0. Most 

Government 1.0 projects were in information or communication stages of maturity, failing to 

reach the final stages of e-government. They were government-centric emphasizing the 

automation of current administrative processes and government operations. However, with such 

projects government agencies often failed to meet usersô needs online.  

As governments progress towards higher stages of growth, systems are integrated across 

different functions which results in higher efficiency and effectiveness in using information 

technology. Indeed, at higher stages of e-government, citizen demands push governments to 

become more service oriented. Citizens expect their voices to be heard and their requests 

implemented in governmental decisions and policies. Implementation of such a revolution 

towards citizen participation and collaboration requires utilization of more advanced 

technologies than in Government 1.0. This new generation of e-government initiatives 

encompasses a broader perspective on public administration, which is known as Government 

2.0 (Chun et al. 2010).  

Government 2.0 projects aim for higher stages of maturity promoting shared governance to 

transform how the government operates, in terms of seamless information flow, high levels of 

transparency and collaborative decision making (Chun et al. 2010). Hence, although 

Government 2.0 involves the new technology of Web 2.0, it is much more than just a higher 

stage of e-government in terms of technology. Embracing the values of Web 2.0 applications, 

governments become more transparent, accountable, participatory and inclusive. Making 

government more accessible, participatory and transparent requires substantial changes to the 

status quo and governance.  

One important lesson from failure of Government 1.0 projects was the examination and, if 

necessary, reorganization of administrative processes before transferring them to a digital 

environment rather than automating the existing processes (also known as the ñorganization 

before technologyò concept) (Becker et al. 2012). After dealing with various challenges and 

partial failures, governments worldwide have recognized the necessity of delivering more 

citizen-centric e-government services in a more effective and responsive way, with higher 

transparency, participation and collaboration. These requirements lead to a fundamental shift 

in e-government implementations, which become a global trend in the public sector.  

3.7.1 Open Government 

The concept of open government (see  

Figure 3.3 below) constitutes an essential part of Government 2.0 initiatives. Fountain (2001) 

defines open government as the governing doctrine in which citizens are allowed to access 

documents and policies of governments for the sake of an effective public oversight. Open 

government is based on the following three principles: 

 

1. Transparency  
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Government should be transparent. Transparency in government through ICT (also 

known as e-transparency) promotes increased accountability and discourages 

corruption by providing information to citizens about what the government is doing. 

Public authorities should conduct their work more openly; disclose information about 

their operations and decisions including administrative policies as well as their actions 

to meet their legal information dissemination obligations (McDermott 2010). Public 

information should be easily accessible, searchable and integrated to enhance 

transparency (Chun et al. 2010).  

Facilitating transparency requires substantive changes within government (especially in 

cultures which do not promote openness and transparency (Bertot et al. 2010b)), but 

many governments have claimed success in reducing public sector corruption through 

the adoption of ICT (Shim/Eom 2008). 

 

2. Participation  

Government should be participatory. Participation in government through ICT (also 

known as e-participation) encourages citizen engagement by providing opportunities 

for the public to participate in the political, technical and administrative decisions that 

affect them. Transparency and citizen participation are regarded as cornerstones of 

democracy in the technological age (also known as e-democracy) (Bertot et al. 2010b).  

Public authorities should provide feedback mechanisms and search for innovative tools 

and practices to promote higher levels of citizen participation (McDermott 2010). 

Furthermore, governments should use some methods (e.g., collaborative tagging) to 

determine which data is useful and relevant for their operations and decision-making 

(Chun et al. 2010).  
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Figure 3.3. Three Principles of Open Government 

Source: Own Illustration based on (Chun et al. 2010) 

 

Some regimes are ambivalent about citizens directly participating in government 

decisions (Roberts 2004). Proponents argue that the collective knowledge, ideas and 

ability of the population can enhance governmentôs effectiveness and improve the 

quality of its decisions. On the other hand, direct citizen participation may be countered 

by skepticism and resistance. For instance, civil servants may not be enthusiastic about 

direct citizen participation in political processes. Furthermore, citizens lack the 

technical, political and administrative expertise, which is another issue that needs to be 

considered (Roberts 2004). 

 

 

3. Collaboration 

Government should be collaborative. Collaboration should be implemented internally 

and externally. Internally this demands cooperation among government agencies across 

all levels. External collaboration actively engages citizens and businesses to improve 

the effectiveness of their government.  

Public authorities should use technology platforms to work together with stakeholders 

within and outside the public organizations, provide descriptions of websites where the 

public can learn about existing collaborative efforts, and search for innovative methods 

to increase collaboration with the public (McDermott 2010). Governments should 

promote collaboration at all levels. Yet, for this to be successful, data integration and 

interoperability need to be achieved through semantic mediation so that the public data 

is meaningfully integrated (Chun et al. 2010). As in the case of participation, 

governments should use appropriate methods (e.g., collaborative tagging) to filter and 

extract valuable information. 

Research has shown that increasing transparency and providing greater access to 

government information through the use of ICT increases trust among citizens 

(Shim/Eom 2008; Bertot et al. 2010b) and this improved citizen trust is one of the main 

benefits of open government.  

Within the last decade, open government has become a priority of several governments. 

President Barack Obama issued a Memorandum on Transparency and Open 

Government underlying the ensurement of public trust and establishment of a system of 

transparency, participation and collaboration in the U.S. (The White House 2009). 

Within the Europe, participation and democratic decision-making have been set as 

explicit goals set in eGovernment Action Plans of the European Commission (2016a; 

2005). These documents state the objectives and expectations of European public 

organizations, which should be adopted in the national IT strategies and programs of the 

individual European countries. The use of Web 2.0 technologies has been implicitly 

listed in these plans. The new EU eGovernment Action Plan 2016-2020 (European 

Commission 2015b) and the Digital Agenda for Europe (European Commission 2016a) 

support further the provision of a new generation of e-government services and aim 
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towards ña knowledge-based, sustainable and inclusive economy for the European 

Union as set forth in the Europe 2020 Strategyò (European Commission 2016b).  

3.7.2 Tools and Practices of Web 2.0 for  the Public Sector  

Social media tools and Web 2.0 applications offer the potential to take the evolution of e-

government in new directions by enhancing transparency and promoting e-participation. A 

particular set of web-based technologies have received considerable amount of emphasis in the 

context of Government 2.0:  

 

¶ Weblogs (Blog) 

A weblog is a web-based interactive application in which the content is presented in a 

structured format of information, often displayed in a chronological order (Bertot et al. 

2010a). Blogs can be used for a variety of purposes but most are focused towards 

expressing opinions and sharing information on specific topics with others. Blogs 

typically consist of text, images, audio, video or a combination of these. 

 

¶ Microblogs  

A micro-blog is a web-based platform that is used to share information about current 

events or personal opinions primarily through mobile devices (Chun et al. 2010). 

Microblogging is a combination of social networking and blogging. A well-known 

example is Twitter (https://twitter.com).  

 

¶ Wikis  

A wiki is a web-based tool that allows collaborative authoring and editing of content 

dynamically via a web browser. A well-known example is Wikipedia 

(https://www.wikipedia.org). The process of utilizing ña group of people or a 

community to accomplish a specific task, often collaboratively, with the aim of having 

easier access to a wide variety of skills and experienceò (Oliveira et al. 2010) is known 

as crowd- sourcing. 

 

¶ Mashups  

A mashup is an application that uses contents from two or more external data sources, 

combines, integrates and highlights hidden connections between them and thus creates 

new value-added information (Chun et al. 2010). Structured data i.e. extensible markup 

language (XML) and application programming interfaces (API) are two essential 

prerequisites for mashups (Bertot et al. 2010a).  

 

¶ Social Networking and Media-sharing 

https://twitter.com/
https://www.wikipedia.org/
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Social networking sites are web-based services to build online communities for 

promoting interaction with other users having similar interests. There are general 

platforms (e.g., Facebook https://www.facebook.com), mobile applications (e.g., 

https://web.whatsapp.com) as well as professional networks (e.g., XING 

http://www.xing.com).  

Media sharing platforms include photo sharing, video sharing, document sharing and 

slide sharing. Most of these platforms enable social networking including functionality 

for evaluation and making comments. Flickr (https://www.flickr.com) is a well-known 

example of image hosting website; whereas YouTube (http://www.youtube.com) is 

popular for video sharing. DocStoc (http://www.docstoc.com) is being increasingly 

used for sharing documents and SlideShare (http://www.slideshare.net) for sharing 

presentations. 

 

¶ Content Syndication  

Content syndication refers to making part or all of a websiteôs content available by use 

by other services as web feeds (Hammersley 2003). By using content syndication, 

information can be frequently updated and pushed to subscribers with content based on 

their pre-selected interests (e.g., the latest news). Really Simple Syndication (RSS) and 

Atom syndication are two commonly used XML-based formats for web feeds.  

 

Government could actively use these technologies to increase transparency, participation and 

collaboration with the public; for instance by generating a Facebook page, a YouTube channel 

and/or a Twitter account for an open dialogue with the public. Creating blogs where individual 

citizens have the opportunity to publish comments would increase collaboration. Information 

could be syndicated on official websites (e.g., RSS) enabling constantly updated information to 

be made available to the public.   

Web 2.0 technologies can also serve indirectly to promote openness and reduce corruption in a 

country. In such a case, content is not likely to be provided by the government. Rather, 

individuals share secret data and documents with political significance to reveal corruption. 

Wikileaks (https://wikileaks.org) is an international organization which disseminates 

documents, photos and videos to reveal unethical behavior in governments and institutions. 

Wikileaks publishes data on a wiki, microblog and social media. In another political example; 

Facebook, Twitter and YouTube enabled an instant sharing of videos, audios and transcripts 

related to a massive corruption scandal involving the Turkish Prime Minister Erdogan, who 

banned these platforms temporarily to avoid the further distribution of media (Dorell/Kotsev 

2014).   

3.7.3 Opportunities and Threats of Web 2.0 Technologies in the Public Sector 

The exploitation of Web 2.0 technologies11 by public administrations looks quite promising and 

governments worldwide commit to strategic plans for Government 2.0. Yet, their adoption by 

                                                 
11 Although there are some discussions about the rise of Web 3.0 and the semantic web technologies, its 

applications in the public sector remain quite rare and goes beyond the scope of this thesis. 

https://www.facebook.com/
https://web.whatsapp.com/
http://www.xing.com/
https://www.flickr.com/
http://www.youtube.com/
http://www.docstoc.com/
http://www.slideshare.net/
https://wikileaks.org/
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governments is still in its initial stages and a considerable amount of research is required to 

reach maturity. Such a significant evolution, requiring a change of perspective from 

government-centered thinking to user-centered orientation cannot be expected to happen from 

one day to the next. Furthermore, the use of Web 2.0 technologies may not be exclusively 

beneficial. Although societies around the world seem to be enthusiastic about the frequently 

stated benefits of Web 2.0, potential risks of these applications should also be taken into 

account. De Kool and van Wamelen (2008) summarize the opportunities and threats of Web 

2.0 in the public sector as follows (p. 6): 

 

1. Social interaction versus isolation 

Web 2.0 enables online ñsocial interactions and communication between people all over 

the worldò (de Kool/van Wamelen 2008). At the same time, the number of people who 

isolate themselves from the real world is increasing (de Kool/van Wamelen 2008). 

 

2. Participation versus exclusion 

Web 2.0 stimulates people to participate in society and democracy (de Kool/van 

Wamelen 2008). This is however only true for people who are actively using the 

Internet. The elderly, handicapped people and people with limited financial or technical 

skills may become excluded (de Kool/van Wamelen 2008). 

 

3. Quantity versus quality data 

Web 2.0 offers the possibility to share large amounts of information for increasing 

transparency. However, such an information-overload is not always beneficial. It raises 

concerns about the reliability and the accuracy of the information provided.  

 

4. Information sharing versus information protection 

Web 2.0 makes it easy to share information (de Kool/van Wamelen 2008). Sharing and 

distribution of information may lead to violation of copyrights or privacy concerns. 

Furthermore ñpossible abuse of personal information, the risk of hackingò (de Kool/van 

Wamelen 2008) and unwanted messages (spam) are among the possible concerns. 

 

5. Unlimited ambitions versus limited possibilities 

Web 2.0 can increase expectations and lead to high ambitions (de Kool/van Wamelen 

2008). Nevertheless, different barriers can hinder the introduction of new applications; 

lack of qualified employees, cultural resistance against change (de Kool/van Wamelen 

2008), and lack of financial resources may limit the potential use of these technologies. 

 

As seen above, e-government promises greater efficiency and effectiveness of public sector 

operations as well as increased transparency, participation and collaboration. Although many 

e-government projects are being implemented, the majority of projects fail. Besides the 



 57 

financial and opportunity costs, failure of early e-government initiatives increases barriers for 

future e-government projects by creating frustration in governments, and loss of credibility and 

trust among the public. Hence, it is essential to understand the potential barriers to it and look 

for ways to reduce risks. The next section aims to increase awareness of barriers to a successful 

e-government implementation. 

3.8 Barriers to E-Government 

Challenges to e-government can be categorized under supply-side barriers and demand-side 

barriers. Supply-side barriers are identified and synthesized by Ebrahim and Irani (2005) based 

on a critical examination and analysis of studies, which examine difficulties and barriers that 

have been experienced in public sector organizations. Their classification defines four main 

categories of barriers: technological, organizational, operational, and personal related barriers 

(see Table 3-2 below). 

Not all barriers to e-government development come from within public authorities. There may 

be an inevitable resistance in society to using governmentôs online services. The success of 

online public services depends largely on how well the citizens make use of them (Kumar et al. 

2007). The E-Government Survey conducted by United Nations (2012) summarizes the 

following demand-side barriers: 

 

1. Accessibility barriers (Digital Divide) 

Governments should ensure the digital inclusion of all citizens to allow their 

participation through ICT. Social exclusion is caused by unequal access to the Internet. 

The Organization for Economic Cooperation and Development (OECD) defines the 

term ñdigital divideò as follows (OECD 2001, 5):  

 

ñDigital divide refers to the gap between individuals, households, 

businesses and geographic areas at different socio-economic levels with 

regard both to their opportunities to access information and communication 

technologies (ICTs) and to their use of the Internet for a wide variety of 

activitiesò  

 

This definition seems to focus on the technology aspect. Cullen (2001) defines the digital 

divide as the gap that exists between individuals who have access to information and 

communication technologies and those without such access or skills. This broader 

definition, which includes access to technology as well as the skills required to use ICT, 

is more appropriate, as having mere access to technology is not enough to ensure digital 

inclusion; individuals need relevant skills to use online technologies, especially with 

regards to protecting their privacy and security.  
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 Barriers 

 

 

Operational barriers 

 

- Shortage of reliable networks and communication infrastructure 

- Lack of standards and common architecture policies 

- Incompatibility and complexity of the existing systems 

- Restrictions of the existing internal systems regarding their integrating capabilities 

- Lack of integration across government systems 

- Lack of enterprise architecture 

- Lack of documentation especially in case of custom systems 

 

- Installation, operation and maintenance costs of e-government systems 

- Cost of trainings and system development 

-  

Personnel related barriers 
 

- Lack of IT training programs in government 

- Shortage of well-trained IT staff in market 

- Lack of knowledge regarding e-government interoperability 

- Unqualified project managers 

- Shortage of salaries and benefits in public sector 

- Turnover of IT specialist staff 

- High cost of external IT consultants 

 

to be continued on the next pageé 
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 Barriers 

 

Security related barriers 

 

- Threats from hackers and intruders 

- Threats from viruses, worms and Trojans 

- High cost of security applications and solutions 

- Unauthorized external and internal access to systems and information 

- Lack of knowledge for security risks and consequences 

- Need for reassurance that transaction is legally valid 

- Lack of security rules, policies and privacy laws 

- Inadequate security of government hardware and software infrastructure 

- Lack of risk management policies 

- Unsecured physical access to public building  

 

Organizational barriers 

 

- Lack of coordination and cooperation between departments 

- Lack of effective leadership support and commitment among senior public officials 

- Unclear vision and management strategy 

- Complexity of business processes and concerns related to effort involved in process reengineering  

- Changes in government and politics 

- Resistance to change at all levels (status quo) 

- Shortage of financial resources in public sector organizations 

 

Table 3-2. Supply Side Barriers to E-Government 

Source: Own Illustration based on (Ebrahim/Irani 2005) 
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The older generation, individuals with lower education and poorer citizens are 

frequently discussed as being socially excluded from online technologies. Evidence 

from studies which analyze the influence of socio-demographic factors including age, 

gender, income and education in creating a digital divide (cf. Niehaves et al. 2012) 

suggest that gender (specifically male), income and education have a positive influence 

on e-government adoption, whereas age has a negative influence. 

Countries are increasingly considering multi-channel service delivery mechanisms to 

complement their standard Internet based e-government services (Dwivedi et al. 2011). 

Besides the Internet, communication with citizens should be extended to mobile-based 

channels such as mobile web and mobile applications, digital television, free access to 

public services through kiosks or wireless devices. Access through digital TV is 

especially important for reaching older people or people who do not use the Internet. 

The government in the UK successfully reaches this segment of the population by using 

digital television. According to the latest survey of United Nations (2012), 57 percent 

of the digital TV users in the UK are over 45 years old,  67 percent are  not working ï 

hence do not have Internet access at work ï  and  48 percent of them rarely or never use 

the Internet. 

 

2. Lack of benefits 

There must be clear citizen benefits for using e-government services rather than the 

more traditional means of communication or transaction. Governments can even provide 

incentives to encourage usage of online services, which can help citizens to overcome 

natural resistance to change.  

Convenience is found to be a stronger incentive than mere cost-savings (United Nations 

2012) or privacy, when the benefits of an online transaction outweigh the value of 

privacy (Beldad et al. 2009). The number and maturity of available services in a 

governmentôs e-service portfolio also impact convenience. Many countries have only a 

limited portfolio of e-services (United Nations 2012), which leads to low usage figures. 

Another issue is the maturity level of the available services. Higher stages of e-

government maturity result in more people willing to use online tools, while e-services 

in the earlier stages of maturity can make citizens more reluctant to enter into electronic 

transactions with public authorities. 

 

3. Concerns over trust, security, privacy 

Concerns of individuals regarding security and privacy have a striking negative 

influence on citizensô willingness to engage in electronic communications with 

government (Hoffman et al. 1999). Indeed, the survey by the United Nations (2012) 

clearly underlines that ñthey are mentioned as a major reason for non-usage of e-

government servicesò (p. 105). 

Unlike traditional environments in the physical world, perceptions concerning privacy 

and security in online environments hinder use of online transactions. The facelessness 

and intangibility of online transactions heighten perceptions of online risks. Individuals 

lose control over their personal data when they decide to transmit them online 
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(Hoffmann/van Kaenel 2010). In a large-scale empirical study, Akkaya et al. (2011) 

identified the factors of inadequate security of transferred data, fear of becoming a 

ñtransparent citizenò and lack of confidential handling of sensitive data as the specific 

concerns of citizens regarding data protection and security. These three aspects were 

considered as important by more than 50 percent of the respondents, independent of 

their gender, age and degree of education.  

As mentioned in the report of United Nations (2014), trust in using e-government 

services is also critical in addition to privacy and security. Previous experiences, 

existing relationships and beliefs of citizens about government organizations will 

obviously affect their approach to online public services. If individuals have conflict 

prone and inflexible relationships with public authorities, their trust in government is 

likely to be low. If citizens do not trust in the ability and technical capacity of 

governments to provide high quality services in a secure environment, they are likely to 

have low expectations and continue using traditional methods. Similarly, if citizens 

believe that government is trying to collect information for other purposes, they will be 

less willing to send information electronically due to privacy concerns.  

Trust in the Internet is related to privacy and security concerns; in particular, first-time 

users have greater concerns regarding security and privacy of online transactions and 

may rely heavily on web site cues (Koufaris/Hampton-Sosa 2004). Hence, clear policy 

statements on privacy regarding any information that may be collected as well as 

security assurances should be provided. According to the United Nations E-Government 

Survey (2012), only 41 percent of the member states publish a privacy statement and 

only 20 percent of them ñhave a visible security policy with a secure link feature clearly 

indicated on their government websiteò (p. 105). 

It is important to note that transparency leads to greater trust (United Nations 2012). 

Therefore, the global effort towards more transparency in public authorities is likely to 

foster citizensô trust in government, helping to eliminate this barrier. 

 

4. Usability Barriers 

Usability refers to the intuitive design of technologies that enable users to engage with 

the content embedded within the technology (Bertot et al. 2010b). It is a broad term 

encompassing ease of use, availability of support, ease of understanding and 

searchability.  

Usability barriers work against citizen benefits from online services and impede the 

uptake of e-government services. E-services should be easy to find, understandable in 

terms of language and intuitive to help get things done quickly (Davey et al. 2011). 

Some people are concerned about making mistakes due to unfamiliarity of the electronic 

medium. Some others cannot find the information they are looking for due to poor 

technical design of the portals (Krcmar et al. 2013; Krcmar et al. 2015). Evidence 

suggests that reading levels of government web sites are higher than those 

recommended, which makes it too difficult for elderly people to read (Davey et al. 

2011). Providing search engines is particularly important, ñas they are the most common 

entry point for government website interactionsò (United Nations 2012, 106). Online 

and offline support should be provided, which has been stated as a barrier to use of e-



 62 

government services (Krcmar et al. 2015; Krcmar et al. 2013; Krcmar et al. 2014). 

Moreover, it is critical for government organizations to keep their websites up-to-date, 

well maintained and robust. 

Studies reveal that usability of e-government portals needs to be improved. Only 15 

percent of the national portals in United Nations member states provide a glossary of 

words and 27 percent of them provide a tutorial to guide users in accessing their services 

(United Nations 2012). Within the EU, 41 percent of individuals reported having 

problems when using e-government portals (eurostat 2013c). About 24 percent of them 

had experienced technical problems, 23 percent found the information to be insufficient, 

and 13 percent experienced lack of support to obtain the right information (eurostat 

2013c). According to the same statistics, 16 percent of e-government users were mostly 

dissatisfied with the ease of using and finding services on e-government portals (eurostat 

2013c).   

 

5. Lack of Citizen Centricity and Focus on User Needs 

A recent survey reveals that government services are not tailored to meet the specific 

needs and priorities of their diverse users (Krcmar et al. 2015). This is quite challenging 

for citizens because government is composed of several administrative levels with 

different task and competencies. To remove this barrier, an increasing number of 

governments all over the world implement one stop government portals, which implies 

a single portal of government from the citizensô perspective. Citizens have a single point 

of contact with the government rather than searching for responsible authorities. Online 

services are grouped around citizensô needs and situations in terms of life-events such 

as getting married, travelling abroad or having a child (known as life-event concept).  

Citizen satisfaction and feedback incorporation are closely related to citizen centric 

design. If citizens are satisfied with e-services, they are likely to use them again and 

suggest them to other individuals. Government should continuously improve its services 

based on feedback. Research in similar contexts demonstrated that appropriate feedback 

mechanisms induce trust in online transactions (Ba/Pavlou 2002). Therefore, feedback 

incorporation (i.e. concerning improvement of their e-services) can promote citizensô 

trust in public authorities. However, most governments do not monitor and incorporate 

feedback by citizens. As an example, ñonly 13 percent of the United Nations member 

states provide outcome on feedback received from citizens concerning the improvement 

of their servicesò (United Nations 2012, 107). Only in 9 percent of these nations enable 

citizens to ñtag, assess and rank content on their websiteò (United Nations 2012, 107). 

Citizen-centric approach indicates a shift ñfrom what services governments can provide 

to what citizens really needò (United Nations 2012, 106). The need for a change of 

perspective from government-centered thinking to user-centered orientation was 

underlined by Wolf and Krcmar (2007) almost a decade ago. Yet, this is a complex issue 

with technological, operational and organizational perspectives. Its implementation 

requires a complex framework of three-layers (Tambouris/Spanos 2002): ñthe front-

office, which includes a portal where services are provided in terms of life events, the 

mid-office where composite services are created (to correlate life events with core 

processes) and their execution is coordinated; and the back-office where core processes 

are performedò (p. 287). Such a framework becomes much more cumbersome in federal 
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countries with varying tasks and competencies at federal, state and local authority levels. 

Besides technological and operational perspectives, such a radical change may be 

hindered by the bureaucratic culture of organizations, consideration of which should not 

be neglected. 

Nowadays, an increasing number of governments around the globe use the Internet as a 

medium of communication and transaction with citizens. Even though e-government 

has been recognized as a catalyst for better service provision, its successful acceptance 

by citizens remains a challenge. Every country adopts at a different pace, which may be 

influenced by various supply-side or demand-side barriers. The same barriers may have 

different impacts in different country situations. Different national characteristics and 

historical experiences make it even more difficult to predict the adoption behaviors of 

nations. Therefore, policymakers should identify significant barriers that are valid in 

their countries with empirical studies and develop a concrete operational strategy to 

minimize negative usage factors.  

 

The next section provides an overview of e-government development levels in the two 

countries, which have been empirically analyzed in this thesis. 

3.9 E-Government Development in the Countries of Analysis 

This thesis is focused on understanding salient factors influencing adoption of e-government 

services based on four large-scale empirical studies. Germany is analyzed due to the lack of 

research regarding e-government adoption for this nation. Sweden was selected for comparison 

with Germany due to the differences in cultural values, differences in e-government 

development levels and similarity of the economic growth levels between the two countries, 

which will be elaborated further in Section 5.1.2. 

E-government and ICT based rankings of Germany and Sweden in international benchmarks 

and surveys (which are discussed in Section 3.6.2 above) have been used in the analysis (see 

Table 3-3 below). As discussed previously, some rankings vary significantly. This can be 

explained by the differences in objectives, available budgets, sample groups analyzed, survey 

questions and research methodology as well as the year of empirical analysis.   

3.9.1 E-Government in Sweden 

The Swedish government utilizes ICT to the full extent in order to make public administration 

public-oriented. Besides its well-known global leadership in mobile innovations and e-

healthcare services (gemalto 2010), Sweden enjoys high recognition in various e-government 

rankings. Although e-government projects challenged the traditional Swedish model of 

governance, the high level of determination shown by the government has enabled the public-

oriented strategy vision to become a reality. The Swedish model of governance was a highly 

decentralized one, in which public agencies and authorities enjoy large autonomy, according to 

the Swedish constitution. But to be public-oriented, this model had to be adapted and evolved, 

which meant changes to governmental practices that were laid down almost three hundred years 

ago (CAIMED 2003).  
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The project óThe 24/7 Agencyô was a Swedish vision of a public administration providing 

online services round the clock, seven days a week (The Swedish Cabinet Office 2013). One of 

the main objectives of this project was to provide a single point of access to citizens regardless 

of how the responsibility is distributed among different public authorities. This project contains 

ambitious goals such as ñall government services which can be delivered electronically, should 

be delivered electronically, provided that this is technically feasible and economically 

defensibleò (CAIMED 2003, 5). Furthermore, citizens should be able to choose between 

different service channels. Services should be designed in a way that facilitates access for 

everyone. Citizens should be able to use single points of access which necessitated several 

changes in public administrations such as back-office integration and more collaboration.  

The Swedish government continuously adapts public services to the needs of citizens and 

businesses. The Swedish Open Government Data portal was launched in 2013 with various data 

sets that are reusable for commercial and non-commercial purposes. Furthermore, citizens can 

access to information on government laws, regulations and policies online via the portals of 

http://www.regeringen.se, http://www.government.se and http://www.sweden.se. It should be 

particularly mentioned that the first two portals listed above can be displayed in sixteen 

languages whereas the latter provides information in seven languages. To improve user 

satisfaction in the future e-government initiatives, citizens are asked about what they think of 

the services available (The Swedish Cabinet Office 2013). In February 2014, the Government 

launched the http://www.psidatakollen.se portal which displays to which extent the Swedish 

authorities comply with the eGovernment Delegation guidelines in open data (European 

Commission 2015a). In order to present a clear picture of the current digitization of the country, 

the online portal digital http://digitalasverige.se was developed which enables anyone to search, 

and share data as well as compare the progression of the nation with other countries (European 

Commission 2015a).  

The tax return service in Sweden is one of the most advanced e-government services in the 

world. The groundwork for this service was laid several years ago when the tax authority 

collected information about individualôs income, tax payments, assets possessed, bank 

statements and other relevant information (gemalto 2010). Since then, citizens only report their 

personal identity numbers via telephone, by mobile short message service or simply by ticking 

a box on the tax authorityôs website. The flexibility provided to the population is enormous. In 

order to make sure that the privacy regarding use of personal data is protected, the Swedish 

Data Inspection Board was tasked in addition to Personal Data Act, which came into force in 

1998 (European Commission 2015a). The Data Inspection Board have a history of being very 

strict regarding threats to privacy without complicating the use of new technologies (Grönlund 

2010a). 

The Swedish Government has long concentrated its efforts on simplifying administration for its 

population. The main objective of the óE-government Action Planô was ñto make it as simple 

as possibleò for people to access public administrative services and to achieve flexible e-

government based on usersô needs (The Swedish Cabinet Office 2011). Providing citizens with 

multi-channel access and making sure that e-government is available to everyone have been 

among the main goals of this plan. Electronic signatures were legally introduced in 2000 as a 

valid instrument for citizen government interaction (Grönlund 2010a). Sweden was one of the 

first countries to introduce mobile signatures, which provided considerable convenience when 

interacting with public services (gemalto 2010). Foreigners living in Sweden can access 

http://www.regeringen.se/
http://www.government.se/
http://www.sweden.se/
http://www.psidatakollen.se/
http://digitalasverige.se/


 65 

information in in sixteen languages in order to reach residents who might otherwise experience 

language difficulties (The Swedish Tax Agency 2016).  

Besides increased convenience and multichannel delivery, the Swedish Government has taken 

efforts to eliminate accessibility problems for disabled people. It has improved its national 

website with accessibility features such as reading content aloud for individuals with visual 

disabilities, added video in sign language for people with hearing problems and provided the 

option of configuring font size, font type and background color for visually challenged and 

elderly users (United Nations 2012).  

Benchmark studies on e-government reveal that the government is on the right track. The take-

up of e-government services by citizens is very high. Achieving excellence and constantly 

improving up on it requires a lot of effort and determination. The national Digital Agenda 

strategy reflects the fact that the Swedish Government focuses further on simplifying peopleôs 

lives and maintaining high standards of excellence in a changing environment (The Swedish 

Cabinet Office 2014).   
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 SWEDEN GERMANY 

 

 

United Nations E-

Government Survey   

(United Nations 2012, 

2014) 

 

E-government ranking 

- 14 in 2014 

- 7 in 2012  

E-government ranking 

- 21 in 2014 

- 17 in 2012  

Online service ranking 

- 17 in 2012  

Online service ranking 

- 25 in 2012 

Infrastructure ranking 

- 9 in 2012  

Infrastructure ranking 

- 13 in 2012  

Human capital ranking 

- 24 in 2012  

Human capital ranking 

- 35 in 2012  

E-participation ranking 

- 7 in 2012  

E-participation ranking 

- 5 in 2012  

OECD (OECD 2014) - Approximately 79 % of the population interacted with 

public authorities within the last 12 months 

- Approximately 50 % of the population sent filled 

forms within the last 12 months 

- Approximately 52 % of the population interacted 

with public authorities within the last 12 months 

- Approximately 17 % of the population sent filled 

forms within the last 12 months 

The European Commission 

eGovernment Benchmark 

(CapGemini) (Cap Gemini 

2015) 

- Categorized in the óMature Clusterô which signifies 

the highest level of penetration and a high level of 

digitization 

- Categorized in the óProgressive Clusterô which is 

characterized by a low level of penetration and a 

medium level of digitization 

     to be continued on the next pageé 
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 SWEDEN GERMANY 

 

The European Commission 

eGovernment Benchmark 

(CapGemini) (European 

Commission 2013) 

- 66 % of the respondents used e-government for at 

least one life event in the past 12 months 

- 45 % of the respondents used e-government for at 

least one life event in the past 12 months 

- 47 % of the respondents are e-government believers 

 

- 21 % of the respondents are e-government believers  

 
- 29 % of the respondents are e-government non-

believers  

- 50 % of the respondents are e-government non-

believers  

 

 

Eurostat (eurostat 2013c, 

2013b)12 

- 78 % of individuals have used e-government within 

the last 12 months 

 

 

- 49 % of individuals have used e-government within 

the last 12 months 

 

 
- Only 4 % of the population have never used the 

Internet  

 

 

- Only 13 % of the population have never used the 

Internet  

 

 
- 92 % of the population use the Internet at least once a 

week  

 

 

- 80 % of the population use the Internet at least once 

a week 

 
- 93 % of the households have internet access at home - 88 % of the households have Internet access at home 

ITU13 (United Nations ITU 

2015) 

- 89.6 % of the households have internet access at 

home 

- 93.3 % of the households have a computer at home 

- 89.5 % of the households have Internet access at 

home 

- 87.1 % of the households have a computer at home 

to be continued on the next pageé 

                                                 
12 The most recent usage statistics provided by Eurostat refers to usage in 2013. 
13 ITU is an institution of the United Nations which is responsible for conducting research and publishing global rankings in information and communication technologies 
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 SWEDEN GERMANY 

Accentureôs Digital 

Government Report               

(Accenture 2014) 

- This country was not analyzed in this report - In Citizen Service Experience, Germany was ranked 

the last among ten countries  

- Only 28 % of the respondents are fairly satisfied 

with the quality of public services, whereas only 3 % 

percent are very satisfied 

- According to 43 % of the respondents customization 

of the services should be the first priority of the 

government  

E-Government Monitor 

(Krcmar et al. 2015; Krcmar 

et al. 2013; Krcmar et al. 

2014) 

 

Use of E-Government Services 

- 75 % in 2015 

- 71 % in 2014 

- 53 % in 2013 
 

Lack of Trust in Government as a Barrier to E-

Government Adoption 

- 25 % in 2015 

- 27 %  in 2014 

- 29 % in 2013 
 

Privacy and Security concerns as a Barrier to E-

Government Adoption 

- 25 % in 2015 

- 32 % in 2014 

- 34 % in 2013 

 

Use of E-Government Services 

- 39 % in 2015 

- 45 % in 2014 

- 36 % in 2013 
 

Lack of Trust in Government as a Barrier to E-

Government Adoption 

- 50 % in 2015 

- 57 % in 2014 

- 49 % in 2013 
 

Privacy and Security concerns as a Barrier to E-

Government Adoption 

- 51 % in 2015 

- 66 % in 2014 

- 57 % in 2013 

Table 3-3. Comparisons of the Countries analyzed in this Thesis in various Benchmark Studies 

Source: Own Illustration based on the sources listed in the table 
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3.9.2 E-Government in Germany 

3.9.2.1 Historical Development of E-Government in Germany 

Germany is the fourth largest economy in terms of total GDP in the world (International 

Monetary Fund 2012) and is also known for its well-developed national telecommunication 

infrastructure. E-government strategies and initiatives have been part of the political agenda 

over the last decades. The Federal Government is dedicated to enabling Germany to become 

one of the top e-government players in Europe. The Government set the widespread adoption 

of e-government services as part of its national strategy (The Federal Government 2005). 

However, the importance of e-government varies at the federal, state and municipal levels 

(Fetzer 2006). There is a certain degree of concern that e-government requires a significant 

investment in infrastructure and know-how, therefore e-government develops slowly in states 

and municipalities which lack financial means14 (Fetzer 2006). Resistance to e-government 

among civil servants, who may be afraid of losing their jobs or privileges, is another issue in 

Germany (PUBLICUS 2010).  

An overall modernization of public administration in Germany has started with the óModern 

State ï Modern Administrationô reform which aims to achieve a more modern and efficient 

administrative structure with a strong focus on new public management (The Federal 

Government 2001). The first-generation e-government initiative óBundOnline 2005ô was 

announced in 2000 with the aim of bringing 376 federal services online by 2005. The federal 

government reached this goal almost six months ahead of schedule, serving citizens around life 

events through the portal bund.de (http://www.bund.de) (Fetzer 2006). 

Over the years, the content of bund.de portal has changed. In its current version, the portal lists 

job offerings in the public sector, real estate owned by the Federal Government and public 

tenders rather than e-government services for citizens and businesses. The contact details of 

public authorities on the federal level are listed in a document. Online services are restricted to 

providing information and downloading forms rather than any transactional services. Back-

office integration of public authorities is still lacking. For example, the online service 

óApplication for Travel Identityô directs the user automatically to the web-page of the Federal 

Police. Citizens are asked to leave their feedbacks and improvement suggestions. Although 

there is an English version of the portal, it is far from being a translation of the content into 

English. It barely consists of three paragraphs of text stating the English version only gives a 

general information about Germany.  

The óBundOnline 2005ô initiative was the first administrative modernization project that was 

focused on federal level agencies and their services. However, based on the German basic law 

(Grundgesetz), federalism is a strong principle which assigns legislative and administrative 

competencies not only to the national government but also to the states and local authorities. 

Due to different tasks and competencies at three hierarchical levels, citizens are faced with 

different administrative units. Therefore, additional projects besides modernizing federal level 

agencies were necessary. Recognizing this need, the Federal Government has started three more 

                                                 
14 Actually, e-government initiatives lead to enormous cost savings and economic benefits for public authorities 

(Wolf/Krcmar 2005) which can be calculated by using the óeGOV-calculatorô developed by IAO (Fraunhofer IAO 

2005). 

http://www.bund.de/
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initiatives. The óMEDIA@Kommô (1999-2003) project and its successor óMEDIA@Komm-

Transferô (2004-2006) projects coordinated e-government efforts on a municipal level, while 

the óDeutschland Onlineô initiative aimed to intensify cooperation and coordination between 

different levels of German governance. The first two projects were initiated by the Federal 

Ministry for Economic Affairs and Energy (German: Bundesministerium für Wirtschaft und 

Technologie), while the latter was a project of the Federal Ministry of the Interior. Although 

these three projects are accepted as milestone projects in modernization of public administration 

in Germany, they have not successfully tapped the full potential of e-government in Germany. 

The follow-up initiative óE-Government 2.0ô was introduced for the time period of 2006-2010 

encouraged by the European i2010 program (Commission of the European Communities 2005), 

however it has also fallen well short of its objective of ñenabling Germany to become one of 

the e-government leaders of Europeò (IT Planning Council of the Federal Ministry of the 

Interior 2010).   

Currently, e-government development in Germany is quite heterogonous. There is a diversity 

of pilot projects and applications at different levels. The ñDigital Administration 2020ò has 

been announced  in 2014 for administrative modernization at the federal level (The Federal 

Government 2016a). In contrast to sophisticated transactional services such as Electronic Tax 

Declaration (German: Elektronische Steuererklärung) (ELSTER) on the federal level, e-

government development varies enormously at state and local authority levels. Although there 

is no one-stop federal portal, citizens can search and find information about the responsible 

authorities for their specific issues, which are displayed based on the provided keywords 

(http://www.behoerdenfinder.de). Furthermore, the government offers a single government 

service telephone number 115 at the local level (Federal Ministry of the Interior 2016). By using 

this telephone service, citizens can contact their local government without having to search for 

the responsible authority. Heterogeneity exists especially in terms of the state portals. Some 

states have developed quite advanced e-government portals in several languages whereas others 

only offer basic services. For instance, the state of Bavaria provides online services through its 

portal categorized under life events in German and in English 

(http://www.verwaltungsservice.bayern.de). The design of the site allows configuration of font 

size and background color. The site also offers a service to read the content of pages aloud via 

speaker. Services can be searched alphabetically or by life events. Users can receive support 

via e-mail and by phone. However, due to lack of back-office integration, citizens are still re-

directed to the separate web sites of responsible authorities (e.g., for example for the online tax 

filing service of ELSTER).  

The service-bw portal of Baden-Württemberg (http://www.service-bw.de) is one of the most 

developed state portals in Germany. Users can filter services by entering their postcodes or 

town names so that the portal contents are displayed for a specific town. There is an option of 

storing personal documents in a virtual document safe securely and in encrypted format. 

Services are categorized under various life events. Detailed information on procedures, forms, 

points of contact and online services are displayed in three languages (German, English and 

French). Citizens can give feedback and comment on the policies and services of the Regional 

Administrative Offices of Baden-Württemberg. In contrast, the state portal of Hessen 

(http://www.egovernment.hessen.de) is designed relatively simple with general information 

about e-government strategy of Germany, announcements about IT and e-government events 

and a few federal level services. The portal is only accessible in German.  

http://www.behoerdenfinder.de/
http://www.verwaltungsservice.bayern.de/
http://www.service-bw.de/
http://www.egovernment.hessen.de/
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Since 2010, the Federal Government in Germany has announced a number of strategies and 

taken considerable steps to promoting e-government at all levels. The first step was determining 

strategies to overcome the economic, social and technological challenges of the 21st century. In 

2010, the IT Planning Council of the Federal Ministry of the Interior (German: IT Planungsrat 

- Bundesinnenministerium) announced the federal, state and local governmentsô ñNational E-

Government Strategyò (NEGS) designed to guide e-government development in Germany (IT-

Planungsrat 2010). It was part of the broad ICT strategy of the German Federal Government ï 

ñDigitale Agenda Deutschlandò (Digital Germany 2015) ï which was aligned with the goals 

of the Digital Agenda for Europe (European Commission 2016a). Furthermore, German cabinet 

ministers gave their approval to the ñDigital Agenda 2014-2017ò, which aims to provide fast 

broadband Internet across the country including the rural and urban areas (The Federal 

Government 2016b).  

The NEGS sets out specific goals and priorities in the e-government area. The main goals of 

the strategy are delivering user-centric, innovative, cost effective and efficient services with 

increased transparency, data protection and security. Promotion of participation by citizens and 

businesses and higher utilization of IT in public administration should also be achieved. The 

NEGS is a joint strategy aiming to eliminate the differences in the online sophistication of 

services offered by the states and local governments. The óE-Government Mapô (https://www.e-

government-landkarte.de), launched by the IT Planning Council, provides a transparent 

overview of the ongoing projects at federal, state and local levels. Each project description 

includes information on project partners and target user groups, strategic and operational goals, 

project timeline, and specific contribution to NEGS targets.  

As a second step, Germany achieved a new legal basis in 2013 to facilitate electronic 

communications between citizens and business and public administration, which is known as 

ñE-Government Actò (German: E-Government-Gesetz). To achieve this several changes were 

necessary to public administrations. A secure e-mail communication service, De-Mail, was 

introduced in 2010 to encrypt digital communications between citizens, businesses and 

administrations online. Besides e-commerce and online banking, De-Mail promises various 

benefits for e-government. Similarly, new personal ID cards (NPA) (German: Neuer 

Personalausweis) introduced in 2010 have an optional e-ID functionality, which can be used 

for online identification in e-government. However, most public departments do not offer De-

Mail as a communication channel or NPA for online identification. Lack of usage scenarios for 

citizens as well as security and privacy concerns during transmission of sensitive data hinder 

acceptance of De-Mail and e-ID functionality of the NPA: only 8 percent of the German 

population have a De-Mail account (Krcmar et al. 2016), 47 percent of the population have the 

new personal ID card, of which only 13 percent  have activated e-ID function of their identity 

cards (Krcmar et al. 2016). 

The ñE-Government Actò and the ñDigital Germany 2014-2017ò strategy urge public 

administrations at the federal level to open up a digital channel, provide De-Mail 

communication and online identification through e-ID of the NPA, provide file documents 

digitally, promote electronic payment in administrative procedures and supply machine-

readable data files to the public (open data). Although only federal level authorities are 

obligated to offer De-Mail communication and identification through NPA ï not state and local 

public authorities ï it would enable secure electronic communications between government 

agencies and individual citizens.   

https://www.e-government-landkarte.de/
https://www.e-government-landkarte.de/


 72 

3.9.2.2 Electronic Tax Declaration Project (ELSTER)  

The online tax filing service is the one of the most advanced e-government services available 

in Germany (Akkaya et al. 2012a). ELSTER (German: Elektronische Steuererklärung) was 

introduced as a pilot project ñin 1999 by the Ministry of Finance for electronic transmission of 

income tax declarations nationwideò (Akkaya et al. 2012a, 2533). According to the law, income 

tax declaration and wages tax return fall under the responsibility of the Federal Government but 

the administration is handled by the individual states. The nation-wide project coordinator of 

this service is the Bavarian State Ministry of Finance in Munich.  

Besides tax payers, companies and tax advisors are other potential user groups targeted by 

ELSTER. Indeed, its usage is compulsory for businesses since 2006. It provides considerable 

advantages compared to manual tax filing. The state tax authorities announced to ñgive priority 

to processing the tax declarations that are submitted through ELSTERò (Akkaya et al. 2012a, 

2533), in order to support its adoption (Bavarian State Ministry of Finance 2016). This is 

especially beneficial for individuals who are expecting tax refunds. A detailed web portal 

(http://www.elster.de) has been designed targeting seven user groups including employees, 

employers and tax advisors. Besides detailed explanations on use scenarios, project flyers and 

short video manuals are provided. A special support hotline (telephone and e-mail) has been 

provided for this e-government service which is available during the entire week including 

weekends and national holidays. There is a twitter (https://twitter.com/eliaselster) and blog link 

(http://blog.elster.de/wordpress) on the ELSTER online portal to enhance participation of 

citizens and receive their feedback. The Government provides free software for preparation and 

online transmission of income tax declarations, which ñchecks for the completeness and 

plausibility of the data entered in the formò (Akkaya et al. 2012a, 2533). A calculation of 

approximate tax refunds is also provided which would be paid on the basis of the declared data. 

The software is updated periodically to guarantee state of the art security technology. 

Personal signature is an essential aspect of a tax statement in Germany. Although ELSTER has 

supported submission of forms electronically since its initiation; digital signatures available on 

the market were expensive and complicated. On the other hand, printing a summary of the 

declaration, signing it manually and sending it to the responsible Ministry of Finance by post 

required a change in media. One of the milestones of ELSTER was the introduction of the 

online authentication in 2006. Since then, tax returns can be completed fully online. The 

necessity of a paper-based signature is replaced by the free downloadable personal digital 

certificate óELSTER Basisô which enables secure identification. Furthermore, additional 

assistance is provided through step by step explanations and videos on the ELSTER portal. 

In 2012, the Ministry of Finance announced a free additional feature to increase convenience. 

After successful registration on the ELSTER portal, selected fields on the tax declaration form 

will be automatically ópre-filledô. This feature remains optional. Although it brings time 

savings, citizens in Germany seem to be concerned about the collection of data by government 

and the possible difficulty of editing the automatically pre-filled fields (Krcmar et al. 2013).  

The information on wage tax returns for employees (German: Lohnsteuerbescheinigungsdaten) 

is transmitted digitally eliminating the change in media between online and paper-based forms. 

Since 2013, citizens can use the e-ID function of their new personal cards for a secure 

authentication to ELSTER which enhances its convenience. Yet, its adoption rate remains 

relatively low compared to other nations (Akkaya et al. 2012a). In order to foster acceptance of 

http://www.elster.de/
https://twitter.com/eliaselster
http://blog.elster.de/wordpress
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the online tax initiative the government has even initiated a lottery to win a brand-new sports 

car and expensive hotel vouchers (Bavarian State Ministry of Finance 2011). 

3.9.2.3 Barriers to E-Government Adoption in Germany 

In contrast to Sweden; Germany continues to remain among the middle ranks in European e-

government benchmarks. Being a relatively large country with the division of authority and 

execution, one of the main challenges is offering homogenous e-government services at all 

levels of governance. In fact, the complexity of the German government structure presents a 

real challenge to success in e-government. Yet, citizens in Germany demand better service from 

their Government: 48 percent of the citizens are either ñfairly dissatisfiedò or ñvery dissatisfiedò 

about the quality of public services in Germany (Accenture 2014).  

Germany has one of the most advanced ICT infrastructures in Europe but there is still much to 

be done in terms of the service portfolio and delivery. Although Germany has been recognized 

as one of the top performers in terms of full online availability (Cap Gemini 2010), best practice 

services are mostly offered at the federal level. The online sophistication of services suffers 

especially at state and local levels. There is a clear need for e-services at high maturity levels 

which promise greater benefits for all stakeholders. For 56 percent of citizens, not being able 

to complete an e-government transaction fully online is a barrier to use (Krcmar et al. 2015) 

and 54 percent state that they cannot find what they are looking for on e-government portals 

(Krcmar et al. 2015).  

Lack of awareness of the existing e-government services is another cause of low adoption in 

Germany. For instance, 60 percent of citizens are not aware of the open government services 

(Krcmar et al. 2015) and 73 percent of the respondents have never used an open government 

service (Krcmar et al. 2015). Since the government does not provide a single point of access to 

all services, citizens do not have any channel to be informed about what is new.  

Another problem is lack of enthusiasm on the demand side (Fetzer 2006; PUBLICUS 2010). 

Studies reveal that individuals, who actively use other online platforms, are reluctant to use 

online methods to interact with public authorities (Akkaya et al. 2012a). In 2015, only 39 

percent of citizens had used e-government services within the last twelve months (Krcmar et 

al. 2015). In fact, lack of citizen acceptance has been a special challenge in most of the previous 

large-scale initiatives such as the Electronic Health Insurance Card, the Electronic Wage 

Verification System and the New Identity Cards, which will be further elaborated in the next 

section. This problem applies specifically to services offered by the government, and in contrast 

Germany is a frequent user of other online technologies and online social networks. There were 

are twenty-three million users of Facebook in Germany (statista 2016). The household Internet 

penetration is 78 percent of the whole population (Initiative D21 2015). Among online users, 

64 percent use Internet banking regularly (Initiative D21 2015) and about 64 percent shop 

online (Initiative D21 2015).  

Even the most advanced e-government service, ELSTER, is used by only 36 percent of the 

online population in Germany, in contrast to 73 percent in Austria and 60 percent in Sweden 

(Krcmar et al. 2016). As explicitly stated by the Federal Minister of the Interior Dr. Thomas de 

Maizère, the Federal Government is aware of the resistance towards e-government among both 

the general public and public authorities (PUBLICUS 2010). Yet, the continuing efforts in 
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Germany are mostly focused on the supply side. Although this is indispensable to successful e-

government, a better understanding of the demand side is crucial.  

The willingness of the German nation to disclose private information to others through online 

social networks might sound contradictory with the elevated privacy concerns in the society 

(Akkaya et al. 2012b). However, a study on Facebook showed that Germans present less 

personal information about themselves and are more worried about privacy issues (Krcmar et 

al. 2011b). Moreover, willingness of an individual to disclose personal information in one 

context does not imply his or her consent to share personal information in another. Rather, the 

privacy expectations of citizens should be appraised for each specific context separately. One 

may value privacy less in online social networks context ï or may not be even aware about the 

massive amount of self-disclosure due to other benefits ï but expect a high privacy level in 

other contexts such as online shopping or e-government (Meckel et al. 2011). Previous research 

shows that privacy concerns do not have a significant negative effect on intention to use of 

online social networks (Jung et al. 2011; von Stetten et al. 2011), while being one of the highest 

concerns in online banking (Initiative D21 2015) and e-government (Krcmar et al. 2015). This 

may be explained by the differences of motivations and received benefits in using different 

online platforms. People use online social platforms mainly for hedonic and social benefits. 

Indeed, Krasnova et al. (2010b) found users of online social platforms disclose information due 

to ñthe convenience of maintaining and developing relationships and platform enjoymentò (p. 

109). Thus, their privacy concerns may not inhibit them to expose personal information in 

online social platforms. Online banking, online shopping and e-government services are 

probably used only for functional benefits. Therefore, the role of privacy as a barrier to use of 

these systems is not comparable with each other.  

3.9.2.4 Sensitivity of the German nation towards data protection and privacy 

As discussed in (Akkaya et al. 2012a) in detail, it is known that the perceptions of citizens 

regarding the risks involved in online transactions are one of the major barriers hindering 

adoption of online technologies (Schaupp/Carter 2010). In fact, ñcitizens are increasingly aware 

that technology can be used to collect sensitive dataò (Akkaya et al. 2012a, 2532). In a recent 

survey, 53 percent of the German respondents who stated being concerned about data 

protection, is particularly worried about collection of data by government for tracking purposes 

(Krcmar et al. 2015). It is widely accepted that national culture facilitates or impedes adoption 

of technologies by shaping citizensô perceptions (Gefen/Heart 2006). The low risk propensity 

of the German population has already been empirically shown in other studies (Krasnova et al. 

2009; Münchner Kreis 2013; The Lauder Institute 2009) and recognized in cultural frameworks 

(e.g., Hofstede et al. 1991).  

Indeed, the high risk aversion of the German nation is a part of everyday life, as discussed in 

(Akkaya et al. 2012a) in detail. A close analysis reveals that ñGermany has one of the strictest 

data protection laws in the European Unionò (Akkaya et al. 2012a, 2534). According to the 

German constitution (in German: Grundgesetz), every individual has the right to decide the use 

of his own personal data by any third party (The Federal Republic of Germany 1983; Akkaya 

et al. 2012a).  

In 2006, the European Union announced regulation to retain telecommunications data for an 

effective contribution to the fight against international terrorism (Akkaya et al. 2012a). Shortly 
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after the pass of law in Germany in 2008, fears were raised over abuse of data retention and 

misuse of personal data (Akkaya et al. 2012a). Due to heavy protests, the law was suspended 

in 2010 by the German Federal Constitutional Court as it ñposed a serious infringement of 

personal privacy that contravenes Germanyôs constitutionò (The Federal Constitutional Court 

2010). 

As discussed in Akkaya, Wolf, Krcmar (2012a), ñthe sensitivity of citizens towards storage and 

use of personal data had an important negative influence on adoption and continued use of 

online public servicesò (p. 2534) . Many nationwide initiatives involving transfer of sensitive 

personal data such as the óElectronic Wage Verification System Projectô (ELENA), the 

óElectronic Health Insurance Projectô (eGK), the óE-Passport Projectô (ePass), the óGerman 

Identity Cards Projectô (NPA) were heavily criticized by the public, non-governmental 

organizations and political parties due to direct infringement to personal privacy (please see 

(Akkaya et al. 2012a) for a more detailed discussion).  

3.10 Summary   

Chapter 3 delivered a broad overview of the relevant conceptual framework in the research field 

of e-government. Before defining the concept of e-government in Section 3.2, the series of 

reforms to improve the efficiency of public sector organizations from the 1980s onwards 

(known as New Public Management) has been presented, and this constitutes the basis of the e-

government concept.   

Various subcategories of e-government such as G2C and G2B were presented in Section 3.3. 

Section 3.4 discussed the motivations for public administrations to implement e-government 

initiatives including political, economic, social, technological and managerial forces. Being a 

relatively immature field of research, it is common for researchers to test theories and concepts 

in e-government which have been validated in other IS contexts. One frequently used domain 

is that of e-commerce. Although these two types of service have some common characteristics, 

e-government is distinguished by specific characteristics which need to be taken into account. 

These characteristics as well as the comparison of e-government and e-commerce services were 

presented in Section 3.5. The ongoing progress in online service delivery by public 

administrations all over the world has raised questions about the assessment of different e-

government service initiatives. In order to compare and evaluate the progress of e-government 

development from different perspectives, a number of maturity models have been proposed, 

which were reviewed in Section 3.6. This section also includes various benchmark studies, 

which analyze the developmental stages of e-government services and the individual progress 

of different countries. 

Most first generation e-government projects were designed as government-centric, these have 

failed to meet the expectations citizens have of online services. This has led to an increasing 

emphasis on designing and offering citizen-centric services by public authorities. Citizensô 

requirements for greater transparency, participation and collaboration have opened up a new 

era in e-government research, known as Government 2.0. The principles of Open Government, 

tools and practices of the Web 2.0 for the public sector and the associated opportunities and 

benefits of these technologies for governments were summarized in Section 3.7. Section 3.8 

gave an overview of barriers to e-government which included supply-side barriers (such as 

operational and personal related barriers in governmental agencies) and demand-side barriers 
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(such as the Digital Divide). Another important demand-side barrier was related to concerns 

over trust, security and privacy, which are empirically analyzed in this thesis (see Chapters 5 

and 6). Finally, Section 3.9 was dedicated to present the state-of-the-art e-government 

development in countries of analysis of this thesis.  

The following chapter (Chapter 4) provides discussion of the foundations of technology 

adoption, which forms the theoretical base of this thesis.    
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4 Theoretical Framework: Technology Adoption Research  

Having introduced the conceptual framework, a clear picture of the theoretical basis underlying 

this thesis will now be presented. This thesis can be broadly categorized as Technology 

Adoption Research. More precisely, a theoretical framework to examine the factors influencing 

adoption of G2C e-government services has been derived from a synthesis of components of 

Technology Adoption research, trust research and cross-cultural research.  

As seen in the previous chapter, e-government initiatives up to now have mostly focused on 

supply. The needs, expectations and desires of citizens remain relatively under-researched 

which is reflected in the low adoption rate of e-government globally. The main aim of this thesis 

is to understand the citizen perspective by shedding light on target usersô decision making 

mechanisms in the contexts of using online public services. One special focus of this thesis is 

how citizens perceive risk with respect to privacy and security related concerns. This thesis 

argues that national culture influences perceptions of individuals, as well as their beliefs and 

values, which in turn affect their behaviors regarding IS innovations. As a result, this work 

combines various concepts from different streams of literature to develop a theoretical 

framework for the analysis of G2C e-government adoption, which will be presented and 

discussed in this chapter. 

4.1 Introduction  

As defined by Bacharach (1989), a theory is a statement of relationships among concepts within 

a set of assumptions and constraints. Assumptions and constraints specify boundaries which 

define the limitations in applying the theory. Theory attempts to answer the questions of ówhyô 

(De Vaus 2001, 5; Bacharach 1989; Kaplan 1964; Merton 1968). Rather than just describing or 

predicting phenomena, a theory should explain why things happen. Theory explains behavior, 

events, structure or phenomenon. Lewinôs (1945) famous statement of ñnothing is so practical 

as a good theoryò is still as important as ever. Good theories ñadvance knowledge in a scientific 

discipline, guide research toward crucial questions and enlighten the profession of 

managementò (Van de Ven 1989, 486). 

According to Bhattacherjee (2012), ñscientific research proceeds along two planes: a theoretical 

plane and an empirical planeò (p. 12) (see Figure 4.1 below). In particular, ñconstructs are 

conceptualized at the theoretical (abstract) plane, while variables are operationalized and 

measured at the empirical (observational) planeò (Bhattacherjee 2012, 12). The theoretical 

plane is more abstract, while the empirical plane is measurable. Variables are objective 

representations of abstract constructs. As stated by Bacharach (1989), ñconstructs are related to 

each other by propositions and the variables are related to each other by hypothesesò. 

Propositions are logically deduced implications drawn from a theory. They postulate 

associations between constructs, typically with a cause-effect relationship (e.g., if X occurs, 

then Y follows). Hypotheses are empirical formulation of propositions which are empirically 

testable. 
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Figure 4.1. Theoretical and Empirical Planes of Scientific Research 

Source: Own Illustration based on (Bhattacherjee 2012, 27) 

 

There are two main approaches to empirical research: theory-testing and theory-building. As 

explained in section 2.2, theory-testing begins with a theory and uses deductive reasoning to 

derive a set of propositions from it. In contrast, inductive reasoning is used to derive a theory 

from observations in a theory-testing approach. 

4.1.1 Attributes of a Good Theory and Criteria for E valuation 

Although previous research has proposed different criteria on defining the characteristics of a 

good theory, in particular how and why one theory is better than an alternative theory 

(Bacharach 1989; Whetten 1989; Dubin 1978; Kaplan 1964; Merton 1968), there is a lack of 

consensus on what constitutes strong versus weak theory in social sciences (Sutton/Staw 1995).  

Bacharach (1989) discussed two main criteria for the evaluation of theories: falsifiability and 

utility. Falsifiability refers to the refutability of a theory. Scientific theories can never be proven, 

only disproven15 (Popper 1959). There is always the possibility that one negative instance will 

conflict with a long-standing theory and disprove it. Researchers cannot exhaust all instances. 

The second criterion refers to the usefulness of theory. A useful theory should both explain and 

predict phenomena. If a theory is often used to make predictions but do not provide 

explanations, it is regarded as an incomplete theory (Bacharach 1989).   

                                                 
15 Even though most philosophers of science would agree, some authors disagree (Lakatos 1968). 
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According to (Dubin 1978) in (Whetten 1989), a complete theory must contain What, How, 

Why, When, Where and Who elements (see Table 4-1 below). What and How elements describe 

a theory, while Why elements explain a theory. Description and explanation are essential 

ingredients of a theory. Who, Where and When elements place limiting conditions on the 

propositions derived from a theoretical model. As stated by Whetten (1989) in Fisher (2012), 

ñthese are temporal and contextual factors set as the boundaries of generalizabilityò (p. 492).  

 

Elements of a Theory Description Building Blocks of a Theory 

What 

(What concepts are important 

for explaining a phenomenon?) 

The essential, or constituent, 

elements of a behavioral 

phenomenon 

Constructs or variables 

How 

(How are these concepts 

related to each other?) 

The relationship between the 

constructs 

Propositions 

Why 

(Why are these concepts 

related?) 

The underlying assumptions  The logic underlying the model 

When, Where, and Who 

(Under which circumstances do 

these concepts and 

relationships work?) 

The boundaries of 

generalizability 

Boundary conditions and 

limitations 

Table 4-1. Building  Blocks of a Theory 

Source: Own Illustration based on (Whetten 1989; Bhattacherjee 2012; Dubin 1978) 

 

The limiting conditions of a theory (Who, Where, When) are typically found out through 

subsequent tests of theoretical statements (What, How, Why). Testing theories in various 

settings reveals the inherent limiting conditions, which make the theory even stronger. The 

theorist, who constructed the theory, cannot be expected to be aware of all the possible limiting 

conditions. They tend to consider the theory only in familiar surroundings and at one point in 

time (Whetten 1989). Thus, caution is advised in assuming the applicability of a theory in the 

absence of such experimental evidence. 

4.1.2 How to Build a Theory? 

Constructing a good and strong theory is time consuming and difficult but a strong theoretical 

contribution is essential for contribution into prior literature. Having a weak theoretical basis 

or providing an inadequate theoretical contribution are among common reasons for rejection in 

well-established journals (Sutton/Staw 1995).  
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On the other hand, new theories are often subject to measurement error due to absence of 

experimental evidence in various settings. As discussed above, limitations and boundary 

conditions of a theory are typically set after a wide range of experiments in various settings. 

This is a serious threat to the applicability and generalizability of a new theory as the core 

propositions generated from such a theoretical model may not be correct in an untested context. 

Most researchers, therefore, use the well-established theories in IS rather than trying to build 

up their own. As a result, IS literature contains enormous amount of empirical data on a set of 

well-known theories in different contexts.  

Sutton and Staw (1995) claim that the problem with theory-building lies in the gaps in social 

science education and lack of talent. According to Sutton and Staw, social science faculties do 

not train students adequately in theory construction. Moreover, not many researchers have the 

talent to become a good theorist. In order to motivate researchers to come up with new theories, 

previous research provide some guidelines on theory-building. Established theory-building 

guidelines (Kaplan 1964; Dubin 1978) are, however, criticized for being too standardized for 

application in many topical areas in management (Van de Ven 1989). Steinfeld and Fulk (1990) 

in (Bhattacherjee 2012, 29) discuss four approaches to theory building that can be applied in all 

areas of research: 

 

1. ñbuild theories inductively based on observed patterns of events or behaviorsò 

(Bhattacherjee 2012, 29) (grounded theory building) 

2. ñconduct a bottom-up conceptual analysis to identify different sets of predictors relevant 

to the phenomenon of interestò (Bhattacherjee 2012, 29) (inductive approach) 

3. ñextend or modify existing theories to explain a new contextò (Bhattacherjee 2012, 29) 

(deductive approach) 

4. ñapply existing theories in entirely new contexts by drawing upon the structural 

similarities between the two contextsò (Bhattacherjee 2012, 29) (deductive approach) 

 

Not all of the above approaches are considered as a substantive contribution in recognized 

journals of IS. Whetten (1989) discusses a set of criteria upon which to judge value-added 

contribution to theory development in his highly cited paper. Though simply adding or 

subtracting constructs from an existing model typically does not change its core logic, important 

changes in the factors or relationships within the model can result in theoretical contributions. 

The most creative, but also the most difficult approach is applying a perspective from other 

contexts and fields to a new area of study.  

4.2 Theoretical Foundations of Technology Adoption 

As discussed in the previous section, well established theories of IS are commonly used by 

researchers due to the difficulties involved in constructing new theories. This section provides 

the theoretical foundations of technology adoption predicting individual acceptance behavior. 

It is a broad area including sociology, social psychology and technology. First, behavioral 
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theories from sociology and social psychology are presented. Then models16 of IS adoption 

based on behavioral theories are discussed.  

4.2.1 Social Psychological Theories  

4.2.1.1 The Diffusion of Innovations Theory (DOI)  

Rogersô theory of Diffusion of Innovations (also known as the Innovation Diffusion Theory) is 

one of the most widely used theoretical frameworks of technology adoption and diffusion. It 

explains how innovations are adopted within a population of potential users. The diffusion of 

innovation concept can be traced back to French sociologist Gabriel Tarde (1903), who 

attempted to explain why some innovations are adopted and spread throughout a society, while 

others are ignored. He has not specified the key diffusion concepts but provided valuable 

insights for future researchers. In 1962, Everett M. Rogers has defined key diffusion concepts 

and developed the Diffusion of Innovations Theory based on observations of 508 diffusion 

studies (1962). Rogersô theory can be applied to both individuals and organizations. 

Diffusion of innovations refers to the tendency of new ideas, products, technologies, and 

practices to spread within a social system. Rogers (1995) defines diffusion as ñthe process 

through which an innovation is communicated through certain communication channels over 

time among the members of a social systemò (p. 5).  

The diffusion of new ideas, according to Rogers, is mainly affected by four key elements: (1) 

the innovation itself, (2) communication channels, (3) time and (4) the social system (Rogers 

1995). Rogers (2003) defines an innovation as ñan idea, practice or object that is perceived as 

new by an individual or other unit of adoptionò (p. 12). Innovations may include new 

technologies, practices, or ideas (Bhattacherjee 2012). It should be remarked that an innovation, 

which have been invented a long time ago, is an innovation for individuals, if it is perceived as 

new by them. According to Rogers (1995), communication is ñthe process in which participants 

create and share information with one another in order to reach a mutual understandingò (p. 5). 

Communication channels, on the other hand, are ñthe means by which messages get from one 

individual to anotherò through mass media and interpersonal channels (Rogers 1995, 18). 

Rogersô model includes the time dimension in diffusion research, which he argues is one of the 

strengths of his model (Rogers 2003). This aspect is mostly ignored in other diffusion research. 

The fourth element of diffusion in Rogerôs model is the social system. He defines social system 

as ña set of interrelated units that is engaged in joint problem-solving to accomplish a common 

goalò (Rogers 1995, 23). According to Rogers (1995), ñthe members of units in a social system 

may consist of individuals, informal groups, organizations, and/or subsystemsò (p. 23). 

The main focus of the Diffusion of Innovations Theory is the certain channels by which 

information about an innovation is communicated among the participants within a social 

system. Communication occurs through channels between individuals or institutions that 

originates a message. Mass media channels include TV, radio and newsletters. Interpersonal 

channels refer to the communications between individuals. Members of a social system have 

different preferences for relying on mass media or interpersonal contacts when making 

decisions regarding adoption or rejection of an innovation. Rogers (1995) argues that diffusion 

                                                 
16 Similar to Dubin (1978) and Whetten (1989), this thesis does not distinguishes between a model and a theory.  
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is a social process that involves interpersonal communication. Mass media channels are more 

effective in creating initial knowledge about innovations, whilst interpersonal communication 

channels are more effective in changing attitudes (Rogers 1995, 19; Brancheau/Wetherbe 

1990).  

Diffusion of innovations is essentially a process of communication. According to Rogers, the 

innovation-diffusion process is divided into following stages: (1) knowledge, (2) persuasion, 

(3) decision, (4) implementation and (5) confirmation (Rogers 2003). At the knowledge stage, 

a person is exposed to the innovation and seeks information about it. When the person forms a 

negative or positive attitude towards the innovation, he or she is in the persuasion stage. At the 

decision stage, the innovation is either adopted or rejected by the individual. He or she puts the 

innovation into practice at the implementation stage, at which point the innovation decision has 

been made. The final decision about continuing to use the innovation is made at the 

confirmation stage. The decision of innovation can be reversed if the person is ñexposed to 

conflicting messages about the innovationò (Rogers 2003, 189). Typically, these five stages of 

innovation follow each other in a sequence.  

Another main contribution of the DOI theory is in the óadopterô categories of innovation 

diffusion. Rogers classifies five adopter categories in his innovation adoption framework: (1) 

innovators, (2) early adopters, (3) early majority, (4) late majority and (5) laggards based on 

their time of adoption. As explained by Rogers (2002), ñthis categorization is based on the 

percentage of individuals (or organizations) under each portion of the normal curve, marked off 

by standard deviations from the meanò (p. 990) (see Figure 4.2 below).  

Innovators are the first group of individuals (2,5 percent) in a system to adopt an innovation. 

This group requires a shorter adoption period than any other adoption group because they are 

willing to take risk. The next 13,5 percent of the individuals in a system are the early adopters. 

Innovators and early adopters are usually have a better education and a greater knowledge about 

technology. They tend to rely more on mass media for information about the innovation. Early 

majority are the next 34 percent of the individuals in a system to adopt an innovation. This 

group of adopters interacts frequently with peers and is conscious in terms of adopting a new 

idea. They weigh the pros and cons of an innovation before deciding to adopt or reject it. The 

next 34 percent of the individuals in a system are referred to as late majority. They are skeptical 

and risk averse. As they depend mainly on word of mouth communication rather than on the 

mass media, the individuals in this group adopt an innovation because most of their friends 

have already adopted it. The last 16 percent are the laggards. They tend to be suspicious of 

change and require certainty that a new idea will not fail before they can adopt it. Similar to 

late majority, laggards rely more on interpersonal sources rather than the mass media as their 

primary source of information about the innovation. By the time they adopt an innovation, it 

can possibly be already outmoded. The DOI theory suggests that the distribution of individuals, 

on the basis of their time of adoption of an innovation follows a classical normal distribution 

curve when plotted over time (Rogers 1995). It is important to note that not everyone in a 

population adopt an innovation. The adopter categories refer to the ones, who will eventually 

adopt an innovation, rather than the entire population. 
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Figure 4.2 The Diffusion of Innovations Theory 

Source: Own Illustration based on (Rogers 1962) 

 

Rogers has also attempted to explain why some innovations spread more quickly than others. 

The attributes of an innovation and its perceptions by individuals, determine an innovationôs 

rate of adoption. According to Rogers (2003), ñthe decision to adopt or reject a technological 

innovation is essentially an uncertainty reduction processò (p. 232). The characteristics that 

shape adoptersô innovation adoption decisions are (1) relative advantage, (2) compatibility, (3) 

complexity, (4) trialability  and (5) observability of the innovation.  

Relative advantage is the degree which an innovation is perceived as being superior to existing 

substitutes. It is important to note that an innovation may not have a considerable objective 

advantage; instead, the perception of potential adopters and their personal judgments of the 

expected benefits of the innovation is all that matters. Compatibility refers to the extent that the 

innovation is perceived as being consistent with past experiences, current needs and values of 

the potential adopter. Complexity refers to the extent of difficulty involved in understanding 

and using the innovation. Trialability is the extent to which the innovation can be experimented 

with on a trial basis. Observability is the extent to which the benefits and other results of using 

the innovation are visible to others. 

Complexity is negatively correlated to the adoption of an innovation, while the remaining four 

factors are positively correlated with the adoption rate. Consequently, innovations perceived as 

having greater relative advantage, compatibility, trialability, observability and less complexity 

will  likely to spread more quickly than the others. Based on a meta-analysis of studies, 

Tornatzky and Klein (1982) found relative advantage, compatibility and complexity as the most 

significant predictors of innovation adoption. These three attributes are consistently identified 

as critical adoption factors in IS research (Kwon/Zmud 1987b).  

Researchers from a wide range of disciplines have used the DOI as a framework. Mahler and 

Rogers (1999) studied diffusion of interactive communication innovations based on the 

example of the adoption of telecommunication services by German banks. Fields in which of 

the DOI theory has been applied in order to study prediction of diffusion include health service 

organizations (Lee 2004), agriculture (Adesina/Zinnah 1993) and school education 

(McCormick et al. 1995). Besides studying individual adoption, there are also successful 
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examples of its application to study factors of organizational innovation (MustonenȤ
Ollila/Lyytinen 2003). In IS context, the DOI theory was tested in several settings such as the 

adoption of spreadsheet software (Brancheau/Wetherbe 1990), electronic data interchange 

(Premkumar et al. 1994), end-user computing (Brancheau/Wetherbe 1990) and Internet banking 

(Tan/Teo 2000). 

Sultan and Winer (1993) challenge the DOI theory, in particular the profile of adopters 

proposed by Rogers. They argue that an óinnovatorô regarding one innovation may well be a 

ólaggardô for another, suggesting that innovativeness should be regarded as a relative 

phenomenon. Lyytinen and Damsgaard (2001) argue that the DOI theory is not suitable for 

studying the diffusion of complex technologies as it does not offer adequate constructs to deal 

with collective adoption behaviors. As in the case of most diffusion research, the DOI theory 

has also been criticized for having a ñpro-innovation biasò, which assumes that all innovations 

are beneficial and should be adopted by every individual within the population. This does not 

allow for inefficient innovations to die off quickly without being universally adopted or being 

replaced by better innovations (Bhattacherjee 2012, 34). 

The DOI theory has a considerable positive impact on IS research, and some authors have 

proposed modification of the theoretical framework by adding new constructs (Brancheau 

1987; Green et al. 1987). One of the widely recognized extensions to the DOI was made by 

Moore and Benbasat (1991). They selected and refined a set of constructs from the DOI theory 

and extended it by including concepts of result demonstrability, image and voluntariness of use 

to study technology adoption by individuals.  

4.2.1.2 The Theory of Reasoned Action (TRA)  

Developed by Martin Fishbein and Icek Ajzen (1980; 1975), the Theory of Reasoned Action is 

one of the most extensively referenced theories to predict and understand motivational 

influences on human behavior. As implied by the name, the Theory of Reasoned Action 

assumes that individuals behave in a sensible manner by taking account of available information 

and consider the consequences of their actions while making decisions about engaging in 

behaviors (Ajzen 1985, 12). 

Drawn from social psychology, the theory of reasoned action assumes that the behavior is under 

the individualôs volitional control (also known as volitional behaviors17). Ajzen and Fishbein 

(1980) assert that behavioral intentions are a function of ñtwo basic determinants, one personal 

in nature and the other reflecting social influencesò (p.6): (1) attitude toward the behavior and 

(2) subjective norm (see Figure 4.3 below). These two constructs are assumed jointly to 

determine behavioral intention. In other words, intention of a person is determined by his or her 

attitude toward performing the behavior and the social influence associated with this behavior. 

All other variables are assumed to influence intentions indirectly, through their effect on either 

attitudes or subjective norms and behaviors (Fishbein/Ajzen 1975).  

Attitude is personal evaluation of the behavior (e.g., whether it is a good or bad behavior and 

whether the actor likes or dislikes the behavior). TRA is concerned with attitudes toward 

behaviors and not with the more traditional attitudes toward objects, people or institutions 

                                                 
17 Volitional Behavior is a behavior which does not require skills, abilities, opportunities and the cooperation of 

others (Fishbein/Ajzen 1975). 
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(Ajzen 1985, 12). The subjective norm is ñthe personôs perception that most people who are 

important to him think he should or should not perform the behavior in questionò 

(Fishbein/Ajzen 1975, 302). Although a personôs intention to perform a behavior is the 

immediate determinant of the action; intentions can change over time therefore the longer the 

time interval between measurement of intention and observation of behavior is, the greater the 

likelihood that unforeseen events will produce changes in intentions (Ajzen 1985, 12). The TRA 

has the following three boundary conditions (Fishbein/Ajzen 1975):   

 

(1) the degree to which the intention and the behavior correspond with respect to their levels 

of specificity including action, target, context and time (Fishbein/Ajzen 1975), 

(2) the stability of intentions between the assessment of intention and observation of the 

behavior (Fishbein/Ajzen 1975), 

(3) the degree to which the behavior is under completely volitional control of the individual 

(Fishbein/Ajzen 1975). 

 

The third boundary condition implies that the TRA can only applied if the person can decide at 

will  if he or she wants to perform the behavior. The theory has a strong predictive utility for 

voluntary behaviors (Madden et al. 1992). Contrary to expectations, the model performed well 

even in studies in which the initial boundary conditions were violated (Sheppard et al. 1988). 

However, by definition, TRA should not be applied if the behavior is not completely under 

subjectsô volitional control or if the situation involves a choice problem (Sheppard et al. 1988).  

TRA cannot explain spontaneous, impulsive or habitual behaviors (Bentler/Speckart 1979) 

because engaging in such behaviors may not be due to a conscious decision by the individual. 

The TRA also excludes behaviors that may require special skills, unique opportunities and 

resources, or the cooperation of others to be performed (Liska 1984). To increase its explanatory 

scope, modifications to the TRA have been proposed. Sheppard, Hartwick and Warschaw 

(1988) suggested modifying the TRA to account for goal intentions, choice situations and 

differences between intention and estimation measures. Other authors have proposed expansion 

of the theory with additional variables (e.g., inclusion of moral obligations (Gorsuch/Ortberg 

1983), habit (Towler/Shepherd 1991) and competing attitudes (Davidson/Morrison 1983)). 
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Figure 4.3 The Theory of Reasoned Action 

Source: Own Illustration based on (Ajzen/Fishbein 1980) 

 

The TRA has been examined empirically in a variety of situations, especially in social 

psychology (Eagly/Chaiken 1993; Sheppard et al. 1988). Studies of various volitional behaviors 

that have  provided test contexts for the TRA including limiting sun exposure (Hoffmann III et 

al. 1999), coupon usage (Shimp/Kavas 1984) and using condoms (Albarracin et al. 2001). TRA 

has only been tested in a few contexts within the IS field (e.g.,  online grocery shopping (Hansen 

et al. 2004). 

The Theory of Reasoned Action provides a solid and coherent theoretical base which can be 

used to understand and predict human behavior within the defined constraints. Yet for 

circumstances, in which behavior is not under volitional control, the mere formation of an 

intention is not sufficient to predict behavior (Wünderlich 2009). Criticisms of the Theory of 

Reasoned Action mostly focus on its limited applicability. While defining the explanatory 

framework of the TRA, Fishbein and Ajzen pointed out that most behavior of interest to social 

scientists is under volitional control (Fishbein/Ajzen 1975). There are, however, a wide variety 

of behaviors that require abilities, skills and social cooperation which would be of considerable 

interest to social scientists (Liska 1984; Sheppard et al. 1988).  

Another question raised about the TRA is dichotomy of behaviors as volitional or non-

volitional. Liska (1984) argues that most behavior is neither volitional nor non-volitional, but 

ranges from behavior which requires no special skills, resources or cooperation of others to 

behavior which requires considerable amount of skills, resources or cooperation of others 

(Crawley/Koballa 1994). Most behaviors, which seem to be under complete volitional control 

(e.g., voting), involve some skills and the cooperation of others (Liska 1984; Eagly/Chaiken 

1993). Moreover, the TRA posits that attitudes and subjective norms have separate influences 

on behavioral intentions. However, studies show that attitudes and subjective norms are 

positively correlated (Miniard/Cohen 1981; Warshaw 1980).  

Finally, Eagly and Chaiken (1993) questioned whether attitudes and subjective norms are the 

only meaningful influences on behavioral intentions for volitional behavior (Hale et al. 2002). 
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They proposed that the TRA can be improved by adding predictors to the model. Similarly, 

Sheppard, Hartwick and Warshaw (1988) discuss modification of the model to account for goal 

intentions, choice situations and differences between intention and estimation measures. While 

Fishbein and Ajzen (1975; 1980) initially asserted that the TRA was a sufficient explanation of 

volitional behaviors, Ajzen (1991) accepted a decade later the possibility that some other factors 

(e.g., moral obligation, affect and past behaviors) may also predict intentions and behaviors 

(Hale et al. 2002). 

The TRA applies to only a limited range of behaviors. Ajzen (1985) expanded the explanatory 

domain of the TRA by adding perceived behavioral control (PBC) as an additional antecedent 

of behavioral intentions. The Theory of Planned Behavior, which additionally attempts to 

predict non-volitional behaviors, is discussed next. 

4.2.1.3 The Theory of Planned Behavior (TPB)  

The Theory of Planned Behavior (Ajzen 1985, 1991) is a widely accepted social theory to 

predict both volitional and non-volitional behaviors. As the extension of the TRA; a main 

assumption of the TPB is that people usually behave in a sensible manner by taking account of 

available information and the implications of their actions (Ajzen 1991).  

Besides the attributes of attitude and subjective norm as key drivers of intention defined in the 

TRA, perceived behavioral control 18 was added to account for circumstances when the 

behavior in question is not under complete volitional control (see Figure 4.4 below). Perceived 

behavioral control is defined as ñoneôs perception of how easy or difficult it is to perform the 

behaviorò (Eagly/Chaiken 1993, 185). The inclusion of perceptions of control extends the 

applicability of theory from simple volitional behaviors to achievement of goals (e.g., weight 

loss) which is dependent upon performance of a complex series of other behaviors 

(Conner/Armitage 1998). It is similar to Banduraôs (1982) self-efficacy construct in the Social 

Cognitive Theory (see Section 4.2.2.4 below). Self-efficacy describes the judgments of 

individuals regarding their capabilities to perform certain actions required to deal with 

prospective situations (Bandura 1982). Self-efficacy influences the selected activities, 

preparation for them and the amount of effort that is exhausted for their completion. Banduraôs 

(1997, 1982) research shows people prefer to engage in behaviors that are believed to be 

achievable.  

 

                                                 
18 The measure of perceived behavioral control has also received a great deal of attention in explaining the relation 

between health related beliefs and behaviors (Armitage/Conner 2001). 
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Figure 4.4 The Theory of Planned Behavior (Original Version) 

Source: Own Illustration based on (Ajzen 1991) 

 

Ajzen (1991) argues that the PBC and self-efficacy constructs can be used interchangeably 

(Armitage/Conner 2001). However, Bandura (1986) does not agree, stating that PBC and self-

efficacy represent quite different concepts. Numerous scholars have provided empirical 

evidence for a distinction between self-efficacy and PBC (Armitage/Conner 1999; 

Terry/O'Leary 1995; Manstead/van Eekelen 1998). Accordingly, self-efficacy refers to 

cognitive perceptions of control based on internal control factors, while PBC is related to 

external factors (Armitage/Conner 2001). The study of Dzewaltowski, Noble and Shaw (1990) 

found that self-efficacy predicts behavior much better than PBC.  

Ajzen (1991) states that ñthe relative importance of attitude, subjective norm and perceived 

behavioral control in the prediction of intention is expected to vary across behaviors and 

situationsò (p. 188). PBC is assumed to have both direct and indirect effects on behavior. In 

situations where the attitude of an individual is strong, or where social norms are dominant, 

PBC may not be a strong predictor of intentions (Armitage/Conner 2001). In such cases, 

intention predicts behavior and PBC should not exert any influence on the intention-behavior 

relationship. The addition of PBC becomes especially useful as volitional control over behavior 

decreases (Ajzen 1991, 185). In cases, where behavioral intention would only result in small 

amounts of the variance in behavior, PBC should be an independent predictive of behavior. 

Having said that, it is important to keep in mind that the effects of PBC on behavior are based 

on the assumption that PBC represents volitional control accurately(Armitage/Conner 2001). 

Belief concepts were discussed in the original work of Ajzen, but were not included in the 

model as separate constructs (Ajzen 1991). In his later work, Ajzen (2005) stated ñAccording 

to the Theory of Planned Behavior, the major determinants of intentions and behavior follow 

reasonably from ï and can be understood in terms of ï behavioral, normative and control 

beliefsò (p. 134). This led to extension of the TPB with the addition of beliefs: behavioral 

beliefs, normative beliefs and control beliefs (see Figure 4.5 below) (Ajzen 2005). 
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Figure 4.5. The Theory of Planned Behavior (Updated Version) 

Source: Own Illustration based on (Ajzen 2005) 

 

Several variables may influence the beliefs of individuals such as age, gender, personality and 

past experiences. Ajzen argues that all these factors can influence individualôs beliefs and as a 

result, his or her intentions and behaviors. Even though Ajzen does not mention the influence 

of culture explicitly, he accepts its effect on individuals implicitly (Ajzen 2005, 134):  

 

ñClearly, people growing up in different social environments can acquire 

different information about a variety of issues, information that provides the 

basis for their beliefs about the consequences of a behavior, about the 

normative expectations of important others and about the obstacles that may 

prevent them from performing a behavior.ò  

 

The TPB has been widely applied in predicting behavioral intentions in areas as diverse as 

doing regular exercises (Hausenblas et al. 1997), complying with speed limits (Elliott et al. 

2003; Conner et al. 2003) and committing parasuicide (OôConnor/Armitage 2003). In the IS 

context, it was tested in contexts including Internet purchasing (George 2004) and electronic 

commerce adoption across cultures (Pavlou/Chai 2002). 

TPB is essentially an extension of the TRA developed to overcome the limitations of the TRA. 

Empirical evidence reveals that the extended theory performs better than TRA for predicting 

and explaining intentions and behaviors in several domains (Sheeran/Taylor 1999; Hausenblas 

et al. 1997; Hansen et al. 2004; Madden et al. 1992; Ajzen/Madden 1986).  

There are also some criticisms of the TPB. Eagly and Chaiken (1993) criticize the TPB for not 

providing a sufficient understanding of the relation between intention and behavior. Moreover, 














































































































































































































































































































































































































































































































































