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In scalable video coding, multiple versions of the same video which can 
differ in resolution, bitrate and framerate are encoded into one scalable 
bitstream. This allows for an efficient compression of all representations. 
While the latest scalable video coding standard-Scalable High Efficiency 
Video Coding (SHVC)-enables a highly efficient compression, it also si-
gnificantly increases the decoder complexity compared to non-scalable 
coding in case of quality scalability. 

In this work, SHVC is extended by a flexible inter layer prediction scheme 
and an inter layer refinement method which allows for a binary mapping 
between arbitrary quantizer step sizes between the layers. It is shown 
how all of these modifications can significantly reduce the required de-
coder complexity to much more reasonable values.
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1 Introduction

The absolute amount of video data that is transmitted over the internet increases each year,
while more and more of this data is transmitted over wireless connections which can exhibit
highly varying channel conditions. In the area of video coding and transmission, it is a ma-
jor challenge to provide users with the highest possible video quality even if the available
channel bitrate is subject to severe fluctuations. One method in video coding that can help
in these situations is scalable video coding in which multiple different versions of the same
video sequence are efficiently encoded into a single bitstream. Each layer of the bitstream
contains one version of the video which can differ from the other layers in various aspects
like spatial resolution, temporal resolution, or quality. Depending on certain criteria like the
available bitrate, the decoder can switch between the layers or entire layers can be removed
from the bitstream during transmission without an impact on the decodability of the bit-
stream. Furthermore, the bitstream may offer additional features that aim at a reduction of
the decoder complexity or a highly flexible adaption of the bitrate and reconstruction quality.

Among the first and most sophisticated video coding standards to support these types of scal-
ability is the scalable extension to advanced video coding (AVC) called scalable video coding
(SVC). For the more recent video coding standard high efficiency video coding (HEVC), such
an extension was developed as well. While the scalable high efficiency video coding (SHVC)
standard also supports various types of scalability, it was decided in the standardization pro-
cess to implement scalability without changes to the underlying coding scheme of HEVC.
One the one hand, this so called high level syntax only approach is efficient in terms of
rate-distortion performance and it can be implemented with only minimal changes to the
existing HEVC design. On the other hand, it includes two significant drawbacks: First, while
quality scalability is supported, decoding is only possible at very distinct rate points. Unlike
in SVC, there is no coding mode available that enables a more flexible adaption to varying
channel conditions in terms of quality and bitrate. Second and more importantly, scalabil-
ity is implemented in such a way that in order to decode the video from a higher layer, all
lower layer sequences must be fully reconstructed as well. In turn, the decoder complexity
increases almost linearly with the number of layers in the bitstream. For the case of qual-
ity scalability, the complexity increase is particularly severe as for every layer, a complete
HEVC decoder must operate at the full spatial resolution. This may deem SHVC unattractive
for practical applications where the decoder complexity is a limiting factor. Particularly for
mobile applications, the strong complexity limits may prohibit the implementation of SHVC
altogether. For spatial scalability, the decoder complexity overhead is lower but it may also
pose a problem if the resources at the decoder side are limited.

Since this thesis is focused on SVC as well as HEVC and its scalable extension SHVC, the
fundamentals on video coding and scalable video coding are detailed in Chapter 2. First,
it is shown how scalability for multiple layers is enabled in SVC. Various sophisticated inter
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1 Introduction

layer prediction tools are specified, which allow for an efficient coding of the higher layers by
exploiting the lower layer information. With several of the existing lower layer coding tools
being altered or newly added, SVC enables decoding of the higher layers at approximately
the same complexity as single layer coding using AVC. SHVC, however, enables scalability
by essentially running a full HEVC decoder for every quality or spatial layer. Dependencies
between the layers are exploited by inter layer prediction where every higher layer is able
to access the lower layer reconstruction by means of conventional motion compensation.
On the one hand, this approach offers a reasonable rate-distortion performance and can be
implemented without any changes to the lower layer coding tools. This "high level syntax
only" concept was chosen because it provides certain advantages for practical implementa-
tion in hard- and software. In the next part of the chapter, the coding process is detailed and
the coding performance of SHVC in comparison to HEVC is analyzed. On the other hand,
the multi layer approach has one severe disadvantage: When one of the higher layers is de-
coded, all lower layers must be fully decoded as well. This results in a significant complexity
increase for the multilayer decoder. At the end of the chapter, an analysis of the decoder
complexity of SHVC in comparison to HEVC is performed. These results include average
measurements as well as a worst case analysis.

In Chapter 3, a flexible inter layer prediction scheme is proposed for SHVC. In combination
with some minor changes, it allows for decoding of the higher layer at a significantly re-
duced complexity compared to conventional SVHC. The basic concept is similar to the one
that was introduced in SVC. However, unlike in SVC, the scheme in this thesis is also im-
plemented without any changes to the lower layer syntax or coding tools. Unlike previous
coding standards, this retains the "high level syntax only" constraint of SHVC. While this
technique increases the coding performance for the higher layer, it also introduces a drift in
the lower layer. After the underlying concept is explained in the chapter, it is presented how
the coding performance is influenced and that the average as well as the worst case decoder
complexity can be considerably reduced. While a certain overhead compared to single layer
coding remains, the resulting decoder complexity of the presented multilayer approach is
reasonably close to that of single layer coding. For the complexity evaluation, several dif-
ferent values like arithmetic operations and memory access operations are considered. In
addition, a visual test is performed in order to further examine the perceptual impact of
the drift. The last part of Chapter 3 shows that this approach can achieve a highly flexible
adaption of the bitrate and quality.

In SHVC, the higher layer can choose to take the lower layer reconstruction and add a sup-
plemental residual signal using the conventional HEVC coding scheme. For the decoder
complexity, this implies that with every layer an additional residual signal may be coded
which requires an inverse transform operation at the decoder side. In the arithmetic coding
stage, each additional residual signal can require as many context coded bins as a conven-
tional HEVC residual. In general, the transform based approach of SHVC is not well suited
for scalability when the higher layers approach a lossless reconstruction quality as the high-
est layers are mainly comprised of noise. Therefore, an inter layer refinement method is
presented in Chapter 4 which allows for a binary mapping between arbitrary quantizer step
sizes of two layers. This concept combines an embedded quantization scheme with the
quantizer as it is specified in HEVC. In the first part of the chapter it is explained how this
mapping is performed and how it can be optimized in a rate-distortion sense with a suitable

2



estimate on the probability distribution of the coefficients. In this way, an existing residual
signal from a lower layer can be directly refined in the transform domain. The reconstruc-
tion of the residual signal in a higher layer that is being decoded is possible using only one
inverse quantization and transformation operation. The refinement information is coded
either using conventional context based arithmetic coding or with a low complex entropy
coding mode that uses fixed probabilities. The respective probability values are inferred
from the mapping and the assumed coefficient distribution. After this method is introduced,
the resulting coding performance of the refinement scheme is compared to the conventional
SHVC approach of adding another residual signal in the spatial domain. While in SHVC the
number of context coded bins per residual signal is constant for every layer, the refinement
coding is able to significantly reduce the number of context coded bins per refinement. In
addition, with the refinement concept, there is a limit on the maximum number of context
coded bins over all layers.

Since the close reloationship of the inter layer prediction method from Chapter 3 and the
refinement technique from Chapter 4 suggests a joined approach, they are combined in Chap-
ter 5. As a natural extension of the two individual methods, the new approach is shown to
perform well in combination. In addition, it is established that it can further reduce the
decoder complexity with regard to the inverse transformations and arithmetic coding.

Chapter 6 concludes this thesis and provides an outlook on potential future research topics
in this area.

3





2 Fundamentals

In this chapter, some fundamental topics are explained which lay the foundation for the sub-
sequent chapters. Starting with some basic mathematical principles in Section 2.1, Section
2.2 continues with the fundamentals of video coding. In Section 2.3, some key aspects in
the specific video coding standard High Efficiency Video Coding which are relevant for this
work are highlighted. Finally, an introduction to scalable video coding (SVC) and Scalable
High Efficiency Video Coding is given in Sections 2.4 and 2.5, respectively.

2.1 Mathematical Fundamentals

This section highlights some mathematical fundamentals which are relevant in the following
work. For a more detailed discussion of these, the reader is referred to [Ohm15; CT91].

2.1.1 Random Variables

When dealing with signals in practical applications, the particular values of the input are
usually unknown. The input can, however, be regarded as a random process with certain
statistical properties. One property that the input in the context of multimedia and video
coding usually does not exhibit is stationarity, i.e. the statistical properties of the signal
do change over time. While this is not ideal because stationarity of the random variable is
often a condition for statistical analysis, statistical considerations can still be beneficial in
many situations. One way to describe the statistical properties of a source (of the values
from a source), is the probability density function (PDF). The PDF is a function p(x) which
represents the probability distribution of the random variable x . For a continuous random
variable x ∈ R, the PDF satisfies p(x) ≥ 0 and

∫∞
−∞ p(x)d x = 1. For a given PDF, certain

values can be derived from it. For example, the probability of the random variable x being
smaller than a fixed value b0 is given by

P(x < b0) =

b0
∫

−∞

p(x)d x . (2.1)

The expected probability of the random variable x taking values in the range from a0 to b0

5



2 Fundamentals

is defined as

P(x ∈ [a0, b0]) =

b0
∫

a0

p(x)d x . (2.2)

Finally, the expected value of a random variable with a function f being applied to all values
can be calculated by

E( f [p(x)]) =

∞
∫

−∞

f (x)p(x)d x . (2.3)

The mean value of the source can be calculated using the value itself as the function: f (x) =
x . In digital signal processing, however, the random variables are not continuous but rather
quantized to a discrete domain. The discrete equivalent of the PDF is the probability mass
function (PMF) which must satisfy the equivalent properties p(x i) ≥ 0 and

∑

i p(x i) = 1
where the x i are the discrete values that can occur. Intuitively, the PMF provides the absolute
probability of the random variable x taking the value x i. Discrete variants of the Equations
2.1, 2.2 and 2.3 are similar and can be derived by replacing the integral over the continuous
domain with a sum over the discrete values.

2.1.2 Entropy

In information theory, entropy is the quantitative representation of the abstract concept of
information content. In the context of random variables, the entropy is defined as the aver-
age self-information of a random variable. For a discrete random variable X with the symbols
x i and the probability mass function p(x i), the self information of each symbol depends on
its probability of occurrence. The lower the probability of a certain value x i is, the higher its
information content gets, and vice versa. In this case, the entropy is defined by

H(X ) = −
∑

i

p(x i) log2 p(x i). (2.4)

In information theory, the base of the logarithm is commonly chosen as 2, so the entropy
is measured in bits. Thus, the entropy represents the minimum number of bits required
for lossless coding of symbols from the discrete random variable X . One simple situation
is the case of a binary alphabet where only x0 and x1 exist. The maximum of the entropy
is located at the point of uniform distribution. For the binary alphabet, this corresponds to
equal probability (p = 0.5) for both symbols which results in an entropy of H = 1 bit. This
is the point of maximum uncertainty abouct the symbol. In the other extreme (p = 1 for
one of the symbols), there is no uncertainty about the symbol and the "random" variable
can be represented using H = 0 bits. This concept of entropy is very intuitive with regard
to what the information content of a symbol or message should be: The more unlikely the

6
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Figure 2.1 Quantization by the rounding operation. a quantization characteristics from the contin-
uous input values x to the discrete output values y . b an alternative representation of the charac-
teristics. The vertical lines indicate the decisions thresholds and the red crosses the reconstruction
values. c the quantization error q depending on the actual input value x .

occurrence of a symbol is, the more information it carries. Symbols or messages, however,
that are very likely, contain only little information.

2.1.3 Quantization

Quantization describes a procedure that maps ranges of values to corresponding represen-
tation values. The input values to this process can be continuous or discrete, while the set of
possible output values is always discrete. One of the most common quantization operations
is rounding of real numbers to integer numbers. For all possible integer numbered output
values y , the input value always lies within the interval from y−0.5 to y+0.5. Or the other
way around, the input values from y − 0.5 to y + 0.5 are quantized to the integer value y .
1 In Figure 2.1a, the corresponding quantization function from the input values x to the
output values y is plotted. In Figure 2.1b, an alternative representation for the same quanti-
zation function is given. All input values x between each pair of vertical lines are quantized
to the value marked by the red cross within the interval. Obviously, the process of quantiza-
tion is not invertible and inherently induces a certain amount of error. The amount of this
quantization error depends on the value x of the input value. For the rounding example, the
quantization error is plotted in Figure 2.1c.

For signal representations in a digital system, quantization of the input signal is inevitably the
first step in order to obtain a version of the input signal that can be represented in the digital
domain. For example, audio signals need to be quantized in an analog/digital converter in
the sound card before they can be handled by a computer. For video signals, the analog

1If an input value is precisely on the decision threshold, a ruling has to be made which of the two closest
whole numbers is the output. Here, we will round up in these cases (2.5 is rounded to 3). While rounding
to integer values as described here is very common, there are also other integer rounding operations that
can be used to perform quantization.

7



2 Fundamentals

to digital conversion is typically performed within the image sensor. Since the number of
bits that can be used for the representation of each input value is limited, the supported
input range of values is also restricted. This means that for unrestricted input values, the
quantization error has no upper bound for values that are outside of the supported input
range. This case is also referred to as overload or clipping. In the following, we presume
that all values to be quantized are already described by a discrete (digital) representation.
Thus, a further quantization of the values reduces the number of bits that are needed to
represent the values while some information about the original value is lost.

The uniform rounding example in Figure 2.1 can also be expressed using a quantization step
size ∆. The quantized level k and the reconstructed quantized value y are calculated from
the input value x as:

k =
�

x
∆
+

1
2

�

; y =∆ · k, (2.5)

with the ∆ value set to 1. For uniform quantization, the distance between the reconstruc-
tion values is constant. Because of this regular setup, the quantization and reconstruction
(inverse quantization) can be implemented very efficiently in hard- and software. 2 In gen-
eral, the quantization can also be non-uniform. If the input to the quantization is assumed
to originate from a stationary process with a non-uniform probability distribution, it can
be beneficial to adapt the quantization to the signal characteristics. For example, if the in-
put values exhibit a high concentration around zero, the quantization interval width can
be chosen smaller for low amplitudes. Furthermore, a finer quantization can be beneficial
for amplitude ranges where a high quantization error has a severe impact on the perceived
reconstruction quality. In turn, the implementation of such a non-uniform quantization and
reconstruction becomes significantly more complex. In general, the decision thresholds and
the corresponding reconstruction values can be chosen arbitrarily depending on the appli-
cation.

In Figure 2.2, another uniform quantization scheme is presented in which the decision
thresholds are shifted away from the reconstruction value 0 while the reconstruction values
remain at equidistant positions. In this way, a so called ’dead zone’ around zero is formed.
The equation 2.5 can be extended for this example by, depending on the sign of x , adding or
substracting an offset of 1

6 to the value of x . Such a setup is beneficial for signals with a strong
concentration around zero. If the probability distribution is Laplacian, then it can be shown
that this type of quantization is optimal when the quantization error and the rate needed to
encode the quantized values are both considered in a rate-distortion sense [Sul96]. In this
case, the quantized values will also exhibit a distribution with a high concentration of values
at and around zero. This feature can be exploited in the subsequent entropy coding stage.
For a more detailed discussion on quantization please refer to [Ohm15].

2While the actual computational complexity depends on the specific design of the quantization, also more
complex uniform quantization schemes are usually designed so that they can be efficiently implemented in
hard and software. Often only one addition, one multiplication and one shift operation is required.
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Figure 2.2 Uniform dead-zone quantization with shifted decision thresholds. a quantization charac-
teristics diagram. b alternative representation of the characteristics. c the quantization error.

2.2 Video Coding Fundamentals

Because raw and uncompressed video data consumes immense amounts of bits, the use of
video compression is virtually inevitable for practical applications. Typically, video sequences
exhibit high redundancy in the spatial and temporal domain which can be exploited in or-
der to significantly reduce the data requirements. While many different approaches were
tried, the concept of hybrid video coding became the most commonly used video coding ap-
proach for lossy compression. In the following, this approach and the concept of prediction
structures are outlined. Furthermore, it is explained how the evaluation of the resulting
compression performance is conducted.

2.2.1 Hybrid Video Coding

In hybrid video coding, two concepts are combined that compose the basic coding scheme
used in most video coding standards since more than 20 years. The two concepts are a DPCM
like prediction of the signal in the spatial (or even spatiotemporal) domain and a transforma-
tion based coding of the remaining error signal. While the basic concept of hybrid coding is
even older, it was first used for video coding in H.261, which was standardized in 1993, and
has been refined ever since [Hab74; h.261; h.262; h.263; h.264/AVC]. At first, the entire
incoming video signal is fragmented into smaller partitions. Typically, the video is split into
frames, where each frame is again split into blocks of a specific (but possibly varying) size.
These blocks are then processed in a sequential manner. Figure 2.3 illustrates the underly-
ing process from the encoder point of view. For each block, a prediction block is formed and
subtracted from the original input signal. The better this prediction block is (the closer it
is to the original block), the lower the energy of the resulting error signal gets. In order to
remove the remaining pixel correlations within the block, the error signal is transformed and
afterwards quantized to dispose of (possibly irrelevant) information. Finally, the quantized
levels are encoded into the bitstream using entropy coding. The quantized levels also go
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Figure 2.3 The basic concept of a hybrid video encoder. A prediction is performed either by intra or
by inter prediction. T and Q denote the transformation and quantization, while T−1 and Q−1 denote
the corresponding inverse operations. The encoder contains the decoder loop which is highlighted
by the dashed box.

through the inverse quantization and transformation steps. The previously used prediction
signal is added back such that a reconstruction signal is formed which is identical to the one
that the decoder will obtain from the bitstream. Before the entire picture reconstruction is
put into the picture buffer, one or several types of loop filters may be applied. Typically, a
deblocking filter is applied that reduces the effect of block boundaries that go along with the
block based coding approach. However, other filters may be employed as well. While the
filters can improve the perceived image quality, they are placed inside of the loop because
they also increase the overall coding efficiency. The picture buffer holds a specific set of the
filtered, previously coded pictures. Unless there is a transmission error, these pictures are
identical to the pictures that the decoder is able to reconstruct from the bitstream.

In video coding, there are usually two fundamental types of prediction: Intra and Inter
prediction. For intra prediction, the current block is predicted from the available already
reconstructed samples in the neighboring blocks. This neighborhood can be averaged or a
directional interpolation can be applied to acquire the intra prediction signal. The averaging
technique is effective in homogeneous areas, while a directional prediction is well suited for
straight edges and directional structures. For inter prediction, the pictures from the picture
buffer are employed. Using a two dimensional vector and a reference index, a certain area
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from one of the reference pictures is copied and used as the prediction signal. Because this
approach is very efficient for static scenes and scenes with motion, it is referred to as motion
compensation (MC). One of the two prediction schemes is chosen, and the loop is closed by
subtracting this signal from the original.

Both intra and inter prediction commonly require some side information. This side informa-
tion contains the decision which of the two prediction types to use as well as for example
the intra prediction mode for intra prediction, and motion vector and reference picture in-
dex for inter prediction. This data is also embedded into the bitstream so that the decoder
can perform the same prediction and reproduce the identical prediction signal. The block
that was omitted in this figure is the encoder decision block that generates the prediction
side information. The inputs to this block are the same as to the intra and inter prediction
blocks as well as the original image. The decision block then selects a prediction mode and
determines the side information which is used for each block. 3

Because of the closed loop DPCM approach, the encoder incorporates all building blocks of
the corresponding decoder (marked by the shaded area in Figure 2.3). Of course for a pure
decoder, the entropy encoding block must be replaced by an entropy decoder which can
reproduce the quantized levels and prediction side information from the bitstream. By re-
versing the quantization and transformation, a reconstruction of the error signal is calculated
and added to the prediction, which is again generated from previously decoded information
using intra or inter prediction. When the whole frame is decoded and loop filtering was
applied, the frame is written into the reference picture buffer and is ready for output to the
viewer. The loop in the lower part of the figure (the prediction is formed from previously
decoded information which in turn is calculated using a prediction) is also referred to as the
coding loop. The coding loop at the encoder and decoder side should always be in sync.
Otherwise, the decoding process uses different data for prediction than the encoder: The
reconstructions at the encoder and decoder side drift apart. This situation is normally not
by design but can occur in case of transmission errors. However, there are cases in scalable
coding where a certain amount of drift is introduced intentionally in order to enable a more
flexible coding scheme (see Section 2.4).

2.2.2 Prediction Structure

As stated above, the input sequence is commonly split into frames, which are processed
sequentially in a specific order. Unless a low coding delay is a constraint, the display order
and the coding order of frames can be decoupled. The so called prediction structure defines
the order by which the frames are processed as well as the sets of reference pictures that each
frame can use for inter prediction. Usually, this prediction structure is not fixed by the coding
standard, but rather there is a way for the encoder to signal the implemented prediction
structure to the decoder. However, the coding standard may define some limitations on the

3The encoder decision block is the central core of the encoder. Here it is decided how the available tools
from the specific coding standard are used in order to form the output bitstream. The implementation and
objective of this block is highly dependent on the application of the encoder. The encoder could for example
be optimized to achieve the highest possible coding performance, a certain image quality, a minimum
throughput of frames per second, a specific target bitrate, et cetera.
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Figure 2.4 Exemplary prediction structures. The output order on the time axis is indicated on the
bottom while the coding order is noted inside of the frames. Frames employed for inter prediction
are connected by arrows. The shaded frames do not perform inter prediction and can be decoded
independent of other frames.

structure like a maximum number of reference frames that can be used or a maximum size
of the picture buffer. Figure 2.4 illustrates some prediction structure examples. In example
a), the coding order and the display order are identical. Every third frame is coded without
dependencies to previously coded frames and can therefore be decoded independent of other
frames. Because decoding can start at these points, they are also referred to as random
access points (RAP). Furthermore, any occurring drift is effectively terminated by these intra
frames. In example b), the coding order is different from the display order. The frames 2 and
5 can now also predict from frames which are located in the temporal future. Furthermore,
this allows for the frame to use bi-prediction where two prediction signals (for example one
from the temporal past and one from the temporal future) are weighted together to form the
final prediction signal. In the last example c), the concept from b) is extended to a form of
hierarchy where even more frames can benefit from references in both temporal directions.
For illustrative purposes this hierarchy is pointed out in Figure 2.4 b) and c) by a vertical
shift of the frames.

In general, the choice of a prediction structure strongly depends on the application. It can
be seen in the figure that the examples b) and c) introduce a structural coding delay. For
b), frame 1 in output order can not be output until frame 1 was received and decoded. For
example c), this delay is even larger. For real time applications like video conferencing,
a configuration without structural delay is usually favored. If the structural delay is not
a constraint, a higher compression efficiency can generally be achieved with hierarchical
prediction structures. Also the placement of random access points depends on the use case.
For broadcast, we want to be able to start decoding at regular points in time if switching to
a channel. The same applies if seeking in the video shall be supported. In other applications
it might be applicable to actively request a random access point from the transmitter. E.g.
in applications where the video is encoded in real time for a limited number of receivers like
video conferencing.
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2.2.3 PSNR and the Bjøntegaard Delta

In case of lossless video compression, the evaluation of the coding performance is very sim-
ple. Because the reconstruction is identical to the original input video, only the resulting
bitrate must be compared. However, if the compression is lossy, the reconstruction quality
must be considered as well. One possibility is to perform a formal subjective test. While
this approach yields very relevant results, it is an expensive and tedious process which is im-
practical to be applied for every performance test. Because of this, the objective measure of
peak signal to noise ratio (PSNR) for the reconstruction quality is commonly used. In order
to establish the reconstruction quality of an entire video sequence compared to the original,
the PSNR is typically calculated per frame followed by an averaging of all values. The PSNR
is calculated from the mean squared error (MSE) by

PSNR= 10 · log10

�

A2
max

MSE

�

dB, (2.6)

where Amax is calculated from the bit depth b of the input by Amax = 2b − 1.

The MSE is calculated on a sample by sample basis and can be calculated between arbitrary
arrays of samples (e.g. a smaller block within a frame). Because of this, it can also be used
at the encoder side to estimate the reconstruction quality of a certain coding mode and to
take a decision on which mode to use. Let the original N x M samples be denoted by o(n, m)
and the distorted sample array by d(n, m). The MSE is calculated from the sample by sample
difference between the distorted signal and the original by

MSE=
1

N M

N
∑

n=0

M
∑

m=0

(o(n, m)− d(n, m))2. (2.7)

While there are more elaborate measures which might better represent the subjective im-
pression of the quality, the simple PSNR measurement is considered to be sufficient in most
cases. In the standardization process of HEVC and SHVC, the PSNR was the primary distor-
tion measurement. However, at certain points in time, subjective testing was conducted as
well.

The Bjøntegaard delta (BD) was proposed by Gisle Bjøntegaard in 2001 as a solution to a
very specific problem in the standardization process [Bjo01]. When a modification to the
existing coding scheme was proposed, the recommended simulation conditions stipulated
to use 4 points at a different rate and distortion. The resulting points were then plotted
in a rate-distortion graph and the figure was reported to the standardization body. The
Bjøntegaard delta picks up these 4 points and attempts to calculate an average distance
between the two graphs. Figure 2.5 exemplifies how the computation of the delta along the
rate axis is performed. Firstly, the bitrate is moved to a logarithmic scale. Then, two third
order polynomials are fitted through the two sets of points (4 points of the reference and 4
for the test). The integrals of both polynomial functions along the y-axis is calculated for
the overlapping interval y0 to y1. Finally, the results are subtracted and normalized to the
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Figure 2.5 Visualization of the Bjøntegaard rate delta calculation between a reference and a configu-
ration under test. The shaded area between the two polynomial functions is calculated and normal-
ized by the with of the interval.

width of the interval. This value is also referred to as BD-rate. In the same way, the average
difference in PSNR along the y-axis can be calculated which is also termed BD-PSNR.

Because of its convenient compact representation and the simple calculation, the Bjønte-
gaard delta became a quasi standard of calculating and reporting coding performance re-
sults. In the following years, the testing conditions were adjusted and it was noticed that the
originally proposed polynomial interpolation could be ill fitted in some situations. Because
of this, the interpolation was revised to a Piecewise Cubic Hermite Polynomial interpolation
that demonstrates a better behavior in these situations. Furthermore, with the piecewise
interpolation the delta calculation is more flexible and can be calculated for a variable num-
ber of rate-distortion points. However, the basic idea of calculation of an average distance
between two data sets remains unchanged [ZSS08].

For color video, there are multiple components that the PSNR can be calculated for. In
HEVC, the image is represented in the Y CbCr color space which includes one luma compo-
nent which corresponds to the brightness and two chroma components which correspond
to the color information. While the PSNR can be calculated for each of these components,
the corresponding rate can not be perfectly split for the color channels. Because of this, the
Bjøntegaard delta is commonly calculated and reported for all of the three components using
the total bitrate. Furthermore, the two chroma components are sub-sampled by a factor of
two in horizontal and vertical direction in HEVC version 1. These aspects should be con-
sidered for the interpretation of the BD-rate and BD-PSNR results for the luma and chroma
components.

2.3 High Efficiency Video Coding

High efficiency video coding (HEVC) is a hybrid video coding standard, which was jointly
developed by the ITU-T video coding experts group (VCEG) and the ISO/IEC moving picture
experts group (MPEG). The name of the joint team is Joint Collaborative Team on Video
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Coding or JCT-VC. With the increased popularity of higher resolution applications like ultra
high definition (UHD) and a demand for high-quality video on mobile devices, the ambition
was to create a new video coding standard with a substantially higher compression efficiency
compared to H.264/AVC and a focus on higher resolutions and the capability to utilize paral-
lel processing architectures. The first version of the standard was approved in January 2013.
In parallel to the standardization of HEVC, several extensions to HEVC were also developed
within JCT-VC. Version 2 of the HEVC standard was subsequently approved in July 2014 and
contained three extensions to the first version of HEVC: Multiview video coding (MV-HEVC),
range extensions (RExt) and the scalable extension (SHVC).

In order to evaluate the overall coding performance and assess the performance impact of
proposed changes to the standard, the standardization body maintains a reference software
of encoder and decoder. The decoder is intended to obey the HEVC standard and can be
used to test for bitstream conformity to the standard.4 The included encoder is intended
to establish a common basis for the standardization of HEVC and to aid in the evaluation
of new coding technologies and their impact on the coding performance. The encoder uses
rate-distortion optimized encoding and is designed to provide an HEVC compliant bitstream.
However, the encoder is not designed for other applications and lacks some commonly used
encoder features such as sophisticated rate control. While it is implemented in C++, it is
hardly optimized for speed which already disqualifies it for most practical applications. The
software repository is publicly accessible at [HM-Software].

In the following, some aspects of HEVC that are relevant in the context of this work are de-
tailed. However, because of the sheer complexity of HEVC, not all features can be described
here. For a more complete overview of HEVC, the reader is referred to [Sul+12; Wie15;
SBS14; h.265/HEVC]. Because HEVC is based on the hybrid video coding approach, all the
blocks from Figure 2.3 are also present in HEVC. After some general information on the
HEVC coding structure, these blocks are further detailed in the subsequent sections.

2.3.1 HEVC Coding Structure

A video sequence in HEVC is processed frame by frame. Internally, every color image is
represented in the Y CbCr color space by one luminance and two chrominance signals. The
Y component represents the luminance (brightness) component while Cb and Cr are the two
chroma components which contain the color information. Due to the fact that the human
visual system is less sensitive to the color than to the luminance, the two color components
are sub-sampled by a factor of two in both directions. 5 More information on the subject
can be found in [Poy12]. Each frame is addressed by a picture order count (POC) value.

4Of course the reference software decoder can only give a good indication of bitstream conformance. The
HEVC standard text is the valid reference. However, the reference software is implemented in order to
comply to the HEVC standard text as closely as possible.

5Sub-sampling is always applied for HEVC version 1. In the later version there are also the range extensions
to HEVC in which the chroma components may be only sub-sampled in horizontal direction or no sub-
sampling may be applied. While in this thesis the sub-sampling with a factor of two in both directions is
assumed, a different sub-sampling could be used as well. More information about the range extensions can
be found in [Fly+16].
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All decoded pictures are put into the decoded picture buffer (DPB). Pictures are removed
from the buffer when they were output and are no longer needed as reference pictures. The
pictures that can be used as reference pictures are collected in the reference pictures set
(RPS). For each frame, two reference picture lists are constructed from the frames in the
RPS: list 0 and list 1. Motion compensated prediction can then be performed using an index
into these lists. For bi-prediction, one picture from list 0 and one picture from list 1 is used
for prediction.

As for many other video coding schemes, each frame in HEVC is split into a grid of square
blocks (or units), where all units are processed line by line in a sequential order. 6 The size of
these coding tree units (CTU) is signaled at the beginning of the bitstream and can be 16x16,
32x32 or 64x64 pixels. Using a tree structure, each unit can be split into four square sub-
units of half the width and height. This process can be applied recursively down to a size of
8x8 pixels. The resulting unit which is not further split is referred to as a coding unit (CU). As
already mentioned, HEVC uses inter and intra prediction. The choice of prediction mode is
signaled per CU. Starting from the CU level and depending on the selected prediction mode,
the coding unit can be further split into two or four prediction units (PUs). Following this,
another tree for the transform units (TUs) is signaled, again starting at the CU level. HEVC
defines transforms for the square block sizes of 4x4, 8x8, 16x16 and 32x32 pixels. Because
of the two separate trees, it is possible that a prediction unit contains multiple transform
units as well as that transform unit spans multiple prediction units. For all PUs within the
CU, a prediction is performed and for each TU in the CU, a transformed and quantized
residual signal may be coded. The prediction signals and reconstructed residual signals are
then added to form the reconstruction signal for the CU. As it was stated above, the image is
composed of a luma- and two chroma components of half the size in vertical and horizontal
direction. This also applies to the CUs and TUs. Each CU contains three coding blocks (CBs)
for the three color components where the luma CB is of the same size as the CU and the
chroma CB has half the width and height. The same applies to the TU which comprises a
corresponding group of transform blocks (TBs).

2.3.2 Intra and Inter Prediction

For intra prediction, the PU is either of equal size as the CU, or the CU is split into four
square PUs. The samples of the current PU are calculated from the available reconstructed
samples of neighboring blocks within the same frame. Because of the tree like splitting into
CUs, the available samples may not only be left and above of the current block, but also on
the lower left and upper right. As in H.264/AVC, different modes of intra prediction can be
selected. Firstly, HEVC specifies 33 angular intra prediction modes, which use extrapolation
of the reference samples in the current prediction block along a certain direction. Each of

6There are some tools in HEVC which alter this basic coding order. Firstly, the grid of units can be split
into rectangular sub-sections using tiles. All units within each tile are then processed in a sequential order
where the tiles can be processed in parallel. Another technique is so called wavefront parallel processing
which allows for a synchronous entropy decoding and reconstruction of multiple rows of units. While
these tools are not further detailed in the remainder of this thesis, there are no incompatibilities with the
later presented techniques. Further information on tiles and wavefront parallel processing can be found in
[Sul+12; Mis+13; Wie15].
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the 33 angular modes defines a specific direction. This kind of prediction is particularly
efficient for blocks with strong directional structures like edges. Alternatively, two non-
angular modes are available, planar- and DC mode. Both modes use different averaging
strategies to create more smooth prediction signals. As in H.264/AVC, constrained intra
prediction can be enabled by a syntax element in the bitstream. In this mode, neighboring
samples that were obtained using inter prediction are regarded as not available for intra
prediction. Enabling this feature improves the loss-resiliency by preventing propagation of
possibly error prone information from other reference pictures into the intra prediction signal
of the current picture [Lai+12].

For inter prediction, the PU can either have equal dimensions as the CU or the CU can be
split into two or four PUs. The split into two parts can be performed in horizontal or vertical
direction and results in two non-square PUs. In both cases, there are two modes in which
the split is asymmetric and the two resulting PUs are not of equal size. For each PU, motion
information is signaled, which consists of an index into the reference picture list 0 (list 0)
and a motion vector. In case of bi-directional motion compensation, another index into the
reference picture list 1 is coded with another motion vector. The prediction signal of the
PU is now formed by copying the reconstructed pixel values from the PU area within the
indicated reference picture using the given motion vector as a displacement offset. As the
motion vectors are indicated with quarter pixel precision, interpolation using an 8-tap filter
in horizontal and/or vertical direction is performed if the motion vector is indicating a sub-
pixel position. In case of bi-prediction, this process is performed twice and the pixel values
are merged together to form the prediction signal. Because motion information in certain
areas is commonly quite uniform, motion vectors are always signaled relative to a predicted
motion vector which is obtained from spatially or temporally neighboring CUs. There are
two methods for derivation of the motion information. In the first mode (merge mode),
a list of possible merge candidates is generated from inter predicted CUs in the available
neighborhood, and possibly one candidate from the inter predicted CU in one of the reference
pictures in the reference picture buffer (temporal merge candidate). An index (merge index)
is coded and the motion information from the corresponding candidate is copied to the
current PU. In the second prediction mode, a new motion vector is coded differentially using
a motion vector predictor. A list of two candidates is generated from spatially and temporally
neighboring CUs. If the reference index of the predicted motion vector differs from the
reference index of the current PU, the motion vector prediction is scaled according to the
POC values of the addressed frames. Afterwards, the x and y components of the motion
vector difference are coded. At the decoder side, the motion vector is constructed by adding
the prediction and the difference. This also means that alongside the reconstructed pixel
values, the motion information for each CU has to be stored in the reference picture buffer.
In order to restrict the memory requirement, this information is stored alongside with the
reference fames on a 16x16 pixel grid, even if the PU size is smaller [Ugu+13].

2.3.3 Transformation and Quantization

After prediction of the coding unit, the residual signal is processed. Firstly, the coding unit
is partitioned into transform units using another quadtree partitioning. Each transform unit
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can be of size 4x4, 8x8, 16x16, or 32x32 pixels. Starting from the size of the CU, a flag
(split_transform_flag) indicates if the unit is split into four square sub-units. If the unit is
further split, the process is invoked recursively for each of the four sub-units. If the minimum
transform size of 4x4 pixels is reached or the unit is not split any further, the process is
terminated and a transform unit is established. Because the maximum TU size is 32x32
pixels, the first split is applied implicitly if the CU size is 64x64 pixels. This quadtree is also
referred to as the transform tree. The transform tree is independent of the partitioning of
the coding unit into prediction units so it is possible that a TU extends over a prediction
unit boundary. As the minimal transform size is 4x4 pixels and the transform blocks for the
chroma components are sub-sampled by a factor of 2, a special case arises if the TU size is
4x4 pixels. In this case, four TBs of size 4x4 for the luma component, but only one 4x4 TB
for each of the chroma components are coded.

The residual signal of each transform unit is subsequently transformed using the HEVC core
transform. 7 The core transform is an approximation of the discrete cosine transform (DCT)
using finite precision integer arithmetic. While specific implementation details differ, the
DCT is also used in multiple other video coding standards like H.262/MPEG-2, H.263 and
H.264/AVC. It is commonly used because it provides highly uncorrelated coefficients and
can at the same time be very efficiently implemented in hardware as well as software. In
HEVC, each DCT matrix element is represented using 8 bit precision and each transformed
coefficient can be represented using 16 bit. The matrix multiplication can be implemented
using 16 bit multipliers and 32 bit accumulators. Furthermore, the coefficients in HEVC were
tuned so that the matrix elements for a transform are a subset of the matrix elements for a
transform of twice the size. This means that only the DCT matrix elements for the 32x32
pixel transform need to be specified. All smaller matrices can then be derived from the larger
matrix.

In a very similar way, an alternative inverse transformation based on the discrete sine trans-
form (DST) is specified in HEVC. This transform is applied for all transform blocks of size 4x4
that use intra prediction. Because it is also defined as a matrix multiplication with similar
properties as the DCT, it can be seamlessly integrated into the quantization and transforma-
tion process. When it was proposed, it could be shown that for this specific case the DST
accomplishes a higher compression efficiency [SF11].

The specified core transform allows for highly optimized implementations of the forward and
inverse transformation operation. Particularly, further optimizations are possible if certain
areas of transform coefficients are zero (not significant). It is also possible to further exploit
the symmetry properties of the transform matrix. Lastly, it is possible to reuse hardware
blocks in a unified forward/inverse transform unit. While all of these optimizations can help
to save computational complexity, the inverse transform still requires a significant amount
of arithmetic operations (multiplications and additions).

Finally, the transform coefficients are quantized to levels. It can be observed, that for image

7In the HEVC standard, only the inverse transformation and quantization process is specified. The choice of a
forward transformation and quantization is left to the encoder implementer. However, the transformation
and quantization were designed and tested in conjunction with their forward counterpart. Because of this,
both the forward and inverse processes are described here. The described forward transformation and
quantization is used by the reference software encoder [HM-Software].
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signals the distribution of the two dimensional array of DCT coefficients is close to a Lapla-
cian distribution [RG83; LG00]. This property is utilized in the quantization process and
also for the coding of the transform levels. Firstly, the absolute value of the transform coef-
ficients is handled independent of the sign. Because of the coefficient distribution, positive
and negative signs can be assumed to be equally probable while the absolute value of the co-
efficients is expected to have an exponential distribution. Secondly, the interval boundaries
for quantization are shifted so that the reconstruction value of each quantization interval is
close to the expected value within each interval.

Because the quantization induces a loss of information, it impairs the reconstruction quality.
However, coding of the quantized levels can be performed with far fewer bits compared
to the un-quantized transform coefficients. Therefore, the quantization process allows for
a trade-off between the reconstruction quality and the number of bits that are required to
encode the quantizer levels. As in H.264/AVC, the quantization step size ∆q in HEVC is
specified by a quantization parameter (QP) that ranges from 0 to 51. In the HEVC reference
encoder, the QP is the primary value to control the reconstruction quality. The QP value
converts to a step size by

∆q(QP) = 2(
1
6 (QP−4)) ≈ 1.1225(QP−4). (2.8)

It can be seen that the quantization step size increases by approximately 12% for a QP incre-
ment of 1. For a QP increase of 6, the quantization step size is precisely doubled. For a QP
value of 4, the quantization step size is 1. As for the transformation, also the reconstruction
process is specified using integer arithmetic. For this, the integer approximation of ∆q is
expressed using a modulo operation, a table lookup, a binary shift, and an integer division,

∆q(QP) = S[QP%6]�
�
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, (2.9)

where the lookup table S contains the 6 values
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Instead of a division by the step size ∆q, the transform coefficient c is multiplied by a scaled
integer approximation of the inverse step size followed by a binary right shift. Because of
the assumed coefficient distribution, the quantization interval boundaries are shifted. The
output level l is calculated from the coefficient c by

l = (c · F[QP%6] + (d � s f ))� (s f + 9), (2.11)

where the shift s f is calculated from the QP value, the sample bit depth B and the transform
size N by s f = 20−B− log2(N)+

�

QP
6

�

. The value d sets the shift of the quantization interval
boundaries. The value of d is 171 for intra slices and 85 otherwise. The lookup table F
contains the approximated inverse values of S scaled by 214
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Figure 2.6 Quantization example for a QP value of 38, a bit depth B of 8, a transform size of 8x8
pixels (N = 8) and both intra and inter slices. All values between each pair of quantization boundaries
(black lines) are quantized to the same level value (red numbers). The corresponding reconstruction
value for each interval is marked by a red cross.
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The reconstruction of the coefficients c′ from the level l is then performed by a multiplication
with a scaled integer approximation of the step size

c′ =
�

l · (I[QP%6]�
�

QP
6

�

) + (si � 2)
�

� si, (2.13)

where the shift si is calculated from the sample bit depth B and the transform size N by
si = log2(N)+B−9. The added offset si � 2 in combination with the binary right shift of si

implements a rounding operation. The lookup table I contains the approximated values of
S scaled by 26

I = {40, 45,51, 57,64, 72}
≈
¦

2−
4
6+6, 2−

3
6+6, 2−

2
6+6, 2−

1
6+6, 26, 2

1
6+6
©

. (2.14)

The values of the lookup table I can be stored using 7 bits per value. Furthermore, the
quantization and reconstruction were designed to approximately result in unity gain. In
Figure 2.6, the quantization and reconstruction is showcased for a QP value of 38. The
reconstruction values (red crosses) are located at equal distances and are independent of the
slice type. The quantization boundaries (black lines) are shifted such that the reconstruction
value is at approximately 1

3 and 1
6 of the interval width for intra and inter slices, respectively.

It should be noted here, that in the bitstream it can be signaled to disable the quantization
and transformation. Firstly, a flag (cu_transquant_bypass_flag) can be coded per coding unit

20



2.3 High Efficiency Video Coding

context coding

bypass coding

Probability
Memory

ctx p

Probability
Update

pnew

p = 0.5
p

Arithmetic
Coding

Arithmetic
CodingArithmetic
Coding

p

bin

bitstream

Figure 2.7 Block diagram of the CABAC coding approach. Every bin is arithmetically coded using a
specific probability. The probability estimation (shaded block) can operate in two modes: In a context
based backwards adaption mode or in bypass coding mode with a fixed probability of 0.5.

to signal a bypass of both stages. If the flag is set, the residual values are directly coded into
the bitstream which allows for perfect reconstruction of the original image signal. Secondly,
another flag (transform_skip_flag) can be coded per TU. If the flag is set, the transform stage
is skipped and replaced by a simple scaling of the sample values. The scaled values are then
forwarded to the quantization process and the resulting levels are coded into the bitstream
[h.265/HEVC].

It was already mentioned that only the inverse quantization process is defined in the HEVC
standard. The implementation of a forward quantization is left to the encoder manufacturer.
Typically, an encoder will perform quantization using a rate-distortion trade off between the
reconstruction quality and the estimated bitrate. When using this rate-distortion optimal
quantization (RDOQ), the encoder will intentionally modify the levels of the quantized co-
efficients if a higher rate-distortion performance can be achieved by doing so [KYC08]. This
encoder only optimization strategy is also implemented in the reference software encoder
[HM-Software].

For a more detailed description of the HEVC core transform, quantization and the complexity
of the transformation, the reader is referred to [Bud+13].

2.3.4 Context Adaptive Binary Arithmetic Coding

The context adaptive binary arithmetic coding engine (CABAC) was first implemented in the
H.264/AVC video coding standard, where, alongside a less complex variable length code
(VLC), it is one of two selectable entropy coding engines. For HEVC, the basic concept of
CABAC remained unchanged. Only the context adaption was revised and the number of used
contexts was significantly reduced. Because of its superior performance, CABAC became the
only entropy coding engine in HEVC [h.264/AVC; h.265/HEVC].

At its core, CABAC is based on the arithmetic coding concept which is employed widely
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for state of the art image and video compression because of its excellent performance in this
setting. The core of arithmetic coding is an interval, which is split into multiple sub-intervals
with one interval per possible input symbol. The width of each interval corresponds to the
probability of occurrence of each input symbol. For the arithmetic coding engine in CABAC,
the source is always binary. In the context of CABAC, each binary input symbols is referred
to as a bin, while the output symbols of the arithmetic coding process are termed bits. The
interval for each bin is split into two intervals according to the probability estimation p
of the bin. Depending on the bin, one of the two intervals is chosen as the new interval
and the process is reiterated. At the end, an arbitrary number from within the interval
is transmitted so that the decoder (with knowledge of the probabilities) can reconstruct the
input symbols. However, the approach as it is described here would require infinite precision
and also has other restrictions which make it impractical for actual implementations using
discrete systems. The arithmetic coding engine which is used in CABAC is highly optimized
for performance on software as well as hardware platforms. In CABAC, the probability value
p is given by a 7 bit index which corresponds to a particular discrete probability value in
the range from zero to one. For the bypass coding mode, the probability which is used for
coding is 0.5 and one coded bin requires exactly one bit in the bitstream. In combination
with various other simplifications and optimizations, the final arithmetic coding engine is
multiplication free and can be implemented using only additions, binary shift operations
and memory look up operations. For a detailed explanation of arithmetic coding and the
arithmetic coding engine in CABAC, the reader is referred to [Ohm15; MW03; MSW03].

Figure 2.7 shows a block diagram of the CABAC coding approach. On the right, the aforemen-
tioned arithmetic coding engine encodes every input bin into the bitstream using a certain
estimated probability value p. The performance of this arithmetic coding step completely
depends on this probability estimation. The better the probability estimation, the closer the
coding performance can get to the entropy of the source. For the probability estimation
(the shaded block), one of two modes can be chosen. In bypass mode, the probability of
the bin is assumed to be close to 0.5. Because no adaption is performed and a simplified
arithmetic coding step can be used, this mode allows for a low complex coding of bins. The
second mode (context coding) uses a backwards adaptive probability estimation with mul-
tiple contexts. A context is an index, which is assigned to every bin which is not coded in
bypass mode. The value of the index is determined based on the type of bin which is coded
as well as other available coding related information. For example, there are three indices
(contexts) for coding of the split flag. Depending on the split flags of the neighboring CUs,
one of these three contexts is chosen (0 if neither-, 1 if one- and 2 if both of the top and
left neighboring CUs are split). The assumption here is, that there is a spatial connection
between the flags. If the flags in the neighborhood are set, it is more probable that the flag to
code is also set. This enables the context to adapt even better to the actual probability of the
flags. Other utilized information can include the current block size, the prediction mode or
the position within a transformation block. For all non-binary syntax elements, binarization
must be performed prior to arithmetic coding. If multiple bins are used to signal a syntax
element, the context for each bin may also be selected by the binarization process. Of course,
all of this information must also be available on the decoder side so that the decoder will
select the same context and thus use the identical probability estimation for each bin.

For the given context, the corresponding currently assumed probability value p is retrieved
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from memory and is, in conjunction with the corresponding bin, handed to the arithmetic
coding engine. After the bin is coded, the probability value is updated and the new value pnew

is stored back into memory. The probability memory stores one probability value p for every
context. While in H.264/AVC, there were 299 contexts, this number was cut down to 154
in HEVC. Since p is represented using a 7 bit value, the memory must be able to hold 154 7
bit values [Bos+12]. For each context, the update process uses the previously coded bins to
calculate a new probability estimation. This is referred to as backward adaption because the
probability estimation update is performed after the arithmetic coding step. Therefore, no
signaling of probability values is needed. With the decoded bins, the decoder can perform
the identical probability update and the probability memory at the encoder and decoder can
be kept in sync. For the update itself, various strategies are conceivable. For example, a
certain number of coded bins could be kept in memory and be updated with every new bin.
The probability estimation could then be performed from this set of previously coded bins.
For simplicity, a straightforward table based update process is used in CABAC. Depending on
the current value of p and the coded bin, a new value of p is selected from a fixed transition
table.

Especially for high bitrates, the entropy coding can become a bottleneck if a high number
of bins per image must be encoded or decoded using context based coding. Because of
this, the coding process is designed such that only a limited number of bins are coded using
context adaption. For large syntax elements, this can be achieved by splitting the value
into two parts: A prefix part and a suffix part. The bins for the prefix part are coded using
context adaption while the remaining suffix bins are coded using a Golomb-Rice code in
combination with bypass coding. For transform coefficient levels in HEVC, the worst case
number of context coded bins per coefficient is hereby limited to 3. 8 Furthermore, the
context derivation in HEVC (especially for transform coefficients) is optimized for parallel
processing as much as possible [Bos+12; SB12].

2.3.5 Transform Coding

After transformation and quantization, the transform levels of each transform coefficient in
the transform block are coded into the bitstream. In the following, these quantization lev-
els are still referred to as transform coefficients. Each luma transform block can be of size
4x4, 8x8, 16x16 or 32x32 coefficients. For chroma, the available sizes are 4x4, 8x8 and
16x16. Typically, the coefficient energy is highly concentrated in the lowest frequency coef-
ficients while non-zero coefficients are sparse for a higher frequency. The transform coding
implementation is optimized for this setting while enabling a high amount of parallelism.
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Figure 2.8 Transform sub-block scan patterns for the different transform sizes. a 32x32, b 16x16,
pixel diagonal scan. For 8x8 transformations two scan patterns for transform sub-blocks are available:
One for diagonal and vertical scan (c) and one for horizontal scan (d).
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Figure 2.9 The three scan patterns for the transform coefficients within each transform sub-block.
Three scan patterns are available: a diagonal scan, b horizontal scan, c vertical scan.

Scan Order

The coefficients of each transform block are processed in a specific order. This scan order
is sorted from the highest frequency coefficient on the bottom right to the lowest frequency
coefficient on the top left. Firstly, if the transform block size is larger than 4x4 coefficients, the
transform block is split into transform sub-blocks of 4x4 coefficients each. These transform
sub-blocks are then processed from highest to lowest frequency in a diagonal arrangement
depending on the transform size (see Figure 2.8 a to c). The 16 transform coefficients within
each transform sub-block are in turn scanned using a diagonal order (Figure 2.9 a).

For transform blocks of size 8x8 and 4x4 within a coding block that uses intra prediction, two
additional scan orders are defined: Horizontal and vertical scan. One of the three modes is
selected according to the applied intra prediction direction. If the intra prediction direction
is approximately horizontal or vertical, horizontal or vertical scanning is employed, respec-

8Coding of transform coefficient levels becomes more critical at high bitrates because in this case, the coeffi-
cient level values tend to be large and thusly most of the bitrate is consumed by them. In H.264/AVC, the
worst case number of context coded bins per coefficient is 15.
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tively. Otherwise, the default diagonal scan is used. For 8x8 transform blocks, again, the
transform block is split into 4 sub-blocks which are scanned according to Figure 2.8 c (ver-
tical) and d (horizontal). In this case, the coefficients within each transform sub-block are
also scanned in a horizontal or vertical manner as depicted in Figure 2.9 b and c.

Last Significant Position

The first syntax element that is coded into the bitstream signals the position of the last
non-zero coefficient in scan order. A non-zero coefficient is also referred to as a significant
coefficient. Because it can be expected that a lot of the high frequency coefficients are zero,
large sequences of not significant high frequency coefficients can efficiently be signaled this
way. The position is coded by signaling the x and y position of the last significant coefficient
within the transform block.

The x and y positions are coded using the same binarization scheme but separate sets of
CABAC contexts. Coding is performed using a unary coded prefix part and a suffix part
which uses fixed length coding. The number of bits in each of these parts depends on the
coded value and the size of the transform. The maximum number of bits is 9 for the prefix
and 3 for the suffix part. Each bit of the prefix part is coded using context adaption while
the suffix bits are coded using bypass coding. For details on how the 36 contexts for the last
significant position are assigned see Appendix A.1.

Coefficient Scans

Next, the coefficients are scanned sub-block by sub-block according to the selected scan-
ning order. For every sub-block, the coefficient values are coded using multiple scans of
the coefficients within the sub-block. First a coded sub-block flag indicates if the sub-block
contains any significant coefficients. The flag is coded using two contexts each for luma
and for chroma. Coding of the sub-block flag is omitted for the sub-block that contains the
previously coded last significant position because this position already implies that there is
at least one significant coefficient in the sub-block. Also, due to the nature of the transfor-
mation, it is very likely that the sub-block 0 (containing the DC coefficient) contains at least
one significant coefficients. Because of this, the coded sub-block flag for sub-block 0 is also
not coded and inferred to one.

If the coded sub-block flag is set, the coefficients within the sub-block are scanned and a
significance flag is coded for each of the 16 coefficients. This flag indicates if the coefficient
is zero (not significant) or greater than zero (significant). If the last significant coefficient is
located within the current sub-block, the scan is started from its known position. A total of
42 contexts are assigned for coding the significance flag (27 for luma and 15 for chroma).
This way, up to 16 significance flags per sub-block are coded using context adaption.

In the second scan, all coefficients in the sub-block that were marked as significant in the
first scan are revisited in the same selected scan order. For each coefficient that was marked
as significant in the first scan, a second flag indicates if the level is greater than 1 or not.
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Table 2.1 The maximum number of context coded bins for each transform block depending on the
size of the transform. In the last line, the number is normalized by the number of coefficients in the
transform.

4x4 8x8 16x16 32x32

Last Significant Position 6 10 14 18

Coded Block Flag 0 2 14 62

Significance Flag 15 63 255 1023

Greater One Flag 8 32 128 512

Greater Two Flag 1 4 16 64

Sum 30 111 427 1679

Per Coefficient 1.88 1.73 1.67 1.64

For this flag, 24 contexts are assigned (16 for luma and 8 for chroma). In order to limit the
number of context coded bins per sub-block, a maximum of 8 coefficients per sub-block are
signaled as being greater than one. If more coefficients are greater than one, this information
is carried to the later coding of the remaining level.

In the third scan, the last coefficient in this sub-block that was marked as greater one in the
previous two scans is revisited again and a flag is coded that indicates if the coefficient level
is greater than two or not. Also for complexity reasons, at most one of these flags is coded
per sub-block. A total of six contexts are used for coding of this flag (4 for luma and 2 for
chroma).

In the worst case, up to 1679 bins need to be coded using context adaption for a transfor-
mation of size 32x32. This corresponds to a block in which each sub-block carries at least
eight significant coefficients from which one is also greater than one. In addition, the last
significant coefficient must be placed in the bottom right of the block. If, however, the worst
case number of context coded bins is scaled by the number of transform coefficients, it can
be seen that the number of context coded bins per coefficient is similar for all transform
sizes and ranges from 1.64 for a transform size of 32x32 to 1.88 for a transform size of 4x4
(see Table 2.1). Because these numbers apply to all three color components, the aggregated
worst case number is 2.81 context coded bins per pixel. For a Full HD (1920x1080) video
sequence with 24 pictures per second, this adds up to a worst case value of approximately
124 million context coded bins per second for the residual information only. Although this is
a significant improvement compared to H.264/AVC where this number is nine times higher,
the transform coding can still pose a throughput bottleneck, especially for devices with lim-
ited resources and high bitrates. While it is rather unlikely that these worse case scenarios
occur, they are very relevant for the decoder because a decoder that claims HEVC compat-
ibility must be designed in a way to handle these situations correctly. Furthermore, the
implications can become even worse in scenarios with more than one layer and therefore
multiple coded transforms.

For more details on how the contexts for the various above-mentioned symbols are selected,
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please refer to A.2. For a detailed assessment of the entropy coding implementation in HEVC
as well as a close comparison to H.264/AVC, the reader is referred to [SB12].

Sign Information and Remaining Level

In the final step, the sign information as well as the remaining level of the sub-block co-
efficients are coded. First, the sign information for all coefficients that were marked as
significant in the first scan are signaled. Because positive and negative signs are equally
probable, the sign bits are coded without context adaption in bypass mode. Secondly, the
remaining level of the coefficients marked as greater than one or greater than two have to
be transmitted. For the remaining level, no context based coding is used. Rather, a Golomb-
Rice code for small values is combined with an Exp-Golomb code for larger values, where
all bits of these codes are coded in bypass mode. This mixed code can be adapted to varying
distributions of remaining levels using a parameter k. For a low k, the code is tuned for a
high probability of small values. For higher k values, the code adapts to flatter distributions.
For each sub-block the value of k is initialized to 0 and it is increased if a remaining level
higher than a certain threshold is coded.

For a more detailed explanation of these codes as well as the general coding of transform
coefficients, the user is referred to [Wie15; Sol+12].

2.3.6 Loop Filter

As illustrated in Figure 2.3, after the reconstruction of the frame and before it is stored into
the picture buffer (DPB), in-loop filtering is applied to the frame. In HEVC, two successive
filters are implemented: A deblocking filter and sample adaptive offset (SAO). The deblock-
ing filter is similar to the corresponding filter in H.264/AVC and is designed to reduce the
artifacts at block boundaries which occur because of the block based coding approach. All
PU and TU boundaries in the frame are processed first in horizontal, then in vertical direc-
tion. Depending on the sample values along each edge, weak or strong filtering is applied.
In case of weak filtering, only the two boundary pixels are modified while for strong filtering,
3 pixels on each side of the boundary are filtered. Following the deblocking operation, the
SAO filter is executed. As the name suggests, it operates on a sample basis and conditionally
adds an offset to each sample. For each CTU, one of two modes is selected. For the first mode
(edge offset), the offset is selected depending on the surrounding sample values (the edge).
In the second mode (band offset), only the magnitude of the sample value itself determines
the offset. In smooth areas and around edges, the SAO filter can thus further enhance the
reconstruction quality. Control parameters for both filters as well as the SAO offset values
are signaled in the bitstream. While both filters are highly parallelizable, they are still quite
complex and introduce an additional coding delay [Nor+12; Fu+12].
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Figure 2.10 Average relative time spent per decoding operation. Random access decoding for an
optimized x86 based software decoder. Source: [Bos+12]

2.3.7 Complexity

One concern in the standardization process is the expected complexity with regard to the
decoder as well as the encoder. Of course, there is not one universal value that can represent
the complexity of HEVC in its entirety. The specific implementation in software or hardware
as well as the particular application play a major role for all complexity considerations.
For example, memory requirements may be a limiting factor in mobile applications while
parallelization is more important in software implementations. One simple measurement
that is often employed to give a first indication on the complexity is a measure of the decoding
time for a given software decoder. As elaborated in Section 2.3, the HM reference decoder is
not well suited for this case. In [Bos+12], an x-86 platform based optimized HEVC decoder
is profiled. The decoder does not use multi-threading but heavily utilizes SIMD instructions
(single instruction multiple data). The authors do not claim that the decoder could not be
further optimized. Especially multi-threading support could further reduce the decoding
time of certain operations relative to others. Nevertheless, these profiling values can give a
rough idea about the complexity of the necessary decoding operations.

Figure 2.10 shows the average relative time consumption of the aforementioned decoding
steps. A set of HD sequences from the common test set with various bitrates and frame rates
were used in this test. It can be seen that for the used random access configuration, the mo-
tion compensation (inter prediction) operation is the most time consuming, taking up almost
half of the entire decoding time. Only 4% of the time is allocated to intra prediction and
the inverse quantization and transformation operations, respectively. The two remaining big
chunks of the decoding time are used for entropy decoding (21%) and the in loop filtering
operations (18%). Depending on the application, the amount of motion compensation op-
erations and the accompanying memory bandwidth can become a bottleneck. At the same
time, the motion compensation operation is also highly suitable for implementations using
parallel processing. Depending on the bitrate of the stream, also the entropy coding block
can be a limiting factor because it only allows for a limited amount of parallelization. The
coding complexity becomes even more important for scalable approaches, where not only
one video sequence is coded but multiple representations of a video are combined in one bit-
stream. Depending on the implementation of scalability and the configuration, the decoder
complexity may significantly increase in this scenario. In the worst case, each additional
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representation may add the complexity of another full decoder 9.

2.4 Scalable Video Coding

The fundamental goal of scalable video coding is to define a bitstream format that is able to
adapt to different application scenarios and varying transmission conditions. Former video
coding standards that feature scalable profiles are for example MPEG-2, H.263 and MPEG4-
Visual. However, the implementation of the scalability features in these standards comes at
the price of significantly increased complexity and reduced coding performance. After the
standardization of H.264/AVC was finished in 2003, a scalable extension to this standard
was developed as well. It was appended to the H.264/AVC standard in July 2007 and is
also known as scalable video coding (SVC). The objective in the standardization of SVC was
to add scalability features to H.264/AVC, while the complexity overhead is small and the
performance is similar compared to single layer coding of H.264/AVC [h.264/AVC; SMW07;
SW08].

In SVC, the bitstream is organized in layers, where each layer corresponds to a possible re-
constructed video sequence with specific properties. The lowest layer, which is also referred
to as the base layer, is a conventional non-scalable H.264/AVC bitstream which can be de-
coded by legacy decoders that do not support the scalable extension. From this base layer,
the extension allows for the definition of higher layers that can use the base layer informa-
tion for more efficient coding. In scalable coding, these additional layers contain further
refined representations of the same video sequence as the base layer. In this context, they
are referred to as enhancement layers. In SVC, several types of scalability are defined. They
are specified by the difference between the representations of the layers.

Temporal Scalability In temporal scalability, the number of decodable frames per second
increases in the enhancement layer. Because of the flexible coding order and prediction struc-
ture, the foundation to enable temporal scalability is already established in H.264/AVC. SVC
merely extends it by signaling a temporal ID in the header of each frame which corresponds
to one reconstruction of the video at a certain frame rate. For example, the enhancement
layer could double the frame rate by adding an additional frame between every two frames
in the base layer (see Figure 2.11a). SVC further adds the possibility to combine temporal
scalability with other types of scalability.

Spatial Scalability In Spatial scalability, the spatial resolution of the enhancement layer
increases compared to the base layer. For example, the bitstream could contain two ver-
sions of the same video, one with a resolution of 1920x1080 pixels and the other with
3840x2160 pixels (see Figure 2.11b). Generally, the reconstruction quality of the enhance-
ment layer is not fixed to the same value as the lower layer and may also be varied. The
encoder can freely choose how much bitrate to allocate for each of the layers.

9While the worst case performance increase is high, it should be noted here that parallel decoding of the
multiple layers could be applied.
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(a) Temporal scalability. The enhancement
layer doubles the frame rate of the base layer.
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(b) Spatial scalability. The width and height of
the frame increases for the enhancement layer.

Figure 2.11 Example prediction structures for temporal and spatial scalability with two layers. The
base layer is denoted as L0 and the enhancement layer as L1.
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Figure 2.12 Inter layer prediction in SVC with two layers. The four blocks in the higher layer of
the current frame use inter layer motion prediction (ILMP), inter layer intra prediction (ILIP), con-
ventional inter prediction and intra prediction. Optionally, inter layer residual prediction may be
employed (red arrows).

Quality Scalability Here, the reconstruction quality of the enhancement layer increases
compared to the base layer, while the spatial resolution of the layers is identical. While
conceptually this type of scalability can be regarded as a special case of spatial scalability
with a resolution ratio of 1, it is internally handled very differently to spatial scalability. It
is also referred to as signal to noise ratio (SNR) scalability or fidelity scalability. Typically,
the enhancement layer quantizer is operated using a smaller QP value (smaller quantization
step size), which results in a higher reconstruction quality of the enhancement layer.

From a compression point of view it depends on the specific application what the optimum
layout of the layers should be. For example, depending on the bitrates, it might increase
the overall compression performance when the lower layer of a scalable sequence is down-
sampled instead of using multiple layers with SNR scalability. For high bitrate scenarios,
SNR scalability can prove more efficient. This optimal layout, however, even depends on the
properties of the sequence itself.

Up to a certain extent, one SVC bitstream can have multiple layers with different types of
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scalability. For each enhancement layer, the basic macroblock coding process of H.264/AVC
is reproduced with certain additions to enable interlayer prediction. An illustration of possi-
ble predictions in the higher layer of the current frame are shown in Figure 2.12. There are
two types of inter layer prediction, that exploit the lower layer information for an increased
overall coding performance. For the top left block of the current layer 1 frame, the corre-
sponding block in the lower layer uses inter prediction. In this case, the motion information
can be derived from the lower layer. The motion compensation operation is then performed
using the higher layer reference frames. This is also referred to as interlayer motion predic-
tion. For the top right block, the corresponding block in the lower layer uses intra prediction.
The intra reconstruction signal from the lower layer is filtered and potentially upsampled to
form the interlayer intra prediction signal in the higher layer. In any case, the encoder can
choose to disregard the lower layer information and perform conventional inter or intra pre-
diction as depicted for the two lower blocks. Finally, also the residual signal of inter coded
blocks in the higher layer can be predicted from the residual signal in the lower layer using
interlayer residual prediction.

When, in addition, constrained intra prediction is enabled in the lower layer, the specific
design of the inter layer prediction methods in SVC allows for a reconstruction of the higher
layer frames without access to any reconstructed inter predicted pixel values in the lower
layer. This means that it is not necessary to perform motion compensation in the lower layer.
Only blocks that utilize constrained intra prediction in the lower layer require reconstruction.
This in turn implies, that there is no need to apply loop filtering and to store the lower layer
reconstructed frames in the decoded picture buffer. Only the higher layer pictures must be
decoded, filtered and stored. This enables reconstruction of the higher layer video sequence
with a significantly reduced complexity because the decoding loop in the lower layer can
be suspended. Since only one loop in the higher layer is running, this is also referred to as
single loop decoding as opposed to multi loop decoding where one decoding loop is required
in each layer. The same applies to scenarios with more than two layers in SVC, where only
the loop in the target layer must be operated.

In H.264/AVC, the bitstream is organized in network abstraction layer (NAL) units. Each
NAL unit starts with one header byte which signals the type of the NAL unit. In SVC, the
header is extended by an additional three bytes, which provides information for the scalable
decoder like the layer index that the payload data is associated with. This enables a very
simple extraction of valid SVC sub-streams of lower bitrate as well as lower quality and/or
spatial or temporal resolution. Since only specific sub-streams at certain bitrates can be
extracted using the aforementioned inter layer prediction approach, this is also referred to
as coarse grain scalability (CGS). For an even further increased bitrate adaption flexibility
and improved error resiliency, SVC features another quality scalability mode which is referred
to as medium-grain quality scalability (MGS). For MGS, any NAL unit can be discarded from
the bitstream, which can be used for highly accurate adaption to varying channel conditions.
10

10While NAL units can be discarded from the MGS bitstream randomly, it is much more efficient to sort the
NAL units according to their impact on the reconstruction quality of the resulting sub-stream and discard
them with respect to this "importance". For this purpose, the SVC NAL unit header contains a quality_id
syntax element [Zha14].
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0 1 2 3

(a) Decoding of the higher layer (L1). All L1
pictures can be correctly decoded.

L0

L1

0 1 2 3

0 1 2 3

(b) Decoding of the lower layer (L0). Drift for
non-key pictures (1 and 2).

Figure 2.13 Exemplary prediction structure for MGS coding. Pictures 0 and 3 are key pictures (blue)
and only predict from other key pictures. Frames 1 and 2 in the lower layer predict from L1 references.
If only the lower layer is decoded, drift occurs (red) for frames 1 and 2.

2.4.1 MGS and the Key Picture Concept

For MGS, so called key pictures are introduced. For each frame, a flag is transmitted that
indicates if the lower layer or the higher layer reconstructed picture of a reference frame
is used for motion compensated prediction (use_ref_base_pic_flag). Another flag indicates
if the reconstructed frame of the lower layer needs to be stored in the picture buffer (dis-
cardable_flag). Figure 2.13 illustrates MGS based coding for two layers. For the frames 1
and 2 in 2.13a, prediction is performed from the references in layer 1 (use_ref_base_pic_flag
is not set) but full reconstruction and storage of these frames in the picture buffer is not
required (discardable_flag is set). The key pictures 0 and 3 (shaded in blue), however, only
use prediction from other key pictures in layer 0 (use_ref_base_pic_flag is set) and must be
decoded and stored in the picture buffer (discardable_flag is false). The prediction from the
higher layer frames can further increase the overall prediction performance while the higher
layer video can be reconstructed using single loop decoding.

If, however, frames from the higher layer can not be decoded because they were discarded
from the bitstream, the lower layer representations of the frames 1 and 2 can only be re-
constructed using the available lower layer references. This situation is illustrated in Figure
2.13b. The decoder is not able to reconstruct the signal that was employed for prediction of
the successive frames at the encoder side, but only a similar version from the lower layer at a
lower quality. The phenomenon is also referred to as drift because the encoder and decoder
reconstructions differ and tend to "drift" apart over time. Because key pictures can always
be reconstructed correctly, they serve as a boundary for the drift. If only a few higher layer
packets are discarded, a decoder can perform a sort of best effort decoding using all the NAL
units that are available. The key picture concept as well as the implications of the drift are
further detailed in the concept of scalable coding for HEVC in Section 3.1.

SVC was standardized with the goal of a scalable extension to H.264/AVC which has equal
or only slightly increased complexity and equal or only slightly lower performance when
compared to single layer coding using H.264/AVC. In order to achieve this goal for a variety
of different applications, SVC features several different operation modes and a variety of
different prediction and coding modes. Using SVC, it is possible to perform spatial and
SNR scalability with only a slight complexity overhead while at the same time the bitrate
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increase can be as low as 10% compared to single layer H.264/AVC [SMW07]. However,
the standardization activity for SVC was started after the corresponding work on H.264/AVC
was finished. This lead to some drawbacks for the design of SVC because the H.264/AVC
specification could not be changed in retrospect. For example, the NAL unit header needed
to be extended in order to allow quick access to basic scalable information. However, only
specific types of NAL units could be further extended without breaking compatibility with
non scalable streams.

2.5 Scalable High Efficiency Video Coding (SHVC)

From the very beginning of the development of HEVC, possible (future) extensions were
kept in mind for the design. Also, contrary to the scalable extension of AVC (SVC), the
standardization activity of the scalable extension to HEVC was initialized in parallel to the
still ongoing standardization of HEVC itself.11 This time overlap allowed for some interaction
between the standardization activities. This way, decisions for the scalable extension could
be considered in the design of HEVC. The same approach was taken for the other extensions
of HEVC, namely the multiview extension (MV-HEVC), the range extensions (RExt) and the
3D extensions (3D-HEVC). Thus, situations as for SVC were avoided, where some suboptimal
implementations were required in order to enable scalability while maintaining backwards
compatibility to AVC.

The implementation of the scalable extension to HEVC is closely related to the multiview
extension of HEVC (MV-HEVC). Both extensions use a layered approach, where the lowest
layer is formed by an HEVC main profile compatible bitstream. From this base layer, the ex-
tensions allow for the definition of further layers that can use the base layer information for
coding. In SHVC, these additional layers contain further representations of the same video
sequence as the base layer. In this context, they are referred to as enhancement layers. In
MV-HEVC, the layers encode additional views onto the same scene.12 Because of this close re-
lationship between the extensions, the common specifications for the multi-layer extensions
are merged into a separate annex of the standard text (Annex F - Common specifications for
multi-layer extensions) [h.265/HEVC].

In Annex G of the HEVC standard text, the SHVC specific modifications are described. In
SHVC, several types of scalability are defined. They are specified by the difference between
the representations of the layers. However, an SHVC bitstream is not limited to a single
specific kind of scalability and all modes of scalability can be combined in one SHVC bit-
stream.13 Besides the aforementioned scalability types (spatial scalability, temporal scalabil-

11The joint call for proposals on a scalable extension was issued in July 2012, while Version 1 of the HEVC
draft was approved in January 2013.

12One of the most widely spread applications of multiview coding is Stereoscopic Video, where two views of
the same scene are encoded. On the playback side, the two views are then presented to the left and right
eyes separately to create a stereoscopic viewing experience. While this is the most common application,
the number of layers is not limited to two and various other applications are conceivable.

13While there are no limitations to the combination of scalability types by the underlying design, there are
some limits specified by the profiles and levels. Also, by design, for hybrid coding scalability only the base
layer can be provided by external means.
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ity and quality scalability), some additional types are considered:

Bit Depth and Color Gamut Scalability The layers can also differ in bit depth and color
representation. SHVC adds special inter layer processing tools for these applications in order
to increase the overall coding performance compared to a scalable approach that does not
consider the change of color space and bit depth between the layers.

Hybrid Coding Scalability The SHVC standard allows for the lower layer to be "provided
by an external means not specified in [the] Specification" [h.265/HEVC]. This enables scal-
ability scenarios where the lowest layer is coded using a coding standard other than HEVC.
The base layer could for example be coded using H.264/AVC, MPEG-2 or any other video
coding standard. In particular in broadcast applications, this can provide backwards com-
patibility to existing transmission systems.

2.5.1 Decoder Design

As detailed in Section 2.4, there are different approaches in order to achieve scalability in
a hybrid video coding scheme. During the time of the standardization process, several op-
tions were discussed and investigated. Although the corresponding complexity implication
were known, the final decision was to implement a pure multi-loop approach with some spe-
cific inter layer processing tools that only requires high-level modifications to the decoding
process. The decoder of a non-base layer in SHVC closely resembles a conventional HEVC
decoder and all changes to the HEVC decoder are restricted to the slice header level or above.
No modifications to the lower layer coding tools like motion compensation, intra prediction,
residual coding or the frame buffer are applied in SHVC. From the decoder implementation
point of view, this implies that an SHVC decoder for a higher layer can be implemented with
only changes to the higher level decoding implementations of an existing HEVC decoder.
However, also with this approach, some changes to the multilayer encoder and decoder are
necessary. In the higher layer decoder, the parameter parsing process must be changed,
access to the lower layer reconstruction and motion information must be enabled and the
presented inter layer processing tools must be added. The notion of this was to simplify the
extension of existing hardware and software implementations of HEVC to support SHVC.

As discussed in Section 2.4, such an approach also has severe implications for the decoder
complexity. If a specific layer in this multi-loop approach is selected to be decoded, all
lower layers that the current layer relies on have to be fully decoded as well. For example
in the worst case scenario of SNR scalability, the decoder complexity directly scales with
the number of layers. For 2 layers, the decoder complexity is approximately doubled, for 3
layers it is approximately tripled. Furthermore, the specified inter layer processing tools also
constitute an additional complexity overhead. While this increase in decoder complexity can
be tolerated in some applications, it can also make SHVC unattractive for other use cases.
This is further detailed in Section 2.5.4.
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DEMUX
SHVC bitstream

HEVC
Decoder

Layer 1
Decoder

Motion
Upsampling

Upsampling

Color Mapping

L1 reconstruction

L0 reconstruction

external reconstruction

Figure 2.14 SHVC decoder layout with two layer. L0 is required to be HEVC compliant. Between
the layers, upsampling and color mapping of the reconstruction samples can be performed as well as
upsampling of the motion information. The L0 reconstruction can also be provided by an external
decoder in which case no motion upsampling is performed.

Figure 2.14 illustrates the conceptual layout of the SHVC decoder. While in this example a
two layer SHVC decoder is depicted, the concept can be easily extended to more layers. The
syntax allows for up to 63 layers, while the number of layers that a certain layer depends on
is limited by the profiles. The incoming SHVC bitstream is demuxed and each layer stream
is passed to the corresponding layer decoder. The L0 bitstream is compliant to the HEVC
main profile, which allows for backwards compatibility. If an SHVC bitstream is passed to
an HEVC decoder that adheres to the main profile, the HEVC decoder is required to ignore
all enhancement layer NAL-units and decode only the L0 sub-stream.

Three types of inter layer processing are specified in SHVC. For the lower layer reconstruc-
tion, color mapping can be applied followed by spatial upsampling. Furthermore, the lower
layer motion information can be upsampled by the same ratio as the reconstructed pixel
values. The resulting picture at enhancement layer resolution can then be used in the en-
hancement layer decoder for prediction. In SHVC, this is achieved by simply adding the
upsampled picture as an additional reference picture to the list of reference pictures. The
higher layer decoder can now use the conventional HEVC prediction tools to take advantage
of the lower layer information. In particular, these tools are motion compensated prediction
and temporal motion vector prediction (TMVP). The motion vector for prediction from a
lower layer reference picture is forced to the zero motion vector (0,0). This restriction is ap-
plied in order to limit the additional complexity which is implied by the inter layer prediction
process. It also corresponds to the consideration that the lower layer reference is a different
representation of the identical picture at the same time instance so, by design, there is no
motion between the two layers.14 The different types of inter layer processing are detailed
in the following:

14While all motion vectors for inter layer prediction must be zero in order for the bitstream to comply with
the SHVC standard, all of these zero motion vectors are still coded into the bitstream. This is done to abide
by the high-level syntax approach which dictates that no modifications to the lower layer syntax should be
applied. However, the overhead for coding of these zero motion vectors is very small.
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Texture Resampling and Cropping For resampling of the lower layer reconstruction,
SHVC specifies an 8 tap 1D filter to interpolate 15 positions between each two luma pixel
positions (1/16 pixel precision). For the chroma components, the corresponding filter has
4 taps. The two dimensional image is processed by filtering in horizontal direction first,
followed by filtering in vertical direction. By rounding to the next 1/16 the pixel position,
arbitrary ratios between the two layers are supported in each direction. The filter coeffi-
cients were designed using the same concept as for the motion compensation filters. This
also means that the complexity, specifically the number of memory access and arithmetic
operations, are comparable to motion compensation. For instance, the luma interpolation
filters for the positions 4/16, 8/16 and 12/16 are identical to the motion compensation fil-
ters with a fractional offset of 1/4, 2/4 and 3/4. Furthermore, the resampling process can
handle bit-depth scalability and convert 8-bit input to a 10 bit output. Finally, a modification
of the horizontal and vertical upsampling filters phase for luma and chroma can be signaled
in the bitstream. This is especially beneficial for the use case of scalability from an interlaced
lower layer to a progressively scanned enhancement layer and for chroma format scalability
(e.g. from a 4:2:0 layer to a 4:4:4 enhancement layer). While only the use of the 4:2:0
chroma format is permitted in the scalable profiles, all tools for chroma format scalability
are available so that it could easily be added in the future.

L0

L1

Figure 2.15 Cropping in SHVC. Four parameters in each
layer (blue arrows) specify the number of pixels to crop from
each side of the picture.

Similar to SVC, SHVC uses crop-
ping parameters to enable flexible
inter layer cropping. These pa-
rameters are coded in the multi-
layer picture parameter set exten-
sion of the higher layer. They can
be signaled individually for each
reference layer and can be updated
for each picture. Figure 2.15 il-
lustrates the usage of the crop-
ping parameters. Use cases for this
very flexible cropping system in-
clude scenarios which use pan and
scan in the base layer as well as sit-
uations where a dynamic region of interest coding is performed.

Motion Vector Resampling As described in Section 2.3, HEVC allows the prediction of
motion vectors not only from the spatial neighborhood, but also from the motion vector
field of a reference picture. Since the lower layer reference picture in SHVC is handled
as another reference picture, the TMVP mechanism can be reused for inter layer motion
prediction without any changes to the coding process. As in HEVC, the "temporal" predictor
is retrieved and scaled according to the POC of the current picture, the POC of the reference
picture used for motion prediction, the POC of the lower layer picture and the POC of the
picture that the TMVP candidate references.15

15Technically this is not a temporal prediction but an inter layer prediction. So the POC of the current picture
and the POC of the picture used for TMVP are identical (the temporal distance is zero).
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In case of SNR scalability, the motion vector field of the lower layer picture can be directly
utilized in the enhancement layer. However, if texture resampling and/or cropping between
the two layers is performed, the motion vector field has to be resampled and/or cropped ac-
cordingly. An inter layer motion vector field mapping (MFM) function is applied to generate
the motion vector field that is then used in the enhancement layer TMVP process. As stated
in Section 2.3, the motion vector field of all reference pictures is saved in the reference pic-
ture buffer in compressed form. A motion field compression algorithm is used to sub-sample
the motion field so that one motion vector is saved per block of 16x16 pixels. For backward
compatibility reasons, the input to the MFM process is the sub-sampled motion field of the
reference picture. Furthermore, also the output of the MFM is a motion vector field with one
motion vector per 16x16 pixels in the enhancement layer resolution.

The MFM function considers the spatial relationship between the two layers as well as the
cropping parameters which are used for texture resampling. In case of hybrid coding scal-
ability, SHVC specifies no technique to provide a motion field by external means. In this
case motion vector resampling is disabled and no motion prediction from the lower layer is
employed.

Color Mapping If the current layer and the reference layer use different color spaces (color
gamut scalability), a color mapping function can significantly increase the inter layer predic-
tion performance [Boy+16]. For this application, SHVC specifies a 3D look up table (LUT)
based color mapping approach. The three dimensional YCbCr color space can be split into
cuboid partitions. For each of these partitions, the parameters for a linear mapping from the
reference layer color space to the color space of the current layer are transmitted. If color
mapping is used in combination with texture resampling, the color mapping operation is
performed first for reasons of computational complexity. For a more detailed explanation,
the reader is referred to [Boy+16; BAZ13].

2.5.2 Common Testing Conditions

In order to enable an objective performance evaluation of a specific modification or addition
to SHVC and to make the results comparable to other approaches, a well-defined testing
environment was established. For SHVC, the "Common SHM test conditions and software ref-
erence configurations" document [SH14] provides exactly this. The document defines a set of
sequences to be used as well as different coding structures, spatial relationships between the
layers (spatial ratios) and various settings for the quantization parameter (QP) of each layer.
While some minor deviations from these conditions are necessary in the remainder of this
thesis, we try to comply to them as closely as possible in order to have a common reference
with reports from other experiments. In the following, an overview of these conditions is
given.

For all experiments, the number of layers is set to two. The sequences are split into two
classes according to their spatial resolution (class A and class B). Table 2.2 provides a list
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Table 2.2 The used test sequences, with their corresponding spatial resolution, frame rate and number
of frames.

Class Sequence Resolution Frame rate (Hz) Nr Frames

A
Traffic 2560x1600 30 150

PeopleOnStreet 2560x1600 30 150

B

Kimono 1920x1080 24 240

ParkScene 1920x1080 24 240

Cactus 1920x1080 50 500

BasketballDrive 1920x1080 50 500

BQTerrace 1920x1080 60 600

of all sequences.16 Three combinations of spatial resolution for the two layers are defined.
These are often referred to as the type of scalability.

SNR: For SNR scalability, the spatial resolution of both layers is identical. This applies to
both class A and B sequences.

2x: For 2x scalability, the resolution of the base layer (BL) is halved compared to the res-
olution of the enhancement layer (EL). The spatial resolution of the BL is 1280x800
pixels for class A sequences and 960x540 pixels for class B.

1.5x: For 1.5x scalability, the resolution of the EL is 1.5 times the resolution of the BL. This
spatial relationship is only tested for the five class B sequences. The spatial resolution
of the BL of the class B sequences is 1280x720 pixels.

The HEVC and SHVC standards do not enforce a specific coding order for the pictures or a
fixed scheme to determine the pictures which are used for reference in each picture. While
the standard defines certain limitations to the number of references and the size of the ref-
erence picture buffer, the decision which picture to code next and which pictures to use as
reference is left to the encoder implementation. On the one hand this approach enables the
encoder to adapt to specific application scenarios or even to the sequence being coded. On
the other hand it also complicates the comparison of results significantly if the two candi-
dates employ different coding structures. That is why the common testing conditions also
define fixed prediction structures to be tested. Each prediction structure includes a fixed
coding order, as well as a fixed list of reference pictures to be used for each picture. The
three coding structures to test were all designed with different applications in mind and are
described in the following.

All Intra (AI) In the all intra configuration, the slice type of all slices in all pictures is
set to intra, and so all coding units are coded using intra prediction. Motion compensated

16The original versions of the two class A sequences actually have a resolution of 3840x2048 pixels and contain
300 frames. However, in order to limit the encoding time for these sequences, it was decided to crop and
cut them for the SHVC common testing conditions.
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Figure 2.17 Two GOPs of the low delay prediction structure for 2 layers and a GOP size of 4. The
t-axis shows the coding order. Each frame and their references are indexed by POC.

prediction is completely switched off. Prediction from a lower layer, however, can still be
employed (see Figure 2.16).

Layer 0

Layer 1

cod. ord.

0 1 2 3

0 1 2 3

t0 1 2 3

Figure 2.16 Example of the all intra configuration for 4
frames. Each picture can be decoded independently of pre-
viously coded pictures. The t-axis shows the coding order.

On the one hand, since there is
no dependency between pictures
on the time axis, all pictures can
be encoded and decoded inde-
pendently. In production envi-
ronments, this allows for frame
precise cutting and joining of se-
quences. For the same reason,
there is no error propagation in
case of a decoding error, which
makes the all intra configuration
interesting for applications with
high quality requirements (e.g. digital cinema and professional production environments).
On the other hand, the overall coding efficiency of the all intra configuration is considerably
diminished compared to configurations that utilize motion compensated prediction between
frames over the time axis.

Low Delay (LD) As the name suggests, the low delay configuration aims to minimize the
structural delay of the overall transmission system (encoding and decoding). This is achieved
by aligning the temporal order of the pictures and the coding order.17 Motion compensation
is enabled, but due to the coding order, only prediction from pictures in the temporal past
is performed. Furthermore, only the first picture of a video sequence is coded as an intra
picture so decoding can only start at the very beginning of the sequence.

The most common application for this type of configuration are real time video streaming
systems like video telephony or time critical surveillance applications. Figure 2.17 displays
the prediction structure as it is specified in the common testing conditions. The sequence

17In this context the temporal order refers to the order in which the pictures were recorded and are meant to
be displayed on the decoder side.
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Figure 2.18 One GOP of the random access configuration with a GOP size of 8 pictures. The t-axis
shows the coding order. The y-offset illustrates the hierarchical level of each frame within the coding
structure. References to frames in the previous GOP’s are denoted by negative POC numbers.

is split into groups of 4 pictures (GOP) with the coding order and the display order being
equal. Each picture in a GOP predicts from its previous picture and from the first picture of
the previously coded two GOPs. The first two pictures of each GOP additionally predict from
the first picture of the GOP which was coded 3 GOPs before the current one.

Random Access (RA) For the random access configuration, a hierarchical coding approach
is taken where each additional hierarchical level doubles the number of frames. The se-
quence is split into GOP’s of eight pictures each. The GOP’s are coded sequentially, but the
coding order within each GOP is decoupled from the display order. Figure 2.18 depicts one
GOP of the random access configuration for two layers as it is specified in the common test-
ing conditions. The coding order is plotted on the t-axis and the y-offset of each frame within
the GOP illustrates the hierarchy level of the frame.

Compared to the previous coding structures, the random access configuration exhibits a
higher coding performance. This is due to the reason that all pictures within a GOP can
utilize references from the temporal "past" and "future" which allows for a very efficient
bidirectional prediction. However, in order to enable this bidirectional prediction, the con-
figuration introduces a structural delay of 7 frames to the coding system.

This coding structure is meant to simulate applications with a strong requirement for coding
efficiency but without the necessity for real time capabilities. This includes broadcast and
streaming as well as storage applications.
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Table 2.3 Quantization parameters for each type of scalability as defined in the common testing
conditions.

QPBL ∆QP1 ∆QP2

2x 22,26,30,34 0 2

1.5x 22,26,30,34 0 2

SNR 26,30,34,38 -6 -4

In addition to the scalability ratios and the coding structure, also the quantization param-
eter (QP) of each layer can be modified. The QP controls the quantization step size of the
transform coefficients. In the SHVC reference encoder software it is also used to control the
rate-distortion decision between the reconstruction quality and the required bitrate. Hereby,
the QP is directly linked to the reconstruction quality and the required bitrate. A high QP
parameter implies coarse quantization, low bitrate and low reconstruction quality, while a
low QP parameter implies fine quantization, high bitrate and a high reconstruction quality.
The relationship of the QP values between the layers is defined using a delta value where:

QPEL =QPBL +∆QP (2.15)

In the common testing configuration, 4 QP values for the base layer and 2 ∆QP values are
tested, which are depending on the type of scalability between the layers. Table 2.3 provides
a full list of the defined quantization parameters.

In order to provide full results according to the common testing conditions, all the test se-
quences have to be tested using all the described scalability ratios (2x, 1.5x, SNR), coding
structures (AI, LD, RA) and QP values. However, there are two exceptions:

• For the all intra configuration, SNR scalability is excluded from the mandatory test set.

• For 1.5x scalability only the class B sequences are tested.

While there are numerous more parameters that can be set for the reference encoder, they
are not all detailed here. For a full list of all used parameters, the reader is referred to the
common testing conditions [SH14] and to the encoder configuration files, which are located
in the software repository of the SHVC test model (SHM) [SHM-11].

2.5.3 Performance

Now that the testing conditions are established, a performance analysis of SHVC according to
these testing conditions can be performed. In this section, the coding performance of SHVC
is compared to the non-scalable coding alternatives using HEVC. Let’s assume we are testing
a certain SHVC configuration with multiple layers of different fidelity.18 There are two main

18In this context, the word "fidelity" refers to all possible parameters that can enhance in the higher layer
(increased spatial resolution, enhanced reconstruction quality, increased frame rate, etc.). See Section 2.5.
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Figure 2.19 Rate-distortion plot for the sequence Kimono according to the common testing condi-
tions. The ∆QP value is set to -6 and SNR scalability is used.

alternatives to the scalable approach which only use single layer coding with HEVC. The
performance of SHVC is then compared to these alternatives.

Single Layer Coding: This is the comparison to the conventional coding approach. In-
stead of coding a scalable bitstream with multiple fidelities, we only transmit one layer
using conventional HEVC. For the comparison to SHVC, the fidelity of the single layer
stream is comparable to that of the highest layer of the SHVC bitstream. Naturally, this
single layer stream lacks all features of scalable coding.

The comparison to single layer coding allows to draw conclusions on the rate increase
which is induced by the coding of multiple layers: "If we are switching from a system
where only one layer at high quality is coded to a system where additionally lower quality
versions of the same video can be decoded, what is the additional rate that we have to
spend for the features of scalable coding?"

Simulcast: Similar to SHVC, multiple versions of the same video are coded in the simulcast
scenario. The fidelity of each version is aligned with the fidelity of each of the SHVC
layers. The resulting bitstreams provide features similar to SHVC while, unlike SHVC,
the correlation between the multiple versions of the same video are not exploited. Each
version is coded independently using HEVC.

If we have multiple versions of the same video, how much bitrate can we save if we use
SHVC compared to using HEVC for each version independently?"
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Table 2.4 SHVC coding performance compared to HEVC single layer coding (Y BD-rate)

2x 1.5x SNR

All intra
∆QP1 11.87% 11.10%

∆QP2 13.68% 9.94%

Avg 12.78% 10.52%

Low delay
∆QP1 25.54% 26.13% 22.12%

∆QP2 31.12% 23.40% 26.55%

Avg 28.33% 24.77% 24.33%

Random access
∆QP1 17.01% 16.14% 13.03%

∆QP2 20.96% 15.86% 15.59%

Avg 18.98% 16.00% 14.31%

Figure 2.19 shows an exemplary rate-distortion graph from the test set. The coded sequence
is Kimono and the scalability type is SNR scalability. As defined in the common testing
conditions, the base layer QPs are 26, 30, 34 and 38. The ∆QP value is -6, which yields the
values 20, 24, 28 and 32 for the enhancement layer QP. For the "HEVC Single Layer" curve
( ), the sequence is encoded using HEVC and the enhancement layer QPs. For "HEVC
Simulcast" ( ), an additional lower layer is coded using HEVC and the corresponding base
layer QP values. The Y-PSNR values are identical to "HEVC single layer" ( ) but the bitrate
increases because of the additional base layer stream. For the "SHVC" curve ( ), also
two layers are encoded but here the dependency between the layers is exploited. It can be
observed that the performance of SHVC is somewhat diminished compared to single layer
coding but increased when it is compared to the simulcast reference.

In the following, the Bjøntegaard delta rate results for the luma component (Y BD-rate)
for the test set as defined in Section 2.5.2 are presented. The results were obtained using
the SHVC reference software (SHM) version 11.0 and the HEVC reference software (HM)
version 16.7.19 For each sequence, the 4 QP values were used to calculate a Bjøntegaard
delta rate value. These values were then averaged over all tested sequences.

Table 2.4 shows the luma BD-rate increase of SHVC compared to single layer coding with
HEVC. Depending on the coding structure and the scalability type, a different BD-rate in-
crease can be observed. While for the all intra configuration the BD-rate increase is relatively
low (between 10.52% and 12.78%), it increases for the random access configuration (be-
tween 14.31% and 18.98%) and is highest for the low delay configuration (between 24.33%
and 28.33%). For the scalability types (2x, 1.5x and SNR) a much lower change in BD-rate
increase can be found. For the average BD-rate results, the BD-rate values increase with
the spatial difference between the layers. For example for the random access configuration
the BD-rate values increase from 14.31% for SNR scalability to 16% for 1.5x scalability to

19The SHVC and the HEVC software can be obtained from [SHM-11] and [HM-16.7], respectively.
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Table 2.5 SHVC coding performance compared to HEVC simulcast (Y BD-rate)

2x 1.5x SNR

All intra
∆QP1 -19.43% -27.81%

∆QP2 -24.44% -35.76%

Avg -21.93% -31.78%

Low delay
∆QP1 -7.51% -15.22% -9.24%

∆QP2 -13.09% -27.88% -15.69%

Avg -10.30% -21.55% -12.46%

Random access
∆QP1 -13.84% -22.21% -17.58%

∆QP2 -19.15% -31.82% -24.33%

Avg -16.49% -27.01% -20.95%

18.98% for 2x scalability.

In Table 2.5, the luma BD-rate reduction for SHVC compared to the HEVC simulcast sce-
nario is presented. It can be seen that in this scenario, depending on the coding structure
and scalability type, SHVC can significantly reduce the required bitrate. It can further be
observed, that the BD-rate reduction is higher for ∆QP2 compared to ∆QP1. This can be ex-
plained by the relation of the∆QP to the reconstruction quality of the two layers. For∆QP2

the reconstruction quality difference between the base layer and the enhancement layer is
lower compared to ∆QP1 and if this difference is lower, SHVC can exploit this similarity
much better. Depending on the configuration, the BD-rate reduction ranges from -10.30%
to -31.78%.

While the coding performance of SHVC using the multi loop scheme is good, it could be
further increased if the high level syntax only approach was abandoned. In this case, more
advanced inter layer tools like inter layer residual prediction or inter layer mode prediction
could be implemented. Already during the standardization it was demonstrated that these
tools could further increase the overall coding performance [Fra+13; Ser+13].

2.5.4 Complexity Analysis

During the standardization phase of SHVC, the question on the decoder complexity of SHVC
compared to single layer coding using HEVC was put forward. However, since the decoder
complexity strongly depends on the decoder implementation and the implicit ’cost’ for certain
operations, there is no universal answer to this question. In JCT-VC, a break-out group
(BoG) was formed to work out a way to form an estimate on the decoder complexity. The
recommendation of the BoG includes a worst case analysis using the SHVC specification and
practical measurements using the reference software (SHM) decoder [FTA13].
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In the following, a number of values are presented that can be measured at the decoder
side and allow to draw some conclusions on the decoder complexity. These include the
values recommended in [FTA13] as well as additional values. As for the evaluation of the
performance, the measured complexity indicators are always compared to the single layer
scenario. For the complexity analysis, the simulcast reference only has a very limited rel-
evance because of its practical implications: The assumption for the simulcast complexity
is that for multiple layers, all available single layer streams are always fully decoded at the
decoder side and only one of them is presented to the viewer. While this would enable highly
flexible switching between the steams, it is also impractical. In a real world simulcast im-
plementation of multiple streams, it is likely that at the receiver side only the best available
stream is decoded while the other streams are discarded. Thereby, there is no complexity
overhead. If necessary, the decoding can be switched to another stream without any decod-
ing artifacts at any random access point. For completeness, the corresponding complexity
results compared to this hypothetical simulcast scenario can be found in Appendix B.2. All
results in this section were obtained using the SHVC reference software version 11.0 and
following the corresponding common testing conditions [SHM-11; SH14]. The presented
measurements are also employed in the later chapters in order to evaluate the complexity of
the proposed methods.

Decoding Time

One thing that can easily be measured using the reference software is the time that the
software decoder requires to decode a specific stream on a specific machine. If all streams
(the SHVC streams as well as the single layer streams) are decoded on an identical machine,
the complexity increase can be inferred from the runtime difference.

While these measurements are simple to conduct, they should be interpreted with caution.
Firstly, the reference software is a very specific implementation of an SHVC decoder that is
running on a conventional PC. This PC is also running an operating system and it may be that
other tasks are active in the background. In addition, the SHVC reference software is not
designed to be optimized for speed and an optimized decoder may produce highly differing
decoding times.20 For these reasons, the measured decoding time increase or decrease should
be reviewed with caution.

Table 2.6 illustrates the average decoding time differences of SHVC compared to the single
layer coding approach. In order to avoid the inaccuracy of comparing different software, the
same software was used to decode the scalable and non-scalable streams (SHM 11.0). Each
decoding job was run independently on the same machine.

It can be seen that compared to single layer coding, SHVC induces a significant increase in
decoding time for certain configurations. For the low delay and random access configuration,

20For example, when decoding an enhancement layer, the SHVC decoder does always upsample the entire
lower layer reference picture even if the lower layer reference is not or only sporadically utilized in the
enhancement layer. An optimized decoder may exploit this and only perform upsampling for the blocks
that require it. Of course, such decoder optimizations can only reduce the average decoding complexity
and do not have any influence on the worst case.
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Table 2.6 Average decoding time difference of the SHVC reference decoder compared to single layer
coding. The corresponding simulcast results can be found in Table B.3.

2x 1.5x SNR

All intra 204% 341%

Low delay 136% 211% 176%

Random access 143% 223% 187%

comparable results can be observed: While the increase for 2x scalability compared to single
layer coding is still moderate at roughly 140%, it is significantly higher for 1.5x and SNR
scalability where the decoder runtime is approximately doubled. Interestingly, the decoding
time increase is higher for 1.5x scalability than for SNR scalability. This can be explained by
the upsampling process: While decoding of the lower layer is less complex in 1.5x scalability,
no upsampling of the lower layer reconstruction needs to be performed for SNR scalability.
For the all intra configuration, the decoding time of SHVC increases to 204% for 2x scalability
and 341% for 1.5x scalability. At first, such a high increase may seem implausible. However,
this can be explained if we consider that the simulcast reference uses only intra prediction
and for the scalable version, upsampling and inter layer prediction is added. This can be
interpreted as another indication that the upsampling process and inter layer prediction in
SHVC are relatively complex compared to intra prediction.

Memory Access Operations

For hardware- as well as software decoders, random read operations from the reference
picture buffer memory are relatively costly. Because of this, the number of bytes read from
memory can give another indication for the decoder complexity. The counted memory read
operations include all motion compensation operations where a prediction block has to be
fetched from the reference picture buffer as well as the upsampling operations for which the
lower layer reconstruction has to be read from memory. These memory access measurements
were also used in the complexity analysis of [SF11].

With motion compensation, this process is straightforward. For each motion compensation
operation within the same layer, the number of bytes that are read from memory are counted.
This number depends on the size of the PU. Because there is no upsampling involved, the
same process applies for SNR scalability. It is assumed that for an inter layer prediction
operation, the lower layer reference picture can be directly accessed and the number of
bytes read are identical as with a motion compensation operation of the same size and no
subsample interpolation.

If upsampling is applied, the number of bytes accessed depends on how the upsampling
process in the decoder is implemented. Two possible implementations of the upsampling
process are considered:

Picture based upsampling Before the actual decoding process of a picture in the en-
hancement layer is started, the entire lower layer picture that requires upsampling is
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Table 2.7 Average memory access as well as arithmetic (multiplication and addition) operations used
for filtering relative to the single layer reference. Upsampling is performed per prediction block. The
corresponding simulcast results can be found in Table B.4

Block upsampling Picture upsampling

2x 1.5x SNR 2x 1.5x SNR

Memory Access
Low delay 109% 104% 180% 129% 129% 180%

Random access 118% 110% 193% 137% 132% 193%

Arithmetic
Low delay 111% 220% 169% 195% 323% 169%

Random access 118% 224% 183% 199% 326% 183%

upsampled to the enhancement layer resolution. For the memory access operations,
this implies that the entire lower layer picture has to be read from memory. It is then
upsampled and again stored in memory. For every block in the enhancement layer that
uses the lower layer reference, another memory access operation is added to account
for the read operation from this upsampled reference picture.

Block based upsampling For each prediction block in the enhancement layer that uses
the lower layer picture as a reference, the equivalent area in the lower layer reference
picture is upsampled. For this, the corresponding area in the lower layer picture plus
an additional area around it has to be read from memory and is accounted for in the
memory access calculations.21 A possible reading overlap with the neighboring block
is not considered in this calculation.

These two models can give an indication on the memory access operations for upsampling.
While the second option seems to be the less complex approach, there are other possible
implementations of the upsampling process and the actual numbers are strongly dependent
on a specific realization. Additionally, the underlying memory architecture also affects the
required memory bandwidth. Three different memory architectures were considered: A so
called pure memory architecture as well as a DDR2 (Double Data Rate) and DDR3 based
memory architecture. Regarding the bandwidth, they all differ in how bytes in memory can
be accessed. For the pure memory architecture, it is assumed that every byte in memory can
be accessed individually. For DDR2 and DDR3, the premise is that memory can only be read
in blocks which are aligned on an 8 byte raster and are of size 32 and 64 bytes, respectively.
Independent of the memory architecture, all results show similar behavior. Because of that,
only the results for the pure memory architecture are presented here. The corresponding
results for DDR2 and DDR3 can be found in Tables B.6 and B.7 in Appendix B.3.

The upper section of Table 2.7 shows the relative number of memory access operations of
SHVC for block and picture based upsampling, compared to the single layer reference. There
are no results for the all intra configuration because no motion compensation is applied for all

21Since SHVC uses an 8-tap upsampling filter, additional values at the borders of the block have to be read
from the lower layer reference picture. The size of the block in the lower layer increases by 7 pixels in
width and height.

47



2 Fundamentals

Table 2.8 Worst case memory access and arithmetic operations compared to the worst case results
using single layer coding at the enhancement layer resolution. These results are further broken down
in Appendix B.1, Tables B.1 and B.2.

2x 1.5x SNR

Memory Access 129% 151% 215%

Arithmetic Operations 141% 168% 200%

intra. Only absolute numbers of memory access operations for the upsampling process can
be provided since the single layer reference does not apply motion compensation. It can,
however, be said that in terms of memory access operations SHVC is more complex than
the single layer and simulcast references, since for SHVC, memory access from a reference
picture is necessary.

It can be seen that in terms of memory access operations it is preferable to use a block
based upsampling implementation.22 For SNR scalability, the type of upsampling is irrelevant
since in this scenario, no upsampling is applied. From the results it can be further inferred
that compared to single layer coding, the number of memory access operations increases.
Particularly for SNR scalability the number almost doubles, which might be unacceptable
for certain applications. For 1.5x and 2x scalability the increase is much lower and could
be tolerated in order to benefit from the scalable features of SHVC. Especially for the block
upsampling approach, the memory access overhead compared to single layer coding is small.

It should be also noted here that these are average results that were measured for the spec-
ified test set. In this paragraph, the worst case complexity increase for the memory access
operations is examined. Again, a two layer scenario with the different types of scalability is
considered. In the worst case, bidirectional prediction is performed in both layers where all
PUs are of size 8x8 and use fractional motion compensation. In case of spatial scalability, the
relative number of read operations in the lower layer is reduced since the spatial resolution
is smaller. For the upsampling process, the utilization of an efficient picture based algorithm
is presumed which only reads all bytes from the lower layer reconstruction once. Also in the
SNR case it is assumed that the lower layer reconstruction is copied to the higher layer. The
upsampled lower layer reference, however, is not used in the higher layer. In Table 2.8, it
can be seen that also for the worst case considerations, there is a severe overhead for the
memory access operations in SHVC. This further increase is even higher than the spatial ra-
tio between the layers would suggest and is evoked by the additional inter layer processing
step which is counted here as an additional memory access operation. It should be noted
that this worst case examination is a theoretical scenario and the results strongly depend on
the underlying assumptions. When a specific coding structure or a special implementation
is considered, the results could differ.

22While this statement is true for the average results that are tested here using the common testing conditions, it
might not hold for other configurations with more layers or a different relationship between the layers. Also
for the worst case considerations this does not apply. A specific application might also require upsampling of
the entire lower layer picture, in which case a picture based upsampling implementation may be preferable.
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Multiplications and Additions for Filtering

Another value that can help to assess the decoder complexity is the number of arithmetic
operations (multiplications and additions) that are executed by the filters for motion com-
pensation as well as upsampling. Just as for the memory access operations these values
are counted and then compared to the values of the single layer reference. While the abso-
lute number of additions and multiplications are counted separately and are different, the
relative numbers compared to the reference are identical for multiplications and additions.
Because of this, the results in the lower section of Table 2.7 apply to both operations.

As for the memory access operations, it seems to be advantageous to implement a block
based upsampling scheme. The increase in multiplication and addition operations is notably
increased for 1.5x scalability. Like the other measurements, the informative value of the
presented results differs strongly with the specific implementation. For example, in a hard-
ware decoder, the number of filtering operations might be non-critical if they are executed
in a dedicated hardware unit. The results indicated that the upsampling process has a high
impact on the number of arithmetic operations in relation to the motion compensation. It
can be seen that, compared to single layer coding, the number of arithmetic operations for
2x scalability doubles for the picture upsampling scheme and even more than triples for 1.5x
scalability. At the same time, it is much lower for SNR scalability in which no upsampling
is applied. While the overhead is lower for the block upsampling approach, is still highest
for 1.5x scalability. For SNR scalability, in which no upsampling is applied, the overhead is
lower.

As for the memory access operations the presented average results are based on experiments
using the specified test set. However, a worst case analysis for the arithmetic operations
is performed as well. As for the previous worst case investigation, it is assumed that all
PUs in both layers use bi-directional inter prediction with a PU size of 8x8 pixels. For the
upsampling process, again, an efficient algorithm is considered that respects the specific
resolution relationship between the layers and processes the entire image in one pass. In case
of SNR scalability, no upsampling as well as no arithmetic operations are necessary. In Table
2.8, the corresponding results are shown. It can be seen that in case of SNR scalability the
worst case complexity increase in terms of arithmetic operations is equal to a factor of two.
This is lower than the corresponding value for the memory access operations. For spatial
scalability, however, the overhead is even higher than that of the memory access operations.
Of course, also these results are theoretical and could differ with different assumptions.

Inverse Transform Operations

While the HEVC core transform was designed with practical software and hardware real-
izations in mind and allows for a very efficient implementation, it still requires a significant
amount of multiplication and addition operations (see Section 2.3.3). So in addition to the
recommendations in [FTA13], some additional higher layer measurements were performed.

Firstly, the number of pixels for which an inverse transformation is performed are recorded.
Table 2.9 shows that on average the highest increase compared to single layer coding occurs
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Table 2.9 Average difference in number of pixels that an inverse transform is applied for, that are
considered by the deblocking process and that are considered by the sample adaptive offset (SAO)
process. All values are relative to the single layer reference. The corresponding simulcast results can
be found in Table B.5

2x 1.5x SNR

Inverse Transform
All intra 112% 81%

Low delay 100% 106% 161%

Random access 99% 96% 165%

Deblocking
All intra 84% 67%

Low delay 109% 92% 185%

Random access 103% 88% 181%

SAO
All intra 160% 134%

Low delay 101% 97% 144%

Random access 107% 100% 161%

for SNR scalability (165% to 161%). For the other scalability types there is essentially no
change for the low delay and random access configurations as well as only modest change
for all intra. The worst case analysis is very straightforward for the number of inverse trans-
formations. For single layer coding, an inverse transformation is performed for every pixel.
For SHVC, this applies to all layers while the lower layers may use a lower spatial resolution.
Therefore, the worst case numbers can be directly inferred from the spatial relationship: For
SNR, the value is 200%, for 1.5x it is 144% and for 2x scalability it is 125%. So compared
to the average values, the worst case implications are much more severe.

Deblocking and SAO Operations

As described in Section 2.3, all pictures are filtered before they are displayed and put into
the reference picture buffer. For SHVC, this filtering process is applied in each layer before
the pictures are upsampled and used for inter layer prediction. Two filters are applied: A
deblocking filter and a sample adaptive offset (SAO) filter [h.265/HEVC; Wie15; Sul+12].
For each of these filters, we count the number of pixels that are tested for a possible modifica-
tion. Table 2.9 also contains the results for deblocking and SAO. For the random access and
the low delay configuration the same conclusions can be drawn: Compared to single layer
coding, the highest increase occurs for SNR scalability (144% to 161%), while for 2x and
1.5x scalability the values are close to 100%. For all intra, however, there is also a significant
increase compared to single layer coding. In the worst case, the total amount of deblocking
and SAO operations directly scales with the spatial resolution of the layers. This implies that
the relative worst case value is 200% for SNR, 144% for 1.5x and 125% for 2x scalability.

50



2.5 Scalable High Efficiency Video Coding (SHVC)

Conclusion

In the above section an analysis of the SHVC decoder complexity compared to single layer
coding and simulcast is provided. Because there is not one unique criterion to represent the
general decoder complexity and it is also greatly dependent on the concrete implementa-
tion, a multitude of values were measured at the decoder side using the common testing
conditions. These values can then be analyzed to give an idea about the decoder complexity.

While the different measured values are not identical and they vary depending on the used
configuration and the type of scalability, some general conclusions about the decoder com-
plexity can be drawn. Compared to single layer coding using HEVC, the average results
indicate that the complexity of SHVC increases substantially. The complexity increase is par-
ticularly high for SNR scalability, where the values are nearly doubled. However, depending
on the measured value, the complexity impact of SHVC is also considerable in case of spatial
scalability. Similar conclusions can be drawn from the worst case results which also indi-
cate a large increase in decoder complexity compared to single layer coding. In the worst
case, this increase can be even higher than the pure added complexity of the two decoders
of the layers because in addition to these, inter layer processing must be applied. So the
overall complexity increase of SHVC results from the multilayer coding design as well as the
necessary inter layer processing.

With regard to real applications of SHVC, a certain amount of decoder complexity increase
may be acceptable. However, it is improbable that SHVC will be employed if it comes with
such severe ramifications for the decoder complexity as is was shown in this chapter. While
there are practical applications in which more than two layers could be beneficial, only a
two layer scenario is considered here. If the number of layers is further increased, it can be
expected that the decoder complexity increase of SHVC compared to single layer coding is
further enlarged, making SHVC even more unattractive.

For these reasons, it is essential to reduce the SHVC decoder complexity in order to make
it competitive with non-scalable alternatives like simulcast. In the following, multiple tech-
niques are presented and analyzed, which all focus on a reduction of the decoder complexity
for the SNR scalability scheme. By modifying the prediction structure and changing some
encoder settings, so called single loop decoding can be enabled which significantly reduces
the decoder complexity. Like SHVC, this scheme also satisfies the high level syntax only
approach and no changes to the lower layer coding tools are necessary. In addition, the
complexity can be further reduced by an inter layer refinement technique that operates in
the transform domain.
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In the previous chapter, the SHVC decoder complexity was evaluated and it could be seen
that in particular for SNR scalability, the SHVC decoder is almost twice as complex when
compared to a single layer HEVC decoder. In this chapter, the prediction structure is modi-
fied and the so called key picture concept is introduced. This is analogous to the key picture
concept which was employed in scalable video coding (SVC). However in this novel ap-
proach, following the high-level syntax only design, the prediction structure is changed but
no changes to the lower layer coding tools are applied. This is the most significant differ-
ence to SVC in which several low layer coding tools were newly introduced or modified. The
coding scheme which is presented here can be implemented using only high level syntax
changes and can therefore be considered a high level syntax only approach.

This approach can help to address two main topics: Firstly in Section 3.1, it is described how
the modified prediction structure allows for reconstruction of the higher layer video without
the requirement of full reconstruction of the lower layer video. Thus, the decoder complexity
overhead for decoding of the higher layer can be significantly reduced. At the same time,
however, a drift is introduced when only the lower layer is reconstructed. The decoder
complexity is analyzed in relation to the complexity of SHVC as it was detailed in Section
2.5.4 and the coding performance is evaluated. In addition to these objective measurements,
a visual test for the drift was performed. Secondly in Section 3.2, it is described how the key
picture concept can be combined with temporal scalability in order to construct a bitstream
that enables highly flexible adaption to varying channel conditions with so called medium-
granular quality scalability.

On the software side, only few minor changes to the reference encoder and decoder are
necessary to enable this flexible inter layer prediction scheme. While the integration of
the complexity reduction feature into the decoder is somewhat more demanding, it is still
manageable.

3.1 Key Picture Concept

3.1.1 SHVC Prediction Structure

In Section 2.5.2, the prediction structures from the common testing conditions were detailed.
As previously mentioned, these representative fixed coding structures were chosen with a
certain application in mind. Specifically, these are: The low delay configuration for real time
applications with a requirement for low structural delay and the random access configuration

53



3 Flexible Inter Layer Prediction in SHVC

with a focus on coding efficiency and periodic points at which the decoding process can be
started.

Additionally, the common testing conditions define an all intra (AI) configuration. As the
name suggests, no motion compensation is employed in this configuration and all frames are
coded independently using intra prediction only. Because there is no temporal dependency
between the frames, a decoding error cannot propagate to other frames. Furthermore, an
all intra bitstream can be cut and joined at any frame within the sequence. Therefore, this
configuration is most commonly used in professional applications, where error resiliency
and frame accurate cutting is of high priority. Since the key picture concept is utilizing the
temporal prediction structure to reduce the decoder complexity, it cannot be used to reduce
the decoder complexity of the all intra configuration. While there are possible ways to also
reduce the decoder complexity for the all intra configuration, such methods are not handled
here and the all intra configuration is not further discussed in this chapter.1

As previously presented, the inter layer dependencies are exploited in SHVC by adding the
lower layer reconstruction as an additional reference picture to the reference picture list of
the enhancement layer frame. If needed, the lower layer reconstruction is upsampled and
color mapping is applied. There are various advantages and disadvantages to this approach
which are detailed in the following:

Standardization and Implementation Complexity One appealing property of the ref-
erence picture approach is the limited amount of necessary additional standardization
work. In fact, when considering the syntax of HEVC, all additions of SHVC are defined
at the slice header level or higher. No changes to lower layer tools like prediction,
transformation or quantization are necessary.

Implementation reusability This high-level syntax approach is very beneficial for the ac-
tual implementation of encoders and decoders. For an existing single layer hardware
or software HEVC decoder, only few changes and additions are required to add support
for decoding of multiple layers (SHVC).

Coding performance Although only high-level syntax modifications are included, the
overhead of scalability in the SHVC approach is quite low compared to SVC (See
Section 2.5.3). While during the standardization process multiple lower layer mod-
ifications were proposed that could further improve the coding performance, it was
decided to disregard these gains and opt for the high-level syntax only approach.2

Decoder Complexity The main drawback of SHVC is the significantly increased decoder
complexity (See Section 2.5.4). This complexity increase was also identified in the

1A possible technique for reduction of the all intra configuration’s decoder complexity is prediction from the
lower layer reconstruction signal before loop filtering is applied. This way, the higher layer decoder can skip
the lower layer loop filtering step. Also, for scalability with more than two layers a more sophisticated inter
layer residual prediction scheme could help to further decrease the number of necessary inverse transform
operations at the decoder side.

2The additional tools that were proposed and tested in the context of SHVC include methods on inter layer
residual prediction, inter layer mode prediction as well as various other proposals to improve the exploita-
tion of inter layer dependencies. Some proposals were evaluated in so called Tool Experiments [Fra+13;
Ser+13]. All proposals can be found in the JCT-VC document management system [JCTVC-Docs].
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Figure 3.1 Two GOPs of the low delay configuration with a GOP size of 4 pictures using the key
picture concept. Every 4th picture is defined to be a key picture (blue). All non-key pictures in layer
0 employ only layer 1 pictures for prediction.

standardization process and it was accepted in favor of the high-level syntax approach.
However, while a moderate increase of the decoder complexity as it arises for spatial
scalability might be tolerable, the immense increase for SNR scalability is certainly
undesirable in practical implementations.

3.1.2 Modified Prediction Structure

The complexity increase of SHVC results from the used prediction structure and the im-
plemented multi-loop design of SHVC. In Section 2.2.1, the concept of a coding loop was
introduced. If we consider the prediction structure of SHVC (see Figures 2.17 and 2.18),
one can see that for SHVC, one loop has to be closed per layer. In other words, all pictures
of all layers have to be reconstructed and put into the reference picture buffer because they
may be used for prediction by a higher layer or by other frames in the same layer.

As shown before, this is particularly complex for SNR scalability. However, for SNR scalability
there is a way to use the key picture concept to enable so called single loop decoding which
allows for a decoder implementation with a significantly reduced complexity. By adding a
downsampling filter for prediction from higher layers, this concept could in principle also be
extended to spatial scalability. However, as it was detailed in Section 2.5.4, the complexity
overhead in case of spatial scalability is much lower and the potential for improvement is
very limited. Furthermore, the downsampling filter adds an additional complexity for the
prediction between the layers. Because of this, only the case of quality scalability (SNR
scalability) is discussed in the following. The main focus of this modified prediction structure
lies on the higher layer as the desired decoding point. While the lower layer should still be
decodable at a lower quality, it is considered as being of a lower priority and a certain amount
of loss in this lower layer can be tolerated.

Figure 3.1 illustrates the modified prediction structure of the key picture concept for the low
delay configuration (the unmodified prediction structure can be found in Figure 2.17). In
regular intervals, base layer frames are defined as key pictures (marked in blue). While in
this example the key picture distance is set to 4 pictures, it could be freely selected by the
encoder and in the following we also evaluate other fixed key pictures distances (8, 12 and
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16). Every key picture is restricted to only utilize other key pictures from the same layer
as references for motion compensated prediction. In this example, picture 4 in layer 0 now
uses the pictures 0, -4 and -8 for prediction while in the unmodified prediction structure it
could also predict from picture 3. Otherwise, there are no modifications to the coding of
key pictures. For the key picture reconstruction in the lower layer, loop filtering and SAO
is applied and the result is put into the reference picture buffer. As in SHVC, inter layer
prediction is employed from this filtered lower layer reconstruction. This is indicated by a
solid blue line in the figure.

For the remaining frames in layer 0 (the non-key pictures), several modifications are applied.
While these adjustments require a modification for the encoder as well as the multilayer
decoder, following the high level syntax only approach they do not involve any changes to
the lower layer coding tools like intra prediction, motion compensation or entropy coding.
Furthermore, the coding process of the symbols is also not changed so that all changes are
compatible with the unmodified single layer decoding process.

1. For prediction, the reconstruction signal of the reference pictures is replaced by the
reconstruction signal of the corresponding enhancement layer picture. In Figure 3.1,
this is indicated by the arrows now pointing to the layer 1 pictures. Furthermore, the
prediction of the non-key pictures is restricted to the frame range which is delimited by
the previous and next key picture and to the enhancement layer representation of key
pictures. For example, picture 2 can predict from picture 1 (the closest key pictures
are 0 and 4) and pictures -4 and -8 (they are marked as key pictures); However, a
prediction to other non-key picture before picture 0 (E.g. picture -2) is not permitted.3

2. For inter layer prediction, only the unfiltered (loop filter, SAO) lower layer reconstruc-
tion is accessed by the enhancement layer. This is indicated by dashed lines in Figure
3.1. Depending on the encoder implementation this may require some changes. How-
ever, deblocking as well as SAO can be disabled in HEVC using flags in the parameter
sets. Therefore, an existing decoder implementation must contain the capability to
skip these operations. Please note that this only applies for the inter layer prediction
process. Before a picture is output, loop filtering as well as SAO are always applied in
the highest layer that is decoded. The signaling in the bitstream is also not changed
and each layer has individual SAO parameters.

3. For the non-key pictures in layer 0, constrained intra prediction is enabled. By doing
this, intra areas in layer 0 can be correctly reconstructed independently of the inter
predicted areas (See Section 2.3).

4. While the prediction is performed using the reconstructed pixel values from layer 1, the
temporal motion vector predictor candidate (TMVP) is still obtained from the lower
layer motion vector field. This change is applied so that the correct motion information
in the lower layer can be reconstructed even if the higher layer is not available. 4

3While this rule does not induce any changes for the low delay configuration and a key picture distance of 4,
it is of importance for the low delay configuration with a larger key picture distance and for the random
access configuration.

4While a drift in the lower layer motion information could be permitted, the implications for the reconstruction
quality of this drift are so severe that this situation should always be avoided. As an alternative, TMVP can
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Figure 3.2 One GOP of the random access configuration with a GOP size of 8 pictures using the key
picture concept. Every 8th picture is defined to be a key picture (blue). All non-key pictures in layer
0 employ only layer 1 pictures for prediction.

In Figure 3.2, the same rules are applied to the random access configuration with a key
picture distance of 8 pictures (compare with Figure 2.18). The key pictures in the base layer
now only predict from the previous two key pictures and prediction for the non-key pictures
is performed using the layer 1 pictures. It can also be observed that the prediction of non-key
pictures is now limited by the key pictures as described in the aforementioned modification 1
(the pictures 2 and 4 no longer perform prediction from picture -2 because the intermediate
picture 0 is defined as a key picture).

In the enhancement layer, no modifications to the prediction structure or other coding op-
tions are applied. From the two examples it can already be seen, that the non-key pictures
in layer 0 are not used as a reference for any other picture in layer 0, so it is not necessary
to put them into the reference picture buffer. This fact can now be exploited to significantly
reduce the complexity of the layer 0 loop if the higher layer is decoded.

3.1.3 Single Loop Decoding

From the prediction structure in Figures 3.1 and 3.2, it can be inferred that full decoding
of the non-key pictures in layer 0 is no longer necessary. As these pictures are only used
as a reference by their corresponding enhancement layer picture, only those fragments of

be deactivated for the non-key pictures. Naturally, deactivation of TMVP has a negative effect on the coding
efficiency.
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Figure 3.3 Possible constellations for inter layer prediction (ILP). Only the top left block in layer 1
uses ILP. For layer 0, several possible prediction structures are presented. For motion compensated
prediction in layer 0, only the motion information is utilized in the enhancement layer (blue arrows).
No reconstructed pixel values are copied. For intra prediction (I) in the base layer, the reconstructed
pixels are copied to the higher layer (orange arrows).

the layer 0 picture which are effectively used for inter layer prediction by the higher layer
require reconstruction in layer 0. Furthermore, due to the modified prediction structure, the
non-key pictures of both layers use the identical frames for motion compensated prediction.
This means that if a layer 1 block uses inter layer prediction and the corresponding block in
the lower layer uses motion compensated prediction, the prediction can be directly executed
in the higher layer.

Figure 3.3 showcases some possible situations for a prediction block in layer 1 that uses inter
layer prediction. In this example, the enhancement layer block is split into four sub-blocks
where only the top left block employs inter layer prediction. The other three blocks use
intra prediction or inter prediction from another enhancement layer picture so they can be
reconstructed without access to the lower layer reconstruction. Because the HEVC coding
tree partitioning for the two layers is not necessarily aligned, different constellations can
occur. If a block in layer 1 is using inter layer prediction, the corresponding lower layer
block can be of equal size, be larger or it can be split further into multiple smaller blocks. In
the following, these cases are detailed with the help of Figure 3.3:

a) The block sizes of the ILP block in layer 1 matches the lower layer block size. The upper
left block of Layer 0 uses inter prediction from another layer 1 picture. In this case,
the motion information is copied to layer 1 and the motion compensation operation
is performed in the enhancement layer (indicated by the blue arrow). The right two
blocks in the lower layer also use inter prediction, but the corresponding layer 1 blocks
do not use inter layer prediction. Therefore, the motion compensation operation in
layer 0 can be skipped. The remaining lower left block uses intra prediction and is
therefore reconstructed.5

5The intra block in layer 0 is reconstructed because a neighboring intra block in the base layer might use the
reconstruction of this intra block in turn for intra prediction. The reconstruction of one of these linked intra
blocks might then be used for inter layer prediction in the enhancement layer. For the decoder implemen-
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Figure 3.4 Possible constellations for inter layer transfer of the inversely transformed lower layer
residual data. Depending on the lower layer TU structure and the selected prediction mode in the
enhancement layer, some inverse transform operations in the lower layer can be skipped (marked in
white). The residual signal marked in dark blue is copied to layer 1. The residual data in the light
blue area is reconstructed in the lower layer, but not transferred to the higher layer.

b) Here, the top left block uses intra prediction. It is therefore reconstructed in layer 0 and
the resulting pixel values are copied to the enhancement layer for inter layer prediction
(indicated by an orange arrow). As for a), the right two motion compensated blocks
do not require reconstruction. The lower left intra block, however, is reconstructed.

c) and d) In this case, the size of the corresponding block in the base layer is larger than
the block in the enhancement layer using inter layer prediction. In c), the motion
information of the block is copied to the smaller block in layer 1 and motion compen-
sation is carried out in layer 1. No motion compensation is performed in the lower
layer. In d), the larger lower layer block uses intra prediction. Thus, the whole lower
layer block is reconstructed but only the required top left part is copied to layer 1.

e) The corresponding lower layer block is further split and contains both intra and inter
predicted sections. All parts have to be considered individually. For inter parts, the
motion information is replicated in layer 1 and motion compensation is performed
there. For intra parts, reconstruction is performed in layer 0 and inter layer predic-
tion is performed by copying the reconstructed pixel values to the enhancement layer.
Reconstruction of the lower layer intra parts is possible independent of the inter parts
because constrained intra prediction is employed.

When these rules are applied during decoding, it can be assured that a majority of lower layer
prediction operations can be skipped. However, it depends on the actually coded prediction
structure how many decoder operations can be skipped. On average, however, the potential
here is very high (see Section 3.1.5).

In a similar fashion, inverse transform operations for inter coded blocks in the lower layer
can be avoided if the reconstruction values of the inverse transform are not utilized in the

tation that is evaluated here, it was chosen to reconstruct all intra blocks of non-key pictures in layer 0. A
more sophisticated decoder could analyze this data dependency further and skip decoding of layer 0 intra
blocks that are never used by the inter layer prediction process.
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enhancement layer. As for the prediction operation, different situations can occur which re-
sult in varying amounts of operations that can be skipped. Figure 3.4 shows some examples.
In layer 1, the block is split asymmetrically, where only the right half uses inter layer predic-
tion. In all cases, only the residual signal of the corresponding right half in the lower layer
(dashed in dark blue) is copied to the higher layer (blue arrows). The three blocks in layer 0
all hold different transform unit (TU) trees. For case a), the lower layer block contains one
TU. Because the right half of the inverse transformation will be copied to the higher layer,
the inverse transformation has to be performed for the entire TU. No transformation opera-
tion can be skipped in this case. For the cases b) and c), the lower layer block contains TUs
that are entirely unused in layer 1. No inverse transform for these TUs is required in order
to reconstruct the enhancement layer block, so the decoder can opt to skip these operations.
In theory, it is possible that all residual signals in the lower layer need to be reconstructed
because they are required in the higher layer. As for the prediction it depends on the actually
coded modes how many inverse transform operations can be skipped (see Section 3.1.5 for
the average results).

Using the described methods, a decoder can be implemented that only performs reconstruc-
tion of the information in the base layer that is effectively used in the higher layer. As
mentioned before, it is also not required to filter the non-key pictures in the lower layer and
put them into the reference picture buffer. Because of this, the described decoder operation
mode is mostly referred to as single loop decoding. While it is true that the lower layer loop
is suspended for non-key frames it should be noted that the key pictures in the lower layer
are decoded as in SHVC. They are fully reconstructed, loop filtering is applied and they are
put into the lower layer reference picture buffer. Hence, the lower layer loop is still running.
It is merely running with a drastically reduced number of frames which is depending on the
key picture distance.

It should further be noted here, that it is not obligatory to implement a decoder with the
described complexity reductions. It is also feasible for a decoder to disregard any complex-
ity reduction and fully reconstruct all pictures in the lower layer. This might actually be a
requirement in some applications, where the reconstruction of all layers is displayed or fur-
ther processed in any other way. Furthermore, the base layer still conforms to HEVC and can
be decoded by the unmodified single layer HEVC decoder. While, as described above, some
changes are required for the multilayer encoder and decoder, these changes are minimal.
For the higher layer, no changes were applied to any lower layer coding tools so that the
proposed key picture concept still follows the high-level syntax only approach.

For the encoder implementation which is used here, the implementation is for the most part
unchanged. Especially for the order in which decisions are taken the bottom up approach of
the reference software is inherited in which all layers are encoded one after the other from
the lowest to the highest layer. This also means that for inter layer prediction in the higher
layer, the lower layer information is fixed. In a more advanced encoder implementation
optimization could be performed based on a higher layer which could further increase the
coding performance with regard to the coded motion vectors and other information in the
lower layer.

As it was already mentioned, a similar concept of key pictures was introduced with scalable
video coding (SVC). However, unlike in SVC, the presented scheme adheres to the high level
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Figure 3.5 Decoding only the lower layer for the low delay configuration. The enhancement layer
references for the non-key pictures in layer 0 are no longer available and have to be replaced by the
corresponding reference frames in layer 0. The red arrows indicate the modified prediction from
reference pictures that were not used at the encoder side.

only approach and no changes to the lower layer coding tools are applied in the higher layers.
It can therefore be regarded as a high level syntax only approach. Also in SVC, the concept
was used to reduce the decoder complexity when a higher layer is decoded. A detailed
comparison to SVC is discussed in Section 3.2.2.

3.1.4 Drift

So far, we only considered decoding of the enhancement layer quality. But of course, the
idea of scalable coding is that a compliant decoder can also decode only the lower layer of
the bitstream. 6 For the key pictures in the lower layer this is straightforward. Since they
are restricted to only use other key pictures for inter prediction, they can be reconstructed
without any error as before.

However, at the decoder side, the non-key pictures in the lower layer employ the enhance-
ment layer frames as references for motion compensated prediction. While this can be ben-
eficial when decoding the enhancement layer quality, the reconstructed enhancement layer
frames are not available when decoding only the base layer. In this case, the decoding pro-
cess of the lower layer is reverted to the conventional decoding scheme for one layer. The
loop is closed in the lower layer and all pictures are fully reconstructed and put into the
reference picture buffer. The references of the non-key pictures in layer 0 are replaced by
the corresponding reconstructed frames from layer 0. While the layer 0 reconstructions are
very similar to the layer 1 frames (which were used as a reference at the encoder side), they
are not identical. Hence, the motion compensation operations at the encoder and decoder
yield different results. This difference is referred to as drift.

Figure 3.5 shows the modified low delay prediction structure when decoding only layer 0.
For the key pictures in layer 0 (pictures 0 and 4), all reference frames that were used at

6Depending on the application, the decoder can choose to only decode the lower layer or it might be the
only option because the enhancement layer has been removed from the bitstream at some point. For the
decoding process it is irrelevant why only the lower layer is decoded.
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Figure 3.6 The Y-PSNR of the first 33 frames of the sequence BasketballDrive with a base layer QP of
30, an enhancement layer QP of 24, the low delay configuration and a key picture distance of 4. For
the decoding of layer 0, either the layer 1 (Layer 0 L1 ref) or the layer 0 references (Layer 0 L0 ref)
are used.

the encoder are still available and they can be decoded without modification and without
any drift (compare to Figure 3.1). However, for the non-key picture in layer 0 (marked in
red), the enhancement layer references which were used when encoding the sequence are
not available. The unavailable references are substituted by the corresponding lower layer
frames (red arrows). Since these are not the references that were used when encoding the
sequence, the reconstruction of the non-key pictures contains some drift.

In Figure 3.6, the Y-PSNR of the first 33 frames of the sequence BasketballDrive using the
low delay configuration are plotted. The upper blue curve plots the Y-PSNR values of the
enhancement layer reconstruction ( ). It can be observed that the reconstruction quality
varies over time. The first picture of each GOP (the GOP size is 4), has a higher reconstruction
quality than the remaining 3 pictures. This is caused by a slightly increased QP value for these
remaining 3 pictures, which is specified in this manner in the common testing conditions.

The lower two curves display the layer 0 reconstruction Y-PSNR results. For the yellow curve
( ), the enhancement layer reconstructions are assumed to be available for decoding. This
is the drift free layer 0 reconstruction signal that is employed at the encoder side. The de-
coder could also obtain this signal if the higher layer is available and decoded. It should be
noted that this theoretical drift free lower layer reconstruction is included as an additional
reference for clarity. In most practical applications, this reconstruction would never be de-
coded or displayed when the higher layer reconstruction is available. For the other curve
( ), only the lower layer is decoded and the missing layer 1 references are replaced by
the corresponding lower layer pictures as described. Because the same QP offsets as for the
enhancement layer are applied, a similar uneven distribution of the reconstruction quality
over time can be examined. Furthermore, it can be inspected how the reconstructions at the
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encoder and decoder drift apart over time. While the drift is still small for the first non-key
picture in each GOP (1, 5, ...), it increases for the following two frames.

As described in Section 3.1.2, the prediction structure is modified such that non-key pictures
in the lower layer do not predict from other non-key pictures beyond the next key picture.
It can now be seen that this restriction is applied in order to limit the drift to the interval
between two key pictures. E.g. in Figure 3.6 the frames 1, 2 and 3 contain drift; however,
since the following frames do not refer to these erroneous frames, the drift is not propagated
beyond frame 3. The next key picture (4) can be reconstructed error-free and the following
frames (5, 6 and 7) again introduce drift. In this way, the drift is effectively confined to the
frames within each GOP of 4 frames.
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Figure 3.7 Decoding only the lower layer for the random access configuration. The enhancement
layer references for the non-key pictures in layer 0 are no longer available and have to be replaced
by the corresponding reference frames in layer 0 (red arrows).

Figure 3.7 demonstrates the decoding of layer 0 for the random access configuration. Also
here, the lower layer pictures take the place of the missing enhancement layer references
(red arrows). The key pictures (0 and 8) are correctly decoded while the non-key pictures
(1 to 7) hold some drift (indicated in red). The corresponding Y-PSNR results for the first
33 frames of the sequence BasketballDrive using the random access configuration are shown
in Figure 3.8. Also for the random access configuration, an uneven distribution of the re-
construction quality over time can be observed which is defined by a QP variation in the
common testing conditions. Because the coding order and the display order in the random
access configuration are decoupled, there is no increase of the drift over time as there was
for the low delay configuration; However, it can be seen that there is some change in the
amount of drift depending on the position in the GOP. E.g. for picture 4 there is a certain
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Figure 3.8 The Y-PSNR of the first 33 frames of the sequence BasketballDrive with a base layer QP
of 30, an enhancement layer QP of 24, the random access configuration and a key picture distance
of 8. For the decoding of layer 0, either the layer 1 (Layer 0 L1 ref) or the layer 0 references (Layer
0 L0 ref) are used.

amount of drift. For the pictures 2 and 6 the drift increases and again for the pictures 1,3,5
and 7 the drift is highest. So for the random access configuration the drift does not increase
over time but with the hierarchical level in the coding structure. In certain cases an extreme
and regular variation of the reconstruction quality can be perceived and is often described
as quality "pumping". While there is some variation in the quality for the drift when using
the random access configuration, the variation is well below the level where it is perceivable
in this manner (see also Figure 3.8). For the low delay configuration and long key picture
distances, however, the quality fluctuation gets noticeable.

For the presented key picture concept, the key picture distance has a strong correlation to the
amount of drift in the lower layer. In Figure 3.9 and 3.10 the Y-PSNR reconstruction values
for the same sequence with a larger key picture distance is shown (8 for the low delay,
and 16 for the random access configuration). In particular for the low delay configuration, a
substantial drift increase can be monitored and the regular quality jumps also get noticeable.

In the software implementation which is used here, the encoder is not aware of the drift
which occurs at the decoder side. The key picture distance is fixed and for the non-key
pictures in the lower layer, the modifications as described in Section 3.1.2 are applied. The
drift at the decoder side can in this case only be controlled by the key picture distance because
by design, the drift is limited to the interval between two key pictures. For an improved drift
control, an optimized encoder could be designed that is aware of the drift in the base layer
that occurs if only the lower layer is decoded. The placement of key pictures in the stream
as well as the layout of the general prediction structure could then be left to the encoder.
Also a general ban on the non-key pictures to predict only from within the same key picture
interval is not required in this case. The drift aware encoder could use the information
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Figure 3.9 The Y-PSNR of the first 33 frames of the sequence BasketballDrive with a base layer QP
of 30, an enhancement layer QP of 24, the low delay configuration and a key picture distance of 8.
Decoding of layer 0 is performed using either the layer 1 (Layer 0 L1 ref) or the layer 0 references
(Layer 0 L0 ref) are used.
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Figure 3.10 The Y-PSNR of the first 33 frames of the sequence BasketballDrive with a base layer QP
of 30, an enhancement layer QP of 24, the random access configuration, a GOP size of 8 and a key
picture distance of 16. Decoding of layer 0 is performed using either the layer 1 (Layer 0 L1 ref) or
the layer 0 references (Layer 0 L0 ref).

on the drift and perform prediction from reference pictures in such a ways that the drift is
limited to a certain amount. The encoder could further perform an application dependent
trade off between the decoder complexity, the coding performance and the drift in the lower
layer. While the implementation of such an encoder and the evaluation of the achievable
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Table 3.1 Coding performance of the presented key picture concept compared to SHVC for the low
delay configuration and different key picture distances (KPD) of 4, 8 and 12 pictures. ’Layer 1’ cor-
responds to the higher layer quality and the bitrate of both layers.

BD-rate (%) BD-PSNR (dB)

KPD Y U V Y U V

Layer 1
4 -1.13% -6.27% -7.59% 0.0303 0.1081 0.1280

8 -2.20% -8.20% -9.92% 0.0624 0.1428 0.1706

12 -3.54% -9.89% -11.50% 0.1024 0.1747 0.2027

Layer 0
4 12.72% 2.17% 1.15% -0.3922 -0.0371 -0.0440

8 38.16% 18.08% 15.55% -1.0207 -0.2446 -0.2535

12 56.64% 30.24% 25.88% -1.4207 -0.3832 -0.3879

performance is an intriguing field of further research, it is outside of the scope of this work.

3.1.5 Performance and Complexity

In this section, the coding performance and the decoder complexity of the presented single
loop decoding scheme is compared to the coding performance and the decoder complexity of
the reference SHVC coding approach. For both alternatives, the common testing conditions
as described in Section 2.5.2 are followed. For the presented key picture approach, the mod-
ifications as described in Section 3.1.2 are implemented and various key picture distances
are tested. For the random access configuration it is also tested to not use key pictures in the
lower layer at all. In this case, the drift is only limited by the periodic intra pictures.

Coding Performance and Drift

First, the coding performance of the presented key picture coding approach compared to
SHVC is evaluated. Tables 3.1 and 3.2 provide the rate and PSNR Bjontegaard Delta results
for the key picture concept compared to the SHVC reference for the low delay and random
access configurations, respectively (see Section 2.2.3). Both tables present the results for
two decoding scenarios. In the upper part of the table (Layer 1), both layers of the scalable
stream are fully decoded. The BD-rate and BD-PSNR values are then calculated from the
enhancement layer reconstruction PSNR and the bitrate of both layers. In the lower part
(Layer 0), only the base layer of the scalable stream is decoded for the key picture concept
as well as for the SHVC reference. For the key picture concept, this reconstruction contains
the aforementioned drift, while the SHVC reference is drift free. The PSNR results and the
bitrate of only the lower layer are then used to calculate the BD-rate and BD-PSNR values.

From the low delay results in Table 3.1, it can be concluded that there is an overall perfor-
mance increase when using the key picture concept. Depending on the key picture distance,
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Table 3.2 Coding performance of the presented key picture concept compared to SHVC for the random
access configuration and different key picture distances (KPD) of 4, 8 and 16 pictures. ’Layer 1’
corresponds to the higher layer quality and the bitrate of both layers. For the key picture distance
marked with ’-’ there are no key pictures in the lower layer.

BD-rate (%) BD-PSNR (dB)

KPD Y U V Y U V

Layer 1

4 -1.08% -4.75% -5.26% 0.0310 0.0813 0.0907

8 -1.23% -7.41% -8.49% 0.0334 0.1297 0.1514

16 -0.13% -7.71% -9.37% 0.0026 0.1344 0.1638

- -1.65% -10.51% -12.94% 0.0381 0.1809 0.2253

Layer 0

4 3.17% 1.46% 1.66% -0.0949 -0.0236 -0.0325

8 5.16% 2.75% 2.90% -0.1538 -0.0433 -0.0548

16 13.25% 11.01% 10.53% -0.3611 -0.1597 -0.1742

- 21.76% 17.93% 15.14% -0.5401 -0.2487 -0.2475

the bitrate reduction ranges from 1.13% to 3.54% BD-rate for luma and from 6.27% to
11.5% for chroma. At the same time, the lower section of the table exposes the drift when
only the lower layer is decoded. Since the drift induces a decrease in reconstruction quality,
the loss in quality (BD-PSNR) is considered here. Depending on the key picture distance,
the BD-PSNR loss for luma ranges from 0.39 dB to 1.42 dB while the loss for chroma ranges
from 0.03 to 0.39 dB. It can be inferred that with a larger key picture distance the overall
coding performance as well as the drift in the lower layer increases. It can be observed that,
compared to the luma component, the overall performance increase for the chroma compo-
nents is higher while at the same time the BD-PSNR reduction in the drift prone lower layer
is lower. As it was explained in Section 2.2.3, it must be considered that for the calculation
of the delta values, the same overall bitrate is used for all three components. Because of
this connection, it might be possible at the encoder side to transfer some of the higher gains
from the chroma components to the luma component. At the same time, however, it must
also be considered that the chroma components are sub-sampled by a factor of two in both
horizontal and vertical direction so that the results of this are not directly predictable.

For the lower layer results, a combination of two effects must be considered. For one,
the non-key pictures in the lower layer can utilize a reconstruction of higher quality which
changes the allocated bitrate as well as the reconstruction quality. Secondly, there is a cer-
tain amount of drift which degrades the reconstruction quality. When the allocated bitrate
for the lower layer of the key picture concept is compared to the lower layer bitrate in SHVC,
it can be seen that the average bitrate allocation slightly increases. While this is counterin-
tuitive, it can be explained by the implemented encoder decision of the software. On the
encoder side, various coding options are tested and the one with the best rate-distortion
tradeoff is chosen. No direct control on the bitrate is applied. So, also with better reference
pictures, the rate-distortion decision may select a mode with a higher bitrate. In addition to
this slight increase in rate, the reconstruction quality compared to SHVC is lower because of
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the drift. In the enhancement layer, the overall reconstruction quality is very similar while
the necessary bitrate is decreased.

For the random access configuration (Table 3.2), a similar relationship between the key
picture distance, the overall performance gain and the drift in the lower layer can be noted.
For the key picture distance labeled ’-’, no pictures in the lower layer are defined as key
pictures. In this case the drift is only confined by the periodic intra pictures in the lower
layer. Compared to the low delay configuration, the random access configuration exhibits
a much lower amount of drift. E.g. for a key picture distance of 8 and the random access
configuration there is 1.23% overall coding gain and 0.15 dB BD-PSNR reduction in the
lower layer. For a key picture distance of 4, the low delay configuration has a similar overall
coding gain of 1.13% while the lower layer demonstrates a BD-PSNR reduction of 0.39 dB.

For the random access configuration a special case occurs when the key picture distance
increases from 8 to 16. While the drift in the lower layer increases as anticipated, the overall
coding performance decreases. This can be explained with the GOP size for the random
access configuration which is set to 8 frames in both cases. In case of a key picture distance of
8, each 16th frame can predict from the two previous key picture -8 and -16; However, if the
key picture distance is increased to 16, each 16th picture can now only predict from picture
-16. By excluding the more efficient prediction from picture -8, the coding performance is
noticeably impaired. Possibly, this loss could be compensated by adding another hierarchical
layer to the prediction structure and extending the GOP size to 16 pictures. However, such
variations on the prediction structure were not further investigated here.

Average Decoder Complexity Reduction

As described before, with the key picture concept in place, it is possible to implement a
decoder with a reduced complexity. This is because for the non-key pictures in the lower
layer, the motion compensation operations and, for the most part, also other reconstruction
operations can be skipped. In this section the achievable decoder complexity reduction is
evaluated. In order to gather information on the complexity, the same decoder measure-
ments as in Section 2.5.4 are considered. Also the same sequences and testing conditions
were used and the results were averaged over the whole test set. All values are presented
relative to the values of the SHVC reference, which is analogous to the coding performance
results which were presented in the previous section. As an additional reference point, the
complexity values for the single layer scenario relative to SHVC are also included here. 7

Figures 3.11 and 3.12 show the measured complexity values for different key picture dis-
tances relative to SHVC for the low delay and random access configurations, respectively. As
it was already concluded in Section 2.5.4, it can also be seen here that SHVC is approximately
twice as complex when compared to the single layer coding scenario in which no scalabil-
ity features are available and only one single layer bitstream at high quality is transmitted.
Depending on the key picture distance and the employed measurement, varying complexity

7The values for single layer coding are identical to the values presented in Section 2.5.4. The only difference
is that here, SHVC is used as another reference while in Section 2.5.4 SHVC is compared to single layer
coding as a reference.
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Figure 3.11 Number of operations relative to the SHVC reference for the low delay configuration and
varying key picture distance (KPD).

reduction results can be observed for the key picture concept. The first general indication of
a complexity reduction is given by a drop in the decoder runtime. As it was noted before,
these results should be interpreted with caution.

Especially for the memory access and deblocking operations, a significant reduction can be
detected. For the longer key picture distances, the values for memory access and deblocking
are almost reduced to the level of single layer coding. These results are reasonable since the
prevalent mode of prediction for the non-key pictures in the lower layer is motion compen-
sation and all motion compensation and deblocking operations for non-key pictures in layer
0 can be skipped with single loop decoding. Also the longer the key picture distance is, the
more non-key pictures there are to be decoded with a reduced complexity.

The number of addition and multiplication operations used for motion compensation are
also reduced, although not to the same extent. This can be traced back to the inter layer
prediction process for SNR scalability. In SHVC, the motion vector for inter layer prediction
is set to the zero vector, so that no filtering operation has to be applied. When single layer
decoding is applied in this case, the memory access operations can be reduced but there are
no filtering operations to skip. The number of memory access operations reduces, but the
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Figure 3.12 Number of operations relative to the SHVC reference for the random access configuration
and varying key picture distance (KPD).

number of additions and multiplications is unchanged.

For the number of inverse transformation and SAO filtering operations, there is only small to
no complexity reduction with the single layer decoding approach. This can be explained as
follows: As described in Section 3.1.3, the lower layer inverse transform operation can only
be skipped if it is not used in the higher layer by inter layer prediction. This, however, occurs
very rarely. For non-key pictures, both layers use the identical reference pictures from layer
1 for prediction. Because of this it is almost always beneficial for the higher layer to use
the lower layer block (which uses motion compensation and an additional residual signal)
instead of performing motion compensation from the same reference pictures and coding a
new residual signal. So in the majority of cases, the enhancement layer encoder will opt to
use a lower layer block with a coded residual and no inverse transform operations can be
saved. For SAO, the issue is that SAO filtering is primarily applied for the frames in the higher
layer and for the key pictures in the lower layer. As full reconstruction of these pictures is
mandatory for single loop decoding as well, there is no reduction of SAO operations. The
slight increase might then result from the higher quality reference that is available from the
lower layer.
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Worst Case Complexity Reduction

Another important aspect that ought to be considered is the worst case complexity. Worst
case considerations are so essential because they provide an upper limit for the performance
of a decoder. While it is highly unlikely to ever occur, a decoder which complies to the
standard must be able to handle a worst case bitstream. Therefore, every reduction in the
worst case complexity lowers the demand on the decoder.

Because in the common testing conditions the frequency of intra frames varies depending
on the sequence, the impact of the intra frames on the worst case complexity considerations
are neglected here. For the memory access and the additions/multiplications operations,
similar worst case conclusions can be drawn. For SHVC, the worst case of memory access
occurs when bi-directional prediction is used for every CU in the lower and higher layer. At
the same time, using the key picture concept, the higher layer can be reconstructed without
motion compensation being processed in the lower layer. However, this only applies to all
non-key pictures in the coding structure. For all key pictures, full reconstruction of both
layers is required just as it is in SHVC. For the random access configuration this is every 8th-
and for the low delay configuration every 4th frame. This results in a worst case reduction
of memory access operations for the key picture concept to 56.25% and 62.5% compared to
SHVC for the random access and low delay configuration, respectively. For the additions and
multiplication operations, the same relative numbers apply. In the worst case, bi-directional
motion compensation is performed using an 8-tap filter in both directions. While this must
be performed for both layers in SHVC, motion compensation can be skipped in the lower
layer for non-key pictures by using the key picture concept.

As previously mentioned, the inverse transformation in the lower layer can only be skipped
if the higher layer does not perform inter layer prediction from the lower layer. So un-
fortunately, in the worst case in which inter layer prediction is used for every CU, inverse
transformation must be performed for both layers as it is for SHVC. So in terms of worst case
complexity, there is no reduction in the number of inverse transform operations. However,
this issue is addressed in the following chapters where the inter layer prediction process is
changed in a way that allows for reconstruction of the higher layer with only one inverse
transform operation.

3.1.6 Visual Test

While the drift is constrained to the pictures within one GOP, it is not controlled spatially
inside of the picture or temporally for prediction from within the GOP. 8 Inside each picture,
the drift could be concentrated in a specific region where it is perceived as visually more
annoying than the measured PSNR result (which gives an average over the whole image)
suggests. In order to better judge the subjective influence of the drift on the visual quality,

8The encoder implementation that is used here is not aware of the drift that occurs when only the lower
layer is reconstructed. However, it is absolutely possible to design an encoder that is able to measure the
anticipated decoder drift. This information about the drift could then be used to consider the drift in the
encoder decision and to limit it to a certain level within each frame.
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Table 3.3 Coding performance of the presented key picture concept compared to SHVC for the config-
uration used in the visual test: random access configuration, key picture distance 16, ∆QP -6, 1080p
sequences only.

BD-rate (%) BD-PSNR (dB)

Y U V Y U V

Layer 1 -0.07% -6.98% -8.75% 0.0049 0.0983 0.1457

Layer 0 12.85% 10.53% 9.93% -0.2985 -0.1314 -0.1568

a visual test was conducted between the lower layer reconstruction of SHVC and the lower
layer reconstruction of the key picture concept which contains drift. The test was designed
using the stimulus-comparison method and a pair comparison. Where possible, the ITU
recommendations on subjective visual tests were followed [ITU-T B.910; ITU-R BT.500; ITU-
R BT.710]. The tests were conducted in a room with controlled lighting settings. A group
of three out of the total 13 participants per test run were seated in front of the screen at a
distance corresponding to three times the height of the screen.

Following the ITU recommendations, the stimulus of each A/B comparison consists of 10
seconds of sequence A followed by a 2 second break using a gray screen and another 10
seconds of sequence B. Finally, there is a 5 second time window for voting. The order of
A and B is chosen randomly. The tested sequences were taken from the common testing
conditions. Because no 4k screen was available at the time of testing, only the 5 sequences
with a resolution of 1920x1080 pixels were tested for the 4 specified QP values. Additionally,
a hidden reference was added for every sequence and at the beginning of the test 5 additional
stabilization stimuli were prepended that are ignored for the evaluation. This results in a
total of 30 A/B comparisons per test. For each pair, the participants were asked to rate the
visual relation of the two representations on a scale from -4 to 4, where -4 implies that A
was perceived as much better than B and 4 indicates the opposite. The center rating of 0
implies that no difference could be noticed.

For the SHVC reference as well as for the key picture concept, the random access configu-
ration was used and the common testing conditions were obeyed. The key picture distance
was set to 16 frames and the∆QP to -6. As it was shown in Table 3.2, there is a considerable
BD-rate and BD-PSNR reduction for the lower layer with drift in this case. The rather large
key picture distance of 16 was chosen in order to test an extreme situation where the drift
might get so significant that it is visible in certain regions of the image. Because there is no
drift for the higher layer but rather a small coding performance increase, this visual test is
only performed for the lower layer. The bitrates of the evaluated base layer representations
were approximately the same. After all, a total of 12 valid result sheets were obtained from
the visual tests.

Table 3.3 depicts the average BD-rate and BD-PSNR values that are measured for the con-
ditions that were chosen for the visual test. It can be seen that for the lower layer the table
indicates a luma BD-PSNR reduction for the key picture concept of 0.2985 dB. Figure 3.13
illustrates the corresponding results of the visual test. It can be concluded that, except for
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Figure 3.13 The box plot of the visual test results. The box marks the interquartile range and the
whiskers show the minimum and maximum values. The red line and the blue diamond indicate the
median and the average value, respectively. Results are shown for the hidden references, per QP
value and averaged over all QP values (excluding the hidden references). The value -4 implies that
the SHVC reconstruction was perceived as highly superior over the reconstruction of the key picture
concept. A value of 4 represents the opposite situation.

the QP value of 38, there is no tendency towards either of the two tested reconstructions
and presumably no visual difference is perceivable here. For QP 38, the distribution is some-
what skewed towards the negative values. The median is at -1 and also the average value
is negative (-0.15). While this indicates a slight tendency towards the SHVC reconstruction
without drift, it cannot be considered conclusive evidence of the visibility of the drift.

Overall, the visual test indicates that while there is a certain amount of drift, the drift is not
or only hardly visible. In particular, it is evident that the drift does not produce highly visible
artifacts in the lower layer reconstruction which would severely affect the visual impression.
In this visual test, only the random access configuration was evaluated. As it was pointed
out in section 3.1.4, the drift in the lower layer, especially for a long key picture distance, is
noticeably higher and shows jumps in quality over time. As a result the drift might be much
more visible for the low delay configuration.

3.2 Decoding of Intermediate Layers

The approach that SHVC employs for quality scalability can also be considered a special
case of spatial scalability with two or more layers of identical spatial resolution. The only
difference is that no upsampling between the layers is performed. Conceptually, only full
layers can be decoded. When considering the bitrate of each layer, the number of rate points
is equivalent to the number of layers in the stream. In our two layer scenario, only two bitrate
versions of the stream can be decoded. In addition, it is only possible to start decoding of
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the higher layer (switch to the higher layer) at random access points in the enhancement
layer. Therefore, this concept of scalable coding is also referred to as coarse-grain quality
scalability (CGS).

However, in some applications, a more flexible way of bitrate adaption is desired. In stream-
ing applications for example, a more granular adjustment to changing channel conditions
can benefit the average reconstruction quality and thereby the overall quality of the service.
In another scenario, finer bitrate steps can be combined with error protection algorithms
to increase the error robustness of a transmission. In this section, different approaches to
enable a finer granularity of the scalable coding scheme are presented. While the first one is
based on a combination of SNR and temporal scalability using SHVC, the second one employs
the key picture concept and is related to medium-grain quality scalability (MGS) similar to
the SVC coding design.

3.2.1 Temporal Scalability in SHVC

As described in Section 2.5, temporal scalability is already implemented in conventional
HEVC. SHVC inherits this feature, adding the ability to combine it with the other forms of
scalability. In temporal scalability, every layer has a different temporal resolution and each
higher layer increases the frame rate of the reconstructed video. It was also mentioned that in
SHVC all types of scalability can be combined in a single bitstream. So when joining SNR and
temporal scalability, the additional prediction constraint for temporal scalability has to be
obeyed. So for every temporal enhancement layer, only pictures from lower temporal layers
can be used for prediction. Considering Figure 2.18, it can be seen that the hierarchical
structure of the random access configuration only requires few changes to enable temporal
scalability.

Figure 3.14 illustrates a possible prediction structure for the combination of SNR and tem-
poral scalability if the hierarchical level of each picture is used to define the temporal layer
and the temporal prediction restrictions are applied. It can be seen that there are now four
temporal sub-layers (Tid0 to Tid3) in each layer, where every temporal sub-layer doubles the
frame rate of the previous sub-layer. As intended by temporal scalability, each temporal sub-
layer can be discarded without preventing the lower temporal layers from being decodable.

It is now feasible to skip decoding of temporal sub-layers in the enhancement layer without
affecting the decodability of the base layer or the lower temporal sub-layers in layer 1. Figure
3.15 illustrates a scenario in which the highest two temporal layers in the enhancement layer
(Tid3 and Tid2) are discarded. The layer 1 pictures 0, 4, and 8, however, can still be decoded
because they reside in lower temporal layers. From all reconstructed pictures, an output
video signal could be compiled which contains the pictures 0, 4, and 8 from layer 1 and the
pictures 1, 2, 3, 5, 6 and 7 from layer 0 (marked in blue). 9

Using this approach, we can subdivide the enhancement layer into four sub-layers, increasing
the number of rate points of the stream from 2 to 5. Figure 3.16 displays the bitrate of each

9While a reconstruction of such a video with pictures from both SNR layers is not specified by the SHVC
standard, it is technically possible and can be used as a step towards a scalability with finer granularity.
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Figure 3.14 One GOP of the random access configuration with a GOP size of 8 pictures and two
layers. Each layer uses temporal scalability with 4 temporal sub-layers (Tid0 to Tid3).

temporal sub-layer for the sequence Cactus and a ∆QP of -6 for different lower layer QP
values. For each plot, the left bar shows the entire bitrate of the two layers as they can be
decoded in SHVC. For the corresponding right bar, the layer 1 bitrate is broken down into the
bitrates of each temporal sub-layer (Tid0 to Tid3). The lowest rate point only contains layer
0 (with all its temporal sub-layers). For the succeeding rate points the temporal sub-layers
of layer 1 are added one by one. For a layer 0 QP of 30, for example, decodable bitstreams
at bitrates of 3.6, 8.1, 9.4, 10.8 and 11.9 Mbps can be extracted. It can be seen that for
the first bitrate step from 3.6 to 8.1 Mbps, the allocated bitrate more than doubles while the
bitrate increase for each additional step is much smaller. This situation is most severe for the
base layer QP of 38. It should be noted that the bitrate allocation here is controlled by the
QP settings which are defined in the common testing conditions. For practical applications,
a finer step size might be preferred which could be realized by alteration of the encoder
configuration or a different type of rate control.

As can be seen from Figure 3.16, the bitrate per layer and the distribution of bitrate amongst
the temporal layers depend on the base layer QP. Furthermore, these are also dependent
on the ∆QP value and on the sequence. This results from the common testing conditions,
which specifies fixed QP values and the chosen prediction structure that defines a QP offset
per temporal layer. 10 Considering these fixed settings, we have no influence on the result-

10While the prediction structure was somewhat modified to enable temporal scalability, we are still complying
with the common testing conditions as closely as possible. No changes were applied to the sequences, QP
values or to the hierarchical QP offset which is defined in the common testing conditions.
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Figure 3.15 One GOP of the random access configuration with a GOP size of 8 pictures, two layers
and four temporal sub-layers. While all temporal layers of layer 0 are decoded, only the temporal
layers Tid0 and Tid1 of layer 1 are decoded. The pictures that are output are marked in blue.

ing allocation of bitrate per layer. A more practical encoder implementation, however, may
choose a very different allocation of bitrate per temporal sub-layer. For example in a stream-
ing application, it might be beneficial to allocate an equal amount of bitrate per temporal
sub-layer so that an improved adaption to varying channel conditions is within one’s means.

Figure 3.17 displays the corresponding bitrate and Y-PSNR results for the sequence Cactus
at a ∆QP of -6. It can be observed that with each additional temporal sub-layer that is
decoded, the overall bitrate of the stream increases along with the average reconstruction
quality. While this appears to be the solution to our initial request for a more granular type
of scalability, there are some drawbacks that render the presented approach unsuitable for
practical applications. Firstly, it can be seen from Figure 3.17 that when adding the temporal
sub-layers, the average Y-PSNR gain compared to the additional bitrate is very low for the
sub-layers. While this relation increases per temporal sub-layer, the coding performance is
significantly impaired when the temporal sub-layers are only partly decoded. 11

Another problem becomes obvious when we take a look at the reconstruction quality over
time. Figure 3.18 illustrates the Y-PSNR of the first 33 frames of the Cactus sequence. While
it can be seen in Figure 3.17 that the average reconstruction quality increases with each
additional temporal layer that is decoded, it becomes obvious in Figure 3.18 that only the

11In Figure 3.17, the two main layers of SHVC are plotted and connected by a straight line ( ). This line,
however, does not represent an optimal achievable performance and the results for the temporal sub-layers
should not be compared to it.
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Figure 3.16 Bitrates of the base layer (L0) and the enhancement layer (L1) of SHVC for the sequence
Cactus and a ∆QP of -6 using the random access configuration and temporal scalability with four
layers. In the respective right graph the bitrate of the enhancement layer is split into the four temporal
sub-layers (Tid0 to Tid3).

reconstruction quality of discrete pictures increases. In this example, only the temporal lay-
ers Tid0 and Tid1 of the enhancement layer are decoded. This results in a reconstruction
quality increase to the layer 1 quality for every fourth picture. The reconstruction quality of
all other frames remains at layer 0 quality. When this sequence of frames is played back, a
visually very disturbing flicker can be perceived when there is a sudden increase or decrease
in reconstruction quality. This is caused by the fact that the additional bitrate of a temporal
sub-layer only increases the reconstruction quality of the pictures in the sub-layer. The left-
over lower layer frames cannot benefit from the additional information and remain at layer
0 quality.

In the following section, it is evaluated how the key picture concept can be incorporated
in order to mitigate the aforementioned disadvantages and to enhance the performance of
gradual scalable decoding.
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Figure 3.17 Bitrate and Y-PSNR values for the sequence Cactus and a ∆QP of -6 as well as various
lower layer QP values using the random access configuration and temporal scalability with four layers.
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Figure 3.18 The Y-PSNR of the first 33 frames of the sequence Cactus with a base layer QP of 30,
an enhancement layer QP of 24, the random access configuration and 4 temporal sub layers. For the
orange curve ( ) only the lower two temporal layers of the enhancement layer (Tid0 and Tid1) are
decoded.

3.2.2 Medium-granular Quality Scalability

In this section, we apply the technique for a finer granular scalability which was described
in the previous section, but use it in combination with the key picture concept which was
described in Section 3.1. Here, we start off with the prediction structure which was used
for the key picture concept (see Figure 3.2) and add four temporal sub-layers to both layers.
Figure 3.19 illustrates the modified prediction structure of the random access configuration
for a key picture distance of 8 pictures.

As in the previous section, the hierarchical structure of the random access configuration is
used to assign pictures to the temporal sub-layers. The decodability of each temporal sub-
layer depends on its lower temporal sub-layers. For the key picture concept, again, periodic
pictures in the lower layer are defined as key pictures (marked in blue in Figure 3.19). For
these pictures, only prediction from the same temporal sub-layer in layer 0 is permitted. All
remaining non-key pictures use the higher layer reconstructed pictures for prediction while
obeying the restrictions from the key picture concept and from the temporal scalability at
the same time: No prediction from beyond the limit set by the key pictures and no prediction
from higher temporal sub-layers.

As before, temporal sub-layers can now be discarded from the bitstream without impeding
the lower temporal layers from being decoded. In Figure 3.20, the same example as in the
previous section is depicted: The highest two temporal layers of layer 1 are removed from
the bitstream and only the pictures marked in blue compose the final reconstruction of the
video sequence. While this process is very similar to the approach described in the previous
section, there is one key difference which is induced by the key picture concept:

79



3 Flexible Inter Layer Prediction in SHVC

Layer 0

Layer 1

cod. ord.

0

1

2

3

4

5

6

7

8

0

1

2

3

4

5

6

7

8

-16 -8

-16 -8

Tid0

Tid1

Tid2

Tid3

Tid0

Tid1

Tid2

Tid3

t0 4 3 5 2 7 6 8 1

Figure 3.19 One GOP of the random access configuration with a GOP size of 8 pictures and two layers
using the key picture concept. Each layer uses temporal scalability with 4 temporal sub-layers (Tid0
to Tid3). The key pictures in the lower layer are marked in blue.

Since the lower layer non-key pictures utilize the higher layer pictures as references (when-
ever available), all pictures can benefit from an increased reconstruction quality of the higher
layer pictures. In our example, the temporal sub-layers Tid0 and Tid1 of layer 1 are decoded,
while Tid2 and Tid3 are discarded. This results in an enhanced reconstruction of the pictures
0, 4 and 8. However, unlike before, the reconstruction quality of the pictures 1, 2, 3, 5,
6 and 7 also increases because they reference the enhanced higher layer pictures for mo-
tion compensated prediction. Figure 3.21 shows the corresponding reconstruction quality
over time. When comparing to Figure 3.18, the improved reconstruction of the lower layer
non-key pictures becomes apparent.

In Table 3.4, the coding performance of the described decoding of intermediate layers is
compared to the coding performance of the approach using only temporal layers in SHVC
(see Section 3.2.1). In the bottom section of the table (L0), only the lower layer is decoded
and the entire enhancement layer is discarded. From here upwards, the temporal sub-layers
of layer 1 are added successively: For "L1,Tid0" the lowest temporal sub-layer T id0 of layer
1 is also decoded and so forth until for "L1,Tid3" no temporal sub-layers are discarded and
the entire higher layer is decoded.

It can be seen that for decoding of the base layer only (L0), there is a performance loss
compared to the SHVC reference, while for decoding of the complete enhancement layer
(L1,Tid3) there is a slight performance gain. The explanation is that at these two points we
are again comparing the key picture concept to the conventional SHVC prediction structure.
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Figure 3.20 One GOP of the random access configuration with a GOP size of 8 pictures, two layers,
four temporal sub-layers and the key picture concept with a key picture distance of 8. While all
temporal sub-layers of layer 0 are decoded, only the temporal sub-layers Tid0 and Tid1 of layer 1 are
decoded. The pictures that are output are marked in blue.

It was already explained in Section 3.1.5 that the key picture concept generates a certain
amount of drift at the lower layer while the overall coding performance is moderately in-
creased. In Table 3.4 we can observe the same effect. 12 While they are not identical, the
distribution of the bitrates amongst the temporal layers is very similar to those which were
shown in Figure 3.16.

For the three test points at which only a subset of the temporal layers in the higher layer
are decoded ("L1,Tid0", "L1,Tid1" and "L1,Tid2"), a significant coding performance increase
compared to the decoding of temporal sub-layers using SHVC of 0.61 to 0.73 dB BD-PSNR is
evident. This results from the fact that with the key picture concept, each additional temporal
sub-layer increases the reconstruction quality of all pictures in the sequence instead of just
some discrete pictures as the SHVC reference does. Another point that can be observed is,
that the performance increase for the decoding of these intermediate layers is higher for
a ∆QP of -6 than for a ∆QP of -4. This can be traced to the quality difference between
the layers which is set by the QP delta. For a higher delta, the difference is higher and the
additional temporal layer can improve the reconstruction even further.

In Figure 3.22, the rate-distortion graphs for the presented hierarchical decoding approach

12Note that the results are not identical to the ones that were collected in Section 3.1.5 since the prediction
structure of the two tests are slightly different. For the test in the previous section, no temporal scalability
was used.
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Figure 3.21 The Y-PSNR of the first 33 frames of the sequence Cactus with a base layer QP of 30, an
enhancement layer QP of 24, the random access configuration, 4 temporal sub-layers and the key pic-
ture concept. For the orange curve ( ) only the lower two temporal sub-layers of the enhancement
layer (Tid0 and Tid1) are decoded.

are plotted with the aforementioned method using temporal layers in SHVC and SHVC using
no temporal scalability. Similar conclusions can be drawn from these graphs. While there is
a small loss at the lowest bitrate point, there also is a performance increase at the highest
decodable rate point (except for QP 26, where the rate at the highest rate point is slightly
decreased for this sequence). For the three additional intermediate bitrate points, however,
the coding performance of the key picture concept significantly increases compared to the
SHVC approach using temporal layers.

While only results for the random access configuration are presented here, comparable re-
sults are obtained when the described methods are applied to the low delay configuration.
The corresponding prediction structure modifications and performance results for the low
delay configuration can be found in Appendix C.

Comparison to SVC

As noted before, the concept of medium grain quality scalability (MGS) was already included
in scalable video coding (SVC) [h.264/AVC; SMW07; SW08]. For MGS coding, a similar ap-
proach to the one described above was taken. In SVC, each frame carries two flags which
indicate if the lower layer representation of a picture needs to be decoded and saved in the
reference picture buffer and if the higher or lower quality reconstruction of the reference
pictures are used for motion compensated prediction (See Section 2.4.1). In the implemen-
tation of the key picture concept which is presented here, no additional flags are transmitted.
The information if the lower layer reconstruction needs to be saved and which reference to
use is explicitly set by the fixed key picture distance and can be derived from the POC of the
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Figure 3.22 Bitrate and Y-PSNR values for the sequence Cactus and a ∆QP of -6 using the random
access configuration and temporal scalability with four layers. For the blue curve ( ) only the two
SHVC layers are plotted. For the other curves ( and ) also the intermediate layers are plotted,
where for , additionally the key picture concept is used.

83



3 Flexible Inter Layer Prediction in SHVC

Table 3.4 Coding performance of decoding intermediate layers using the higher layer temporal layers.
For each temporal layer that is discarded in layer 1, we compare the performance using the key picture
concept to conventional SHVC using temporal layers. The random access configuration is used and
a key picture distances (KPD) of 8 pictures for the key picture concept.

BD-rate (%) BD-PSNR (dB)

∆QP Y U V Y U V

L1, Tid3
-4 -1.48% -7.68% -8.50% 0.0438 0.1357 0.1553

-6 -0.98% -7.36% -8.63% 0.0286 0.1287 0.1505

Avg. -1.23% -7.52% -8.57% 0.0362 0.1322 0.1529

L1, Tid2
-4 -16.89% -25.06% -25.23% 0.4970 0.4456 0.4891

-6 -24.14% -34.46% -35.55% 0.7252 0.6756 0.7631

Avg. -20.52% -29.76% -30.39% 0.6111 0.5606 0.6261

L1, Tid1
-4 -19.35% -30.08% -30.02% 0.5872 0.5559 0.6071

-6 -27.66% -41.73% -42.31% 0.8751 0.8747 0.9857

Avg. -23.51% -35.91% -36.17% 0.7312 0.7153 0.7964

L1, Tid0
-4 -16.61% -30.20% -30.09% 0.5111 0.5689 0.6234

-6 -23.45% -41.21% -41.82% 0.7575 0.8813 1.0079

Avg. -20.03% -35.70% -35.95% 0.6343 0.7251 0.8157

L0
-4 3.82% 2.02% 2.17% -0.1168 -0.0309 -0.0416

-6 5.07% 2.65% 2.85% -0.1529 -0.0407 -0.0540

Avg. 4.45% 2.33% 2.51% -0.1348 -0.0358 -0.0478

picture. 13 This approach using a locked prediction structure is certainly not optimal for real
world applications. Analog to SVC, a flag could be added to the slice header of each picture
to indicate if the picture is a key picture or not. In order to not conflict with the existing
standard, this flag could be added in a slice header segment extension which is ignored by
standard compliant SHVC decoders. Another option is to enforce the use of temporal lay-
ers and signal the temporal ID of the layers that are defined to only contain key pictures
(E.g. in the sequence parameter set extension). While a flexible implementation using some
signaling is certainly desirable, the specific signaling scheme has only a minimal impact on
the presented results. While some possible signaling schemes were discussed, we will not
specify a concrete implementation here.

Another difference is the employed layer handling. In SVC, every NAL unit header extension
contains a quality ID (quality_id). This allows for a bitstream to hold up to 15 quality en-
hancements per picture, where every enhancement is packaged in an individual NAL unit.

13A key picture, as it is used in the presented implementation, is then equivalent to a picture in SVC for which
it is indicated to decode and save the lower layer representation of the picture as well as to use the lower
layer representations of the reference pictures.
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3.3 Conclusion

There is even a mode in which the quality enhancement is performed in the transform do-
main and the additional transform coefficients are encoded in separate quality enhancement
NAL units [Kir+07]. With the signaling in the NAL unit header extension, it is now possi-
ble to discard any enhancement layer NAL units from the bitstream. On the receiver side,
the SVC decoder will attempt to decode the reconstruction of each picture with the highest
reconstruction quality possible. This reconstruction is then used by pictures referencing the
higher quality reconstruction. Because any enhancement NAL unit can be discarded, this
scheme is also referred to as packet-based fidelity scalability (PFS).

Depending on the application, the discarding process can be conducted at any point during
transport. While random discarding of enhancement NAL units is feasible, a much better
approach is to discard NAL units based on their impact on the overall reconstruction quality
of the stream. For this purpose, additionally to the aforementioned quality ID, the encoder
can signal an optional priority id (priority_id) per NAL unit to assist the discarding process.
It is, however, a non-trivial task to determine the impact of the loss of a certain quality
enhancement package at the encoder side. For a detailed evaluation of this, the reader is
referred to [Zha14].

In the presented approach, we use a fixed number of 2 layers with temporal sub-layers.
The discarding of these temporal sub-layers (that can be considered quality enhancement
layers) is assumed to always constitute complete temporal sub-layers, with the sub-layers
having higher temporal IDs being discarded first. Also here, an approach similar to SVC could
increase the flexibility of the medium granular quality scalability approach. For one, a similar
best effort decoding approach can be applied at the decoder side. This way, discarding of NAL
units on a much finer granular level can be enabled. Also the use of temporal layers could be
removed and instead an indication on the importance of a NAL unit could be signaled by the
encoder. Furthermore, the number of quality enhancements per picture is not required to be
limited to one. While this is a very interesting field of future research, a detailed evaluation
of these options in SHVC are outside of the scope of this work.

The most significant difference to SVC, however, is the extent of the implemented changes.
For scalable coding in SVC, several of the existing coding tools from single layer AVC were
modified as well as several new coding tools were added. Firstly, the arithmetic coded syntax
is changed and new flags on the macroblock level are introduced which signal new coding
modes. For the inter layer prediction process, several modes can be used to take advantage
of the lower layer information: If the collocated reference block uses intra prediction, inter
layer intra prediction may be used. Otherwise, the higher layer may perform inter prediction
using inter layer motion compensation. Furthermore, inter layer residual prediction may be
employed for coding of the higher layer residual signal. Contrary to SVC, the presented
coding scheme complies to the high level syntax only approach and does not apply any
changes to the lower layer coding tools.

3.3 Conclusion

In this chapter, two main points were presented and discussed:
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3 Flexible Inter Layer Prediction in SHVC

SHVC decoder complexity In the first part, it was shown that especially for quality scal-
ability, the complexity increase of SHVC compared to single layer coding with HEVC is
quite significant. Depending on the measured value, the complexity of SHVC increased
up to twice the complexity of HEVC. It was further demonstrated how the key picture
concept can be employed in SHVC to significantly reduce the decoder complexity down
to a level much closer to single layer HEVC. While an extension to spatial scalability
may be feasible, the focus here lies on SNR scalability because the most severe com-
plexity overhead occurs in this scenario. Similar to previous implementations of the
key picture concept, a drift is introduced when the enhancement layer is discarded
from the bitstream, while at the same time a small overall performance increase can
be observed when all layers are decoded. A visual test was conducted which revealed
that the drift had no measurable impact on the perceived visual quality. It was shown
that there is a trade-off between the complexity reduction, the overall gain and the drift
in the lower layer. An encoder could perform this tradeoff dynamically by intelligent
placement of the key pictures depending on the application and the sequence. It could
hereby also control the drift in the lower layer. It was shown how, unlike in SVC, the
key picture concept can be applied without changes to the lower layer syntax or coding
tools. While some modifications to the encoder as well as the multilayer decoder must
be applied, they are all limited to the higher layer syntax and the scheme can thusly be
considered a high level syntax only approach. While a compliant HEVC decoder can be
used to decode the lower layer, the multilayer decoder requires some slight changes.
14 A higher layer decoder could furthermore not make use of the possible complexity
reduction and opt to fully decode all layers.

Medium-granular quality scalability In the second part, it was demonstrated how the
key picture concept can be combined with temporal scalability to enable highly effi-
cient decoding of intermediate layers. These additional decodable rate points can then
be used to enable a much more flexible adaption to changing channel conditions or
optimize the error robustness of the stream. On top, decoding with reduced complex-
ity as enabled by the key picture concept is also applicable. While the method as it is
implemented here is quite rigid and provides only a limited number of additional rate
points, it could be easily be extended to support more flexibility similar to packet-based
fidelity scalability in SVC.

As previously noted, the current version of SHVC is not well suited for certain applications in
which very flexible bitrate adaption is required or the decoder complexity is a limiting factor.
For these applications, the presented flexible inter layer prediction approach can minimize
the drawbacks of SHVC with only minor impact on the SHVC coding performance. While this
approach was also proposed in the standardization of SHVC, there were various concerns
about the drift as well as possible issues with existing hardware implementations. In the
end, it was not adopted and the current, significantly more complex, approach was adopted.
In the future, a more flexible high level syntax approach could benefit the acceptance of
scalable coding schemes in general.

14Also an unmodified SHVC decoder could decode the higher layer bitstream (although because of the modified
prediction structure, the reconstruction for the higher layer would exhibit a high amount of drift in this
case).
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4 Residual Refinement

In the scalable coding approach of SHVC, the bitstream is organized in layers. The lowest
layer is compatible to HEVC and establishes the basis for all higher layers (it is also referred
to as the base layer). As described in Section 2.3, the reconstruction signal is obtained on
a block basis in two steps. Firstly, a prediction from previously coded frames or from al-
ready decoded neighboring blocks within the same frame is computed. In the second step,
a residual for the block can be signaled. If a residual signal is present, the quantized trans-
form coefficients are extracted from the bitstream and the residual signal is reconstructed
by inverse quantization and inverse transformation. Finally, the reconstruction is obtained
by adding the prediction and the residual signal in the spatial domain.

Higher layers of an SHVC bitstream add information that enhances the reconstruction qual-
ity compared to the lower layers. Therefore, they are also referred to as enhancement layers.
The coding of higher layers is very similar to conventional coding with HEVC. The key dif-
ference is that each higher layer can make use of the information from the lower layer by
inter layer prediction. For inter layer prediction, the lower layer reconstruction of the cor-
responding block is copied into the higher layer reference picture buffer and subsequently
employed for prediction in the higher layer. As for HEVC, the encoder may choose to signal
a residual signal after the prediction. The reconstruction of the block is then again formed
by adding the prediction (which is the reconstruction from the lower layer) and the residual
signal. This addition is also performed in the spatial domain (See Section 2.5).

So altogether, when using inter layer prediction, the reconstruction in the first enhancement
layer is composed by adding the prediction in the lower layer and up to two residual signals.
For a scenario with more than two layers, each additional enhancement layer may add a
further residual signal. So in order to obtain the higher layer reconstruction, the entire
residual reconstruction process is possibly performed multiple times. This involves multiple
scans of the coefficients, as well as multiple inverse transformation operations per residual
signal.

It depends on the sequence and on the encoder settings how much inter layer prediction is
used. Figure 4.1 shows the average relative utilization of intra, inter and inter layer pre-
diction for two SNR layers in SHVC. 1 It can be seen that for the lower layer, mostly inter
prediction is used. However, for low QP values, the relative amount of intra prediction rises
to up to nearly 40%. Naturally, no inter layer prediction is available in the lower layer. In the
higher layer, the amount of intra prediction is negligible. For inter and inter layer prediction,
the values are highly dependent on the QP. For a high QP, inter layer prediction is only used
for a low percentage of image samples. With a decreasing QP, however, this value grows
and inter layer prediction becomes the dominating type of prediction. In Figure 4.2, it is

1The results were obtained using the SHVC reference software version 6.0. Except for the extended QP value
range, the common testing conditions for the random access configuration were followed.
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Figure 4.1 Average relative utilization of prediction modes for two layers in the random access con-
figuration depending on the lower layer QP. The delta QP for the higher layer is -6.

shown how much of the output bitrate is used for which part of the coding. The first part,
the high-level syntax, includes all parameter sets as well as slice headers. From the figure it
is evident that this high-level syntax only plays a minor role for the bitrate. The second part
contains all symbols that are coded on a coding unit (CU) level including the SAO informa-
tion, CU tree and prediction information. In the last component, all transform information
like the TU tree, coded block flags and transform levels are pooled together. From the fig-
ure it becomes evident that, for both layers, most of the bitrate is used for coding of the
transform levels. Depending on the QP, the amount of bitrate that is used for the transform
levels ranges from around 40% (QP 38) to over 90% (QP 10). From these results it becomes
evident that especially for high bitrates where a high amount of inter layer prediction is used
and the higher layer mostly codes additional residual information, the coding overhead per
layer gets even more severe.

In the following, a method is presented that refines the lower layer residual signal directly in
the transform domain. This way, only one inverse transformation is required at the layer that
is being reconstructed. Furthermore, only one scan of the coefficients is needed. However,
the approach also comes with some drawbacks compared to the SHVC coding approach.
While in SHVC, the block size for inter layer prediction is independent of the lower layer
block structure and can span multiple blocks from the lower layer, refinement can only be
performed for each TU in the lower layer while the size of the TU must remain unchanged.
This loss of flexibility certainly comes at the expense of some loss in coding performance.
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Figure 4.2 Average relative allocation of rate in lower and higher layer for the random access con-
figuration depending on the lower layer QP. The delta QP for the higher layer is -6.

4.1 Inter Layer Refinement in the Transform Domain

The basic idea of residual refinement is to add information to the transform coefficients
directly in the quantized transform domain. A related concept to achieve this goal is the
concept of embedded quantization. Figure 4.3 illustrates an example for embedded quan-
tization. The input values to the quantization are unsigned and range from 0 to MAX. If a
quantization to 2 bits is applied to the input values, the value range is split into four intervals
(indicated by the black lines). Following the concept of quantization, all input values within
each range are quantized to the same level and reconstructed by the same reconstruction
value (indicated by the red crosses) [Ohm15].

When another bit is added to the quantization output, each quantization interval is further
split into 2 subintervals. The additional bit then indicates which of the two new recon-
struction values to use for the input value. With each additional bit, the accuracy of the
reconstruction value increases which lowers the expected quantization error. 2 The process
can be continued until the desired bit depth is attained. This is referred to as embedded
quantization because all quantizers using less than N bits are a subset of the N bit quantizer
(they are embedded in the N bit quantizer).

Embedded quantization can be used to create a scalable representation of values like the

2The reduction in quantization error strongly depends on the signal statistics. If a uniform distribution for
the values from 0 to MAX is assumed for the given quantization example, each additional bit lowers the
expected squared error by a factor of 1

8 . See 2.1.3.
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Figure 4.3 Embedded quantization scheme with coded bits for unsigned values with a value range
from 0 to MAX. The black lines are the decision lines while the reconstruction values are plotted with
red crosses. With each additional bit, the quantization interval is split into two and the bit indicates
which one of the two new reconstruction values is chosen (arrows).

transform coefficients. Firstly, the transform coefficients are quantized using N bits. The
bits are arranged from most to least significant. The most significant bit (MSB) corresponds
to the bottom of Figure 4.3 and each additional bit is less and less significant until the last and
least significant bit (LSB) is reached. The bits of all coefficients are then rearranged bit-plane
by bit-plane. Firstly, the most significant bit of each coefficient is signaled followed by the
next less significant bit of each coefficient until all bits are processed. The entire bitstream is
now sorted by significance and can be truncated at any point to obtain a sub-bitstream with
a lower bitrate and reconstruction quality.

Similarly, embedded quantization can be performed for signed values using a dead zone
quantizer. Figure 4.4 depicts an embedded dead zone quantization scheme using a varying
number of bits. The input values are signed and range from -MAX to MAX. The sign and
the magnitude are handled independently. For the coarsest quantization, one or two bits are
coded. The first bit signals if the quantization level is 0 or not. If it is greater than 0, one more
bit (S) indicates the sign of the value. When going to a finer quantization, the number of
additional bits depends on the reconstruction value in the lower layer. For values that were
not quantized to zero in the coarser quantization stage, one additional bit indicates which
of the two possibilities is to be used as the reconstruction value in the finer quantization
stage. For values that are quantized to zero in the lower quantization stage, one additional
bit indicates if the reconstruction stays at zero or not. If the value in the finer quantization
is not zero anymore, the sign bit (S) has to be signaled as well.

In JPEG 2000 the embedded quantization concept is used to devise a bitstream which is
scalable in multiple ways. By using wavelet transformation with a tree based coding al-
gorithm (EBCOT), a truncated JPEG 2000 stream represents a valid bitstream at a lower
reconstruction quality and/or spatial resolution. In this way, a version of the image with
higher compression ratio can be obtained without re-compression. Another application is
progressive transmission of an image where a low quality image can be decoded while the
transmission of the less significant data is still in progress. For a detailed explanation on
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Figure 4.4 Embedded quantization with dead zone for values ranging from -MAX to MAX. The sign
and the magnitude of the values are coded independently. On the x-axis the magnitude values from
0 to MAX are plotted. The sign bit (S) only needs to be transmitted if the reconstruction value is not
zero.

JPEG 2000 the reader is referred to [Mar+02; TM02].

The concept of gradual information refinement using embedded quantization can also be
seen as a mapping from one quantizer to the next finer quantizer with a lower quantization
step size. For the illustrated examples in Figure 4.3 and Figure 4.4, one additional bit is
used to map to the next finer quantizer 3. In both cases, the reconstruction values are placed
in the center of each quantization interval and the decision thresholds of all quantizers are
aligned. Therefore, there are always exactly two possible values to map to and there is no
better reconstruction than one of these two.

When the quantization process of HEVC is considered, these assumptions do no longer hold.
While a scalar quantization is used, it is non-uniform. The reconstruction values are spaced
equally, but the quantization thresholds are not placed in the center between each pair of
reconstruction values. They are rather shifted away from the zero reconstruction value,
creating a dead-zone around the zero value. The extent of this dead-zone depends on the
prediction type but is smaller than the dead-zone in the embedded quantization approach.
For multiple layers, the number of reconstruction values changes in the higher layer depend-
ing on the QP settings in the layers and is not necessarily doubled for each additional layer.
As a result, the decision thresholds between the layers as well as the quantization intervals
of the layers are not aligned. In this case, a different approach has to be taken.

4.1.1 Quantization Mapping

Figure 4.5 shows two quantizers as they were detailed in Section 2.3.3. In this example, the
slice type is Intra and the QP difference between the quantizers (∆QP) is -6. With regard
to scalable coding, these are the quantizers of two quality layers. For the lower layer, a

3For the second example, the separate sign bit also has to be transmitted when mapping from the zero recon-
struction value to a non-zero reconstruction value.
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QP38

QP32

Figure 4.5 Quantization mapping for the QP values 38 and 32 (∆QP = -6) for an intra slice. For
every reconstruction value in the lower layer, there are 3 possible values in the finer quantizer.

quantizer with a QP of 38 is used and the higher layer uses a quantizer with a QP of 32. For
the case of inter layer prediction in the higher layer, the objective is now to perform direct
refinement of the established lower layer reconstruction values. For the QP difference of -6,
the quantization step size is halved and the number of reconstruction values is doubled in the
finer quantizer. It can be seen in the figure that for every reconstruction value in the lower
layer, there are two reconstruction values in the higher layer. One of these two is identical
to the lower layer reconstruction value while the other one is placed precisely in between
two lower layer reconstruction values.

It was already brought up in Section 2.3.3 that only the position of the reconstruction val-
ues are defined in the HEVC standard. The quantization decision is not standardized and
the corresponding thresholds can be placed arbitrarily by the encoder. However, if it is as-
sumed that the coefficients exhibit a Laplacian distribution, it is optimal to place the decision
thresholds so that the reconstruction value is not centered within the interval. The optimal
placement depends on the slope of the coefficient distribution. In the HEVC reference soft-
ware encoder two placement options are used depending on the slice type [HM-16.7]. The
quantization interval is placed such that the reconstruction value is shifted further towards
lower values within the interval. For slices using only Intra prediction, a flatter distribution
is assumed and the shift towards lower values is smaller compared to slices which also use
inter prediction (compare Figure 2.6).

As previously noted, the decision thresholds of the quantizers do not line up. The lower layer
quantization interval is not split into two sub-intervals as it is for embedded quantization. If
the reconstruction value is 0 in the lower layer (not significant), the situation is the same as
for embedded quantization. In the higher layer, the value can stay at 0 or it can be mapped
to the first significant (not zero) reconstruction value in the higher layer. If it becomes signif-
icant, the sign of the coefficient has to be signaled. However, if the coefficient was quantized
to a non-zero level in the lower layer, there are now 3 possible reconstruction values in the
higher layer that the level can be mapped to. As one can see, it is possible in this example for
a mapping to map to the exact same reconstruction value in the enhancement layer. While
a mapping to the identical reconstruction value does not change the reconstruction, it still
carries some information about the quantized value and should be encoded. The coding of
the information could be adapted to this situation by signaling one bit which indicates if the
reconstruction value changes and if it does, a second bit could indicate if a mapping to the
higher or lower value is performed. However, it might not be optimal if an enhancement
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QP38

QP32

(a) Mapping to the same and the higher value is allowed while mapping to the
lower value is not. If a coefficient was not significant in the lower layer it can
remain at zero or become significant in the higher layer.

QP38

QP32

(b) Mapping to the same and the lower value is allowed while mapping to the
higher value is not. If a coefficient was not significant in the lower layer, it can
not become significant in the higher layer.

Figure 4.6 Quantization mapping for a ∆QP of -6 in intra slices when only two of the tree potential
mapping options are permitted. The former decision thresholds and their movement is indicated in
orange.

layer level is reachable from two different levels in the lower layer. Also from the coding
efficiency point of view it is preferable to only allow two mappings per lower layer level so
that the mapping information can be coded using a single bit.

Figure 4.6 depicts two options of mapping to the finer quantizer using only a two way map-
ping. In this case, one bit is sufficient to encode the mapping decision. For the first option
(Figure 4.6a), mapping is only performed to the higher two of the three possible enhance-
ment layer reconstruction values while the lower one is ignored. With respect to the higher
layer quantizer, effectively the right decision threshold for this value is shifted left to the
corresponding lower layer decision line. The original higher layer thresholds are indicated
by the dashed orange line and the shift is marked by an orange arrow. For the mapping
of the non-significant coefficients in the lower layer nothing changes. If the coefficient was
mapped to zero in the lower layer, it can remain zero or become significant in the higher
layer. This is signaled by one bit. If the coefficient becomes significant in the higher layer,
as for embedded quantization, the sign of the coefficient must be transmitted as well.

For the second option in Figure 4.6b, mapping is only allowed to the lower two of the three
respective higher layer reconstruction values. Here, the left decision threshold of the ignored
higher layer reconstruction value is shifted right to the value of the lower layer decision line
as indicated by the dashed orange line and the orange arrow. It can be seen that the lower
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QP38

QP36

(a) Quantization mapping for the QP values 38 and 34 (∆QP = -4) for an intra
slice.

QP38

QP34

(b) Quantization mapping for the QP values 38 and 36 (∆QP = -2) for an intra
slice.

Figure 4.7 Quantization mapping for a ∆QP of -4 and -2. Depending on the lower layer reconstruc-
tion value, there are two or three reconstruction values that the value can be mapped to in the higher
layer quantizer.

layer quantization interval is split into two intervals in the higher layer. However, the split is
performed in such a manner that the reconstruction value of the smaller left interval does not
lie within the quantization thresholds of the interval. For a zero level in the lower layer, only
a mapping to zero is specified in this example. On the one hand this means that no additional
information (new significance and sign) has to be transmitted for non-significant coefficients
in the lower layer. On the other hand this also implies that non-significant coefficients in the
lower layer can not become significant in the higher layer which in turn can have a negative
impact on the performance of the refinement scheme. This might be even worse when more
than two layers are used and mapping from these outlying reconstruction values could be
particularly inefficient.

For a QP difference of -6, the number of reconstruction values is exactly doubled in the higher
layer. For this case, the mapping is fully regular because the location of the higher layer
reconstruction values relative to the lower layer values is fixed for all lower layer quantization
intervals. However, if the QP difference between the layers is not a multiple of 6, the mapping
becomes irregular. Figure 4.7 demonstrates the mapping for a QP delta of -4 (QP38 and
QP34) and -2 (QP38 and QP36). It can be observed that, depending on the value in the
lower layer, there are two or three possible values that the lower layer level can be mapped
to in the higher layer. The arrangement of the reconstruction values in the two layers is not
regular and the overlap of the quantization intervals across the layers depends on the lower
layer reconstruction value.
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QP38

QP32

(a) QP difference -6

QP38

QP34

(b) QP difference -4

QP38

QP36

(c) QP difference -2

Figure 4.8 Representation of the addition of the higher layer residual signal in SHVC in the transform
domain. The intermediate inverse and forward transformation is disregarded in this illustration. The
zero reconstruction value is located on the dashed line in the center.

As noted before, the quantization intervals for inter slices are shifted further to the right
while the reconstruction values are unchanged. Thus, the mapping between quantizers has
very similar but slightly different characteristics. The respective mapping figures for inter
slices can be found in Appendix D.1.

Finally, we want to compare the mapping process to the conventional SHVC approach of
performing inter layer prediction and coding of another additional residual in the spatial
domain. Of course, the additional residual signal in the higher layer is not added in the
transform domain but inverse transformation is applied to the residual signal of both layers
before they are added in the spatial domain. For a perfectly orthonormal transformation, the
resulting signal is independent of the domain that the addition is performed in. Because the
forward and inverse transformation in HEVC are only discrete approximations to the DCT
and additional clipping may be applied, this does not perfectly apply to the transformation
in HEVC. However, if we disregard this for now we can also represent the addition of the
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higher layer residual signal in the transform domain. Figure 4.8 depicts this for different QP
differences between two layers. From each lower layer level, three arrows point to the higher
layer reconstruction values corresponding to a higher layer level of -1, 0 and 1. While there
is no specific restriction of the higher layer levels to only these three values, larger values
are not plotted here for clarity. When the coefficient distribution is taken into account, it can
be seen that the coding scheme is not optimal. Already for the QP difference of -6, it can be
seen that some of the plotted mapping options which can be signaled, can in practice never
occur (e.g. the lower layer reconstruction index 1 can map to the higher layer index 1). For
the smaller QP differences the situation becomes even more pronounced. Also the coding
of the information is flawed from this point of view: For every higher layer coefficient that
is significant (which is not mapping to the exact same value in the higher layer), a sign bit
is coded followed by the remaining level. However, because of the coefficient distribution,
the bypass coded sign bit should reveal a clear bias towards one direction depending on the
sign of the reconstruction value in the lower layer. In addition, a remaining level greater
than zero is highly implausible. While the entropy coding engine can learn that this greater
1 bit is never set and can therefore encode it very efficiently, it would be even better to skip
it altogether. It should be further noted that this analysis only applies under the assumption
that inter layer prediction is used and the transform size in the two layers is identical. If
a different prediction is used in the higher layer, this mapping idea does not apply and a
mapping to more than the three values in the higher layer is possible. While this is just a
theoretical consideration, it should highlight some of the flaws of conventional coding using
an additional residual signal as it is performed in SHVC.

A similar mapping approach between scalar quantizers is also described in [EF04] where it
is referred to as conditional hierarchical mapping. While the underlying idea is analogous
to the presented refinement mapping, the concept is further expanded in the following. In
the next section, it is investigated how the mapping from one to the next layer can be opti-
mized. With an assumption on the coefficient distribution, the probability of each mapping
can be estimated. From this, an approximation of the expected error and entropy can be
performed which then allows for a rate-distortion optimization of the mapping. If it yields
an improvement in a rate-distortion sense, the optimization process may even discard some
of the mappings which is also contrary to the conditional hierarchical mapping concept.

4.1.2 Probability and Error Analysis

First, we establish an estimation on the coefficient distribution. In the literature, the coef-
ficients are commonly assumed to exhibit a Laplacian distribution with the mean value at
zero [RG83; LG00]. The corresponding PDF is given by

p(x) =
1p
2σ2

e−
p

2|x |
σ , x ∈ (−∞,∞). (4.1)

The probability of positive and negative values is equal in this case so we can also model the
distribution using a sign and the amplitude of the value. The sign has equal probability and
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Layer 0

Layer 1

a0 b0

r0

a1 b1 c1 d1

m1 m2 m3

r1 s1 t1

Figure 4.9 Exemplary mapping for the lower layer quantization interval from a0 to b0 with the re-
construction value at r0. In the higher layer, the decision lines are at a1, b1, c1 and d1. The three
corresponding reconstruction values that the value r0 can be mapped to are r1, s1 and t1.

the amplitude value can be modeled by an exponential distribution with the PDF

p(x) = αe−αx , x ∈ [0,∞),α > 0. (4.2)

Using the probability function and the mapping layout, we can perform an estimate on the
probabilities for the potential mappings. Figure 4.9 shows an exemplary mapping for one
lower layer quantization interval. In the lower layer, all values from a0 to b0 are quantized to
the same level and will be reconstructed by the value r0. In the higher layer, there are three
quantization intervals, a1 to b1, b1 to c1 and c1 to d1, with the corresponding reconstruction
values r1, s1 and t1. With the assumption of an exponential coefficient distribution, the
probability of the coefficient being within the interval [a0, b0] can be calculated by

P(x ∈ [a0, b0]) =

b0
∫

a0

αe−αxdx = e−αa0 − e−αb0 . (4.3)

If it is now assumed that the value lies within a specific interval [a0, b0], the probability
distribution of the values within this interval is also exponential. The PDF of the coefficient
value, on the condition that the value lies within this interval, is

p(x |x ∈ [a0, b0]) =
αe−αx

e−αa0 − e−αb0
, x ∈ [a0, b0]. (4.4)

From this, it is possible to calculate the probability of the coefficient value being in one of the
intervals m1, m2 and m3 provided that the value lies within the lower layer interval [a0, b0].
For the interval m3, the probability is calculated by

P(x ∈ m3|x ∈ [a0, b0]) =
e−αc1 − e−αb0

e−αa0 − e−αb0
. (4.5)
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a0 b0

r0

a1 b1 c1 d1

m1 m2

r1 s1 t1

(a) Mapping from r0 to r1 is disallowed.

a0 b0

r0

a1 b1 c1 d1

m1

r1 s1 t1

(b) Single mapping from r0 to s1 only.

Figure 4.10 Mapping from r0 is only enabled to some of the higher layer reconstruction values. The
original quantization threshold and where it moves is indicated the dashed orange line and the orange
arrow, respectively.

For the other intervals, the calculation is analog using the respective interval boundaries.
From these probabilities, we can in turn calculate the entropy H of the mapping in the
interval. This can then be interpreted as the amount of information (the rate) that is required
to code the mapping. 4 For the present example, the entropy in bits is calculated from the
probabilities by

H =
3
∑

i=1

H(mi) = −
3
∑

i=1

P(x ∈ mi|x ∈ [a0, b0]) log2 (P(x ∈ mi|x ∈ [a0, b0])) . (4.6)

Finally, we can also use the probability distribution from 4.4, the quantization interval
boundaries and the reconstruction values to calculate the expected value of the mean square
error (MSE) for each of the mapping options. For example, the MSE for the interval m3 is
calculated by

MSE(m3) =

b0
∫

c1

(t1 − x)2

e−αa0 − e−αb0
αe−αxdx . (4.7)

The expected value of the MSE for the other intervals is calculated by inserting the cor-
responding interval boundaries and reconstruction values. By adding these values for all
available mappings, the MSE for the complete mapping is obtained. This expected MSE can
then be interpreted as a measure for the distortion of the particular mapping.

In the example of Figure 4.9, the lower layer interval overlaps with 3 quantization intervals
in the higher layer. Of course, the presented estimation of the rate and distortion can also
be performed for cases where there are more or less corresponding quantization intervals
in the higher layer. Furthermore, the values can also be calculated for cases where only
some of the possible mappings are allowed. Figure 4.10a demonstrates a potential map-
ping where the mapping from r0 in the lower layer to r1 in the higher layer is excluded.

4Please note that this is only the entropy contribution of this one interval. For the absolute entropy, all lower
layer values and reconstructions would have to be considered.
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Effectively, the former decision line (dashed orange line) is moved left to the value of the
lower layer decision line a0. The values that were originally reconstructed by r1 are now
appended to the quantization interval that corresponds to the reconstruction value s1. In
this case, the expected bitrate and error is calculated from the two intervals m1 and m2 and
the corresponding reconstruction values s1 and t1. Even if only one mapping is considered,
the expected distortion can be calculated. Such a scenario is depicted in Figure 4.10b. All
values within the interval [b1, c1] (which in this case is equivalent to the lower layer interval
[a0, b0]) are reconstructed by the value s1 in the higher layer. In this special case with only
one possible mapping, no rate has to be spent to encode this information. 5

In the following section, we use the obtained error and probability values to optimize the
mapping. The whole process is related to similar optimization strategies like the Lloyd max
quantizer. While for the Lloyd max algorithm, the quantization boundaries and reconstruc-
tion values are adapted to a given distribution of values, we use the distribution to optimize
the mapping while the reconstruction values are fixed.

4.1.3 Mapping Optimization

It was already established, that the coefficient distribution can be modeled using an exponen-
tial function (see Equation 4.2). However, in order to calculate the values for the distortion
and rate of a certain mapping, an approximation of the α value that models the slope of the
distribution is necessary. For the following calculations, we obtain the α from the lower layer
quantization. For a given QP value in the lower layer, the position of the decision thresh-
olds and the reconstruction values are fixed and can be calculated (see Section 2.3.3). Let’s
consider one quantization interval in the lower layer with the decision thresholds at a0 and
b0 and the corresponding reconstruction value r0 (compare Figure 4.9). The values within
this interval are exponentially distributed as defined in Equation 4.4. For this exponential
distribution, the optimum reconstruction value (which minimizes the mean squared error)
must be placed at the mean value of the distribution within this interval. The mean value
for the assumed distribution within the interval [a0, b0] can be calculated by

m(α, a0, b0) =

b0
∫

a0

xαe−αxdx = . . .=
1
α
+

b0 − a0

1− eα(b0−a0)
+ a0. (4.8)

If we now assume that the reconstruction value within the interval is placed at this opti-
mum position, we can apply the reverse process and compute the α value from the known
values a0, b0 and r0. Because of the properties of the exponential distribution, the relative
position of the expected value within the interval is independent of the position of the in-
terval. Therefore, the computation of the α value is independent of the fact which of the
quantization intervals in the lower layer is selected.

5While it is obvious that no rate is needed if there is only one possible mapping target in the higher layer, it
can also be derived from Equation 4.5 and 4.6. Because the intervals are identical, p(x ∈ m1|x ∈ [a0, b0])
is 1. Hence, the entropy H becomes H(m1) = 0.
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With the estimation of the distortion and the rate, it is now possible to apply Lagrangian
multipliers in order to obtain a cost value for every possible mapping to the higher layer
[Ohm15]. This cost value is then used to compare the mappings and look for the optimum
mapping option. The distortion of a certain mapping M shall be denoted by D(M) and the
bitrate by R(M). The cost function C(M) using the Lagrangian multiplier λ is then

C(M) = D(M) +λR(M). (4.9)

We now assemble a list of all possible mappings from the lower layer interval to the higher
layer intervals. This list contains the option of mapping to all corresponding higher layer
intervals as well as options where certain mappings are disallowed. For the example in
Figure 4.9, this list contains the following mapping options from r0:

• to all three corresponding higher layer values r1, s1 and t1 using more than one bit

• to two of the higher layer values using one bit (to r1 and s1 or s1 and t1)

• to only one of the higher layer values r1, s1 or t1 using no additional bits

For all of these possible mappings, we are now looking for the mapping that minimizes the
cost function:

Mopt = arg min
M

{D(M) +λR(M)} (4.10)

The Lagrangian multiplier λ performs a trade-off between the expected rate and the distor-
tion. For a low λ, the influence of the distortion on the cost is high while the impact of the
bitrate is minor. For the extreme case of λ= 0, the bitrate is completely disregarded for the
optimization. In the opposite case (a very high value of λ), the rate is the dominating pa-
rameter for the cost term. If λ is approaching infinity, the expected distortion is completely
ignored.

Two layers

In the following, we will focus on the delta QP values -6, -4 and -2 as a representative set
of QP deltas and on a scenario with two layers. For a QP difference of -6, the situation is
relatively simple because the mapping is regular and with the assumed model, the probability
values for mapping to the higher layer reconstruction values do not depend on the lower layer
level. For intra prediction and a low value of λ, the optimal mapping uses all 3 available
mappings (as depicted in Figure 4.11a). When the Lagrangian multiplier is increased, the
mapping to the left (lower) higher layer level is discarded and only mapping to the same
and the next higher reconstruction value in the higher layer is permitted (see Figure 4.11b).
Increasing the λ value even further will finally result in a mapping where only the same
value in the higher layer can be mapped to (Figure 4.11c). In case of inter prediction, the
situation changes slightly: Even for very low values of λ the mapping to all 3 corresponding
higher layer values is never optimum. Illustrations for all optimum mappings for the QP
difference of -6 and inter prediction can be found in Figure D.2.
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QP38

QP32

(a) Optimal mapping for a very low λ value.

QP38

QP32

(b) Optimal mapping for a higher value of λ.

QP38

QP32

(c) Optimal mapping for a very high value of λ.

Figure 4.11 Optimal mappings for different values of λ, a QP delta of -6 and intra prediction.

For the other two QP difference values -4 and -2, the mapping is not regular and the opti-
mal mapping arrangement depends on the lower layer level. Figure 4.12 demonstrates the
optimized mapping for a QP difference of -4 and intra prediction. For a low value of the
Lagrangian multiplier (4.12a), the levels are mapped to either two or three reconstruction
values in the higher layer, depending on the lower layer level. Some of the higher layer levels
are accessible from several levels in the lower layer. As the λ is increased, more and more of
the mappings are eliminated. At a certain point (4.12b), all higher layer levels are reachable
by exactly one path from the lower layer levels. The only exception is the first significant
coefficient in the higher layer, which is also accessible from the zero level in the lower layer.
Finally, for a very high λ, the mapping transforms into a pure one to one mapping in which
no bits need to be coded and no additional information is added in the higher layer. All levels
are mapped to precisely one level in the higher layer. For inter prediction, the corresponding
results are depicted in Figure D.3.

For a QP difference of -2, similar observations can be made. For a low value of λ (4.13a)
the majority of higher layer levels are accessible from more than one level in the lower
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QP38

QP34

(a) Optimal mapping for a very low λ value.

QP38

QP34

(b) Optimal mapping for a higher value of λ.

QP38

QP34

(c) Optimal mapping for a further increased value of λ

Figure 4.12 The optimal mapping for different values of λ, a QP delta of -4 and intra prediction.

layer. For the second example (4.13b), the Lagrangian multiplier was chosen so that all
higher layer reconstruction values are accessible from exactly one lower layer value. It can
further be observed in this case that if a coefficient is not significant in the lower layer it is
optimal to always map it to the same zero level in the higher layer. Finally, for a very high λ
value (4.13c), the mapping again degenerates to a pure one to one mapping with no added
information in the higher layer. The corresponding optimization results for inter prediction
can be found in D.4.

More than two layers

In the following, we will extend the optimization scheme to cases with more than two layers.
If there are more than two layers, the optimization can have different targets. First, the
optimization for two layers can simply be applied multiple times for each step between two
layers. In this scenario, each mapping is optimized individually without knowledge of the
complete mapping scheme. In the second scenario, the mapping from the lowest to the
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QP38

QP36

(a) Optimal mapping for a very low λ value.

QP38

QP36

(b) Optimal mapping for a higher value of λ.

QP38

QP36

(c) Optimal mapping for a further increased value of λ

Figure 4.13 The optimal mapping for different values of λ, a QP delta of -2 and intra prediction.

highest layer is optimized first and in a second step the mapping through all intermediate
layers is considered.

In figure 4.14, an example for the optimization per layer step is shown. In this example,
three layers are used and the QP delta between the layers is -4 and -4. For the optimization
there now is a λ value for each mapping between each two layers which can be selected
independently. Here, the λ values were chosen so that each coefficient in the higher layer is
reachable by one path from the lower layer. For each layer, mapping is possible from each
reconstruction value to one or two reconstruction values in the higher layer. Except for the
lower three coefficients, each coefficient in the highest layer is reachable from exactly one
reconstruction value in the lowest layer. It can already be seen that some paths from the
lowest to the highest layer might not be optimal because optimization was performed layer
per layer. E.g. the highlighted paths from the lowest to the highest layer are highly unlikely
if the coefficient distribution is taken into account. For more results using differen values
of λ as well as more different QP deltas please see Appendix D.2. Since optimization is
performed on a per layer base, it is trivial to extend it to an arbitrary number of layers.
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QP38

QP34

QP30

Figure 4.14 Per layer optimized mapping for a delta QP value of -4 between the layers.

QP38

QP34

QP30

Figure 4.15 Overall optimized mapping for a delta QP value of -4 between the layers.

In the alternative approach. the optimization for the mapping from the lowest to the highest
layer is performed first. For this first step, the same optimization technique is used which
was also used for only two layers. This also means that for the rate calculation the mapping
through intermediate layers is disregarded for this optimization step. In the second step, for
each mapping from the lowest layer to the highest layer the mapping through the interme-
diate layers is optimized. For each possible path, the rate for the path as well as the distortin
is calculated and used for the optimization. With this approach there is one λ value for
the optimization from the lowest to the highest layer as well as one value for the mapping
through each intermediate layer.

In figure 4.15, an example is shown for the same three layers with a QP delta of -4 between
the layers. It can be seen that the optimization result differs significantly from the per layer
optimized scheme in Figure 4.14. Mapping is possible from each reconstruction values in the
lowest layer to two or three reconstruction values in the highest layer. From one layer to the
next, there are mappings to one, two as well as three coefficients. Also, some coefficients in
the highest layer are not reachable at all. The highlightes paths from Figure 4.14 are all not
present using this kind of optimization. More results are available in Appendix D.2. While
it is not as straightforward, this scheme can also be extended to any number of layers.
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QP38

QP32

(a) Optimal mapping for a QP delta of -6.

QP38

QP34

(b) Optimal mapping for a QP delta of -4.

QP38

QP34

(c) Optimal mapping for a QP delta of -2.

Figure 4.16 Optimization from the higher layer based on the mean square error for different QP
deltas and intra prediction.

Optimization from higher layers

The optimization schemes which were presented so far all perform optimization from the
lower to the higher layers. In principle, an optimization could also be performed starting
from the quantization of the higher layer deciding which of the possible lower layer recon-
struction values to map from. One problem which arises is with the calculation of the rate.
Since in the higher layer we can not say which of the mappings from the lower layer are
actually used, we can not perform an estimation of the associated rate for the mappings.
However, using the probabilities we can perform an optimization using the expected mean
square error when mapping from all possible lower layer reconstruction values is performed.

In Figure 4.16, an example for different QP delta values is shown. Since the optimization
is performed from the higher layer reconstruction values, only the mean square error is
considered for the optimization in this case. For a QP difference of -6, the optimization
results in a full layout where all possible mappings are allowed. This is due to placement of
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the reconstruction values. For a QP delta value of -6, one additional reconstruction value is
placed exactly in between each pair or reconstruction values in the lower layer. Since the
distance to these two neighboring coefficients is maximized, a mapping from both of them
minimizes the mean square error. For the delta QP values -4 and -2, mapping from the lower
layer is performed to one or two reconstruction values in the higher layer. The coefficients
in the higher layer are reachable from one or two reconstruction values in the lower layer.
One of the issues with the optimization from the higher layer is the performance drop in
the lower layer. While this drop might be acceptable in the case of refinement coding in
favor of the performance in the higher layer, it should be avoided if refinement coding is not
chosen in the higher layer. However, in order to adaptively choose the layer of the initial
quantization a multilayer encoder is required which optimizes all layers simultaneously.

Ultimately, several things should be considered in order to select a suitable refinement map-
ping. For the optimization schemes from the lower to the higher layers the Lagrange mul-
tiplier plays a vital role. It was shown that the mapping degenerates to a pure one to one
mapping if a very high value is chosen. Except for the QP difference of -6, the reconstruc-
tion values in the higher layer are only shifted while no additional information is added.
When the distribution of the coefficients is considered, this means that the expected dis-
tortion in the higher layer increases. Essentially, this kind of mapping is counterproductive
and can only result in a lower RD performance compared to the lower layer. In SHVC, this
situation can not arise because there is always the option to leave a value unchanged. In a
practical encoder implementation such a mapping would only very rarely be chosen and the
encoder would rather opt to not encode a refinement at all. In the other extreme (a very
low Lagrange multiplier), it can be suboptimal if a reconstruction value in the higher layer is
reachable from multiple values in the lower layer. Also from a coding poitn of view, it is not
ideal if multiple bits are needed in order to encode the refinement information. Therefore,
the Lagrange multiplier in this thesis was chose in a way so that one to one mappings as
well as three way mappings are avoided. Since the optimization from the higher layer only
considers the mean square error, no tradeoff between rate and distortion is possible.

At last, the limits of the presented model shall be detailed. It should be noted that the calcu-
lated probability values as well as the subsequent mapping optimization are both based on
the hypothesis that the coefficient values are exponentially distributed with a certain slope
α. While this is a commonly used assumption ([RG83; LG00]), it was also shown that this
premise might not hold for all coefficients. For example in [AK04] it was shown that the
distribution of the lowest frequency coefficients is closer to a Cauchy than to an exponen-
tial distribution. This also means that some of the presented optimal mapping layouts may
not be actually optimal. Nevertheless, a detailed mathematical analysis of the real distri-
bution of the transform coefficients is outside of the scope of this work. But also without
definite knowledge about the coefficient distribution, the probabilities of the mappings could
be approximated by counting at the encoder or decoder side. Another assumption for the
optimization is, that no rate-distortion optimal quantization (RDOQ) or sign data hiding is
performed for the lower layer. However, this does not prohibit the use of RDOQ or sign data
hiding in general. In a more advanced implementation, the optimization may be combined
with rate-distortion optimization at the encoder side. Nevertheless, such an advanced en-
coder that optimizes over multiple layers is out of the scope of this thesis. In any case, the
presented model gives some valuable insight into the mapping process and allows for a first
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optimization of the mapping.

4.2 Refinement Coding

For the refinement information, a coding scheme was established, that allows for efficient
coding of the refined residual signal. Essentially, the coefficient scan of the lower layer
coefficients is performed again, where there are two classes of information:

New signi�cance: For all coefficients that were not significant in the lower layer, a new
significance has to be coded. This is performed similar to signaling of significant coef-
ficients in HEVC, where first the x-y position of the last significant coefficient is coded
followed by a scan of the coefficients starting at this position. Here, however, the loca-
tion of the last significant coefficient in the lower layer is known so that a differencing
value to that position can be coded. All the non-significant positions are rescanned
and a new significance flag is coded. If the coefficient gets significant in the higher
layer, a sign flag must be signaled as well.

Re�nement: For all coefficients that were significant in the lower layer, the coding depends
on the mapping. In case of two possible reconstruction values in the higher layer, the
refinement information is coded in the form of a single flag. If only one corresponding
reconstruction value is present, nothing needs to be signaled. For the evaluation, the
mapping was optimized so that a mapping to 3 or more coefficients in the higher layer
does not occur.

In the following, it is detailed how the update to the last significant position, the newly
significant coefficients and the refinement information is coded.

4.2.1 Last Significant Position

In Section 2.3.5 it was detailed how the coefficient coding is performed in HEVC. The process
is split into several steps. In the first step, before a scan is performed, the position of the last
significant coefficient in scan order is signaled using the x- and y coordinates of this position
within the transform unit. For the refinement of the existing signal, this 2D position is already
known. As for the lower layer, it can be expected that the signal energy is concentrated in
the lower frequency coefficients. However, because we are now using a finer quantization
on the same transform coefficients, the last significant position in the higher layer is likely
located at a higher frequency position. Therefore, we take this premise into account and use
a similar approach by transmitting an update to the x- and y-coordinates first.

For the example in Figure 4.17,the last significant coefficient in the lower layer (indicated by
the cross) is located at x = 6 and y = 5. The shaded coefficients were subsequently scanned
in the lower layer and all coefficients that were significant must lie within this area; all other
coefficients were not significant in the lower layer. The new last significant position in the
higher layer is located at x=10 and y=1. Coding of the position update with the knowledge
about the scanned positions in the lower layer is now performed in two steps. The space
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∆x

∆y

Figure 4.17 Example for coding of the last significant position in a 16x16 pixel transform. In the
lower layer, the last significant position is located at x = 6 and y = 5 (red cross). The highlighted
coefficients were consequently scanned in the lower layer. The last significant position in the higher
layer is located at x = 10 and y = 1 (red circle).

of possible positions is split into three regions as indicated by the two dashed orange lines.
Firstly, it is transmitted which of these three regions is occupied by the updated position.
For this, the first flag indicates if it is the lower right region. If not, a second flag indicates
which of the remaining two areas is the correct one. Coding of these flags is omitted if the
new position can not lie within one or both of these regions. In this example, the first flag is
false and the second flag will indicate the upper right partition. In the next step, the delta
values for the x and y component are transmitted. These delta values are calculated relative
to the coefficients that were scanned in the lower layer and to the lines that divide the space
of possible new values. In this example, these delta values are ∆x = 2 and ∆y = 3. The
value and the possible value range of one delta component depends on the value of the other
component. Except for the upper right region where the y value is coded first, the x value is
coded first. For the example, if the ∆y value is 0 (the last significant position in the higher
layer moves down by three coefficients to x = 10 and y = 4), the ∆x value is 3. The delta
values are coded the same way the original position of the last significant coefficient is coded
using a prefix and a suffix along with context based entropy coding (see Section 2.3.5). There
are some special cases where there is a slight deviation from this coding scheme (e.g. when
the x or y component of the last significant position in the lower layer is zero). While there
is no dedicated flag that indicates if the position changes at all, signaling of an unmodified
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last position is still quite efficient. The first flag will signal the lower right region and the
two remaining zero valued deltas are coded using one false flag for each delta.

4.2.2 Newly Significant Coefficients

As in conventional HEVC, the transform coefficients are arranged in sub-blocks of 4 by 4
coefficients. Starting with the sub-block that contains the updated last significant position,
the sub-blocks are scanned in a specific order (scan order). For each sub-block, a coded block
flag (CBF) indicates if any of the coefficients that were not significant in the lower layer
become significant in the higher layer. This approach allows for a very efficient signaling of
sub-blocks with no new significant coefficients. As in HEVC, coding of the CBF is omitted
for the sub-block that contains the new last significant coefficient and the last sub-block
in scanning order (the one that contains the DC coefficient). The CBFs are either coded
using contexts depending on the value of the neighboring CBFs as in HEVC or using a fixed
probability which is also determined depending on the neighboring CBFs.

If the CBF of a sub-block is set, the 16 coefficients within the sub-block are scanned. For
every coefficient that was not significant in the lower layer, a new significance flag is coded
in this scan. Two options for coding of this information are presented here: For the first op-
tion, coding is performed just like for the significance flags in the lower layer using contexts
depending on the significance of the surrounding coefficients (this was detailed in Section
2.3.5). However, the new significance of the higher layer coefficients does not carry the same
information as in the lower layer. In the lower layer, the significance flag indicates if the coef-
ficient is zero or any value higher than zero. In the higher layer, the flag of new significance
only carries the information if the coefficient is zero or one. So the new significance can also
be interpreted as another refinement flag. For the second option, the new significance flag
is coded using a certain fixed probability value that is only dependent on the QP. Of course,
as for the significance flags in the lower layer, an additional sign bit is coded using equal
probability coding if the coefficient becomes significant in the higher layer.

4.2.3 Refinement

As it was already explained, it depends on the chosen mapping how many bits have to be
coded for the refinement of coefficients that already were significant in the lower layer.
If mapping to more than two coefficients in the higher layer is possible, more than one
bit needs to be coded. If there is only one possible mapping, no information needs to be
transmitted. The implemented mappings come from the optimization approach explained
in Section 4.1.3. In the following, the optimization parameter λwas chosen so that mapping
is always performed to one or two of the coefficients in the higher layer so that at most one
refinement bit has to be coded. The two additional objectives were to avoid cases where
one higher layer coefficient is reachable from multiple coefficients in the lower layer and to
prevent coefficients in the higher layer that are not reachable at all.

As for the newly significant coefficients, the actual coding of the binary flags is performed
using two different approaches: For the first method, context based coding with multiple
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Figure 4.18 Refinement coding example for an 8x8 transformation. The lower layer coefficients are
marked with a cross and the coefficients that become significant in the higher layer with a circle. The
respective last significant positions are indicated in red.

contexts is used. The selection of the context depends on the level of the coefficient in the
lower layer. For the second option, the flag is coded using a fixed probability, eliminating
the context update step.

A full coding example is illustrated in Figure 4.18. The significant coefficients in the lower
and higher layer are indicated by crosses and circles, respectively. All unmarked coefficients
are significant in neither of the layers. The update to the last significant coefficient is coded
first by two false flags, where the first flag indicates that the bottom right area is not chosen
and the second one that neither the bottom left region is chosen (leaving only the top right
region). The subsequent delta values for the y and x component are both 1. Next, the
coefficients are scanned sub-block by sub-block starting with the top right sub-block. From
the last significant coefficient (red circle), all coefficients in the sub-block are scanned in scan
order and a flag for the new significance is coded (in this example these are: 0000000110).
For the last significant coefficient position no flag is coded because the new significance
is already contained in the update of the position. In the next sub-block in the bottom
left, no previously non-significant coefficient becomes significant in the higher layer. This is
indicated by a false coded block flag (CBF). The only additional information that is coded for
this sub-block are two refinement flags for the two coefficients which were already significant
in the lower layer (indicated by crosses). For the last sub-block in the top left, all coefficients
are scanned again and 16 new significance and refinement flags are coded. For this example:
r0000r0100rr101r (the new significance flags are indicated by 0/1 and the refinement flags,
which are not explicitly given here, by r).

4.2.4 Fixed Probability Coding

As detailed in Section 2.3.4, the entropy coding engine of HEVC (CABAC) supports coding
of bits either using backwards adaptive context based arithmetic coding or a special mode
called bypass mode in which the bit is assumed to have equal probability of being 0 or
1. However, in Section 4.1, it was also established that in theory, the mapping probability
only depends on the coefficient distribution and possibly the level that the coefficient in the
lower layer was quantized to. Therefore, a suitable way of coding these refinement bits
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would be using a fixed probability mode that uses efficient arithmetic coding without the
complexity implications of context adaption. Such a fixed coding option was added to the
CABAC scheme. Analog to the context value, which is an input to the context coding block
in Figure 2.7, a fixed probability value is provided alongside with the bit value. Both values
are then directly passed on to the arithmetic coding engine. In the implementation which is
used here, the probability values are only dependent on the lower layer level and on the QP
difference between the layers. While this option is simple to implement, there are certainly
more advanced options that could be used to select the probability values. For example,
the position of the coefficient within the transform unit or the values of already decoded
coefficients could also be taken into account. Furthermore, the probability values are fixed
for all frames and sequences in this experiment. In a more practical approach, the values
could be determined by the encoder and somehow be signaled within the bitstream.

Particularly at the decoder side, CABAC can become a considerable throughput bottleneck.
If none of the optional parallelization tools are activated, the entire payload of each frame
must be piped through one instance of CABAC in which parallel processing of multiple bins
is difficult and often very costly. The reason for this are data dependencies that, on the one
hand increase the coding efficiency but on the other hand hinder fast CABAC decoding. Such
dependencies occur because, for example, the context update depends on the decoded bit
or because for some symbols, the context selection depends on the value of a previously
coded symbol. During the standardization process of HEVC, high throughput CABAC imple-
mentations in hardware and software were already considered in order to minimize these
dependencies. Some of the applied techniques are a reduction of the number of context
coded bits, grouping of bits coded in bypass mode or with the same context and context
derivation with as little data dependency as possible. While these techniques somewhat
defuse the situation compared to the CABAC implementation in H.264/AVC, coding depen-
dencies are not completely eliminated and the CABAC throughput remains a limiting factor.
For the case of fixed probability coding, there is no context update and the selection of the
probability does not depend on previously decoded values within the higher layer picture. 6

More information on optimized CABAC decoders can be found in [SB12; YH05; Hab+15].
In the presented implementation, the probability is determined using a table lookup. The
index for the lookup is determined from the lower layer coefficient level only. However,
there might be other dependencies that could be exploited; For example it is reasonable to
assume that the probability changes depending on the position of the coefficient within the
transform. Also, compared to the context based coding, the complexity of the arithmetic
coding step is unchanged. Only the values of the internal lookup table are changed.

6While using the lower layer coefficient level together with the mapping setup to determine the probability
value that is used in the entropy coding step is a straightforward approach, it also generates a parsing
dependency between the layers, meaning that if, because of a transmission error, the coefficient levels in
the lower layer were decoded incorrectly or not at all, parsing of the higher layer bitstream might also
fail. The same applies if the context for coding is selected depending on the lower layer coefficient level.
Furthermore, there might be memory considerations as well. If there is a dependency on the reconstruction
values of the lower layer transform coefficients, they must either be saved in memory or decoding of both
layers must be performed simultaneously. Because of this, such coding dependencies between frames are
usually avoided.
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4 Residual Refinement

4.3 Performance Evaluation

In this section, the performance of the conventional SHVC approach is compared to the pro-
posed refinement coding scheme where the existing residual signal is refined in the transform
domain. In this test, a very specific test setup is chosen in order to enable an explicit compar-
ison to the SHVC approach of adding another residual signal in the spatial domain. While
SHVC has several coding options within the higher layer, these are constrained for this test.
Firstly, the setup is explained in 4.3.1 and the results are subsequently presented in 4.3.2.

4.3.1 Coding Scheme

The complete encoding process is performed in two steps. In the first step, the lower layer
is encoded using the unmodified reference software HM14.0 [HM-14.0]. This bitstream is
then used to add an enhancement layer. The lower layer is encoded without any knowledge
of the higher layer and the higher layer has no influence on the lower layer encoding. This
is the equivalent approach as implemented in the SHVC reference encoder software. For
the encoder configuration, the common testing conditions from Section 2.5.2 are used with
two modifications: For the entire coding scheme, first, rate-distortion optimal quantization
(RDOQ), and second, sign data hiding is disabled. For RDOQ, the quantization is performed
in a rate-distortion optimal way. Essentially, the quantized levels are modified intentionally
if the modification yields a gain in a rate-distortion optimal sense. Also for sign data hiding
the quantized level of one coefficient is changed in order to skip encoding of one of the sign
bits. On average, both of these techniques result in an overall performance gain. While
these tools are disabled here, it should be noted that this does not imply that the presented
refinement scheme is incompatible with RDOQ or sign data hiding. However, because the
mapping is affected by these techniques, the rate-distortion optimal decisions of both meth-
ods can not be performed for both layers independently but rather needs to consider the
mapping implications. While it can be expected that such adapted variants of RDOQ and
sign bit hiding would also increase the overall coding performance, the implementation and
evaluation of such a method would require an effort which is outside the scope of this work.
It should also be noted that because of these modifications, the results can not directly be
compared to those in Chapter 3. For further information on RDOQ and sign data hiding, the
reader is referred to [KYC08; CHJ11; Wie15].

In the second step, the higher layer is encoded using the fixed lower layer information. This
approach is similar to the design of the SHVC reference encoder, which also codes all layers
successively without any dependencies between them. In fact, the lower layer encoder is
completely unaware of any subsequent higher layer. There are two separate fundamental
coding configurations in the higher layer which are compared in the following: Coding a
new residual signal on top of the existing one from the lower layer (similar to SHVC) and
refining the existing lower layer residual signal. For both configurations, the coding structure
of the lower layer is inherited so that the coding units and transform units of the lower layer
are processed again in the higher layer. Of course this also implies that no coding of a
coding structure is performed in the higher layer. As in SHVC, the luma and chroma color
components are processed successively. For both configurations, no additional coding of the
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higher layer TU is performed if the corresponding lower layer TU carries no residual data. In
this case, the reconstruction of the lower layer is copied and adopted as the reconstruction
of the higher layer. If, however, a residual signal is coded in the lower layer, several options
for coding the higher layer TU are tested in each of the two configurations. For each of the
two configurations, a separate set of options are tested:

Coding another residual Similar to conventional SHVC, a new residual signal in the spa-
tial domain can be added in this configuration. For this, the unfiltered lower layer recon-
struction signal is subtracted from the original signal to form the residual in the higher layer.
Next, the conventional residual coding scheme is applied. The signal is transformed and then
quantized using the higher layer quantization parameter (QP). The level information is then
encoded to obtain the estimated bit cost of this option. After the respective inverse process,
the reconstruction of the residual is used to calculate the associated distortion. Alternatively,
the encoder can choose to just set the coded block flag (CBF) to zero, which indicates that all
transform coefficients are zero. The higher layer reconstruction signal in this case is equal
to the one from the lower layer. The required bits and the resulting distortion are calculated
as well. Finally, a rate-distortion optimal decision is made to determine which of the two
options to choose for each TU. One special case arises if all transform levels after the trans-
formation and quantization of the higher layer residual signal are already zero. In this case,
the CBF is set to zero and there is no decision to make. 7

Refining the existing residual For the second configuration, the existing lower layer resid-
ual signal is refined in the transform domain rather than adding another residual signal in
the spatial domain. The refinement and coding process were detailed in Section 4.1 and
4.2. The refinement information is coded to obtain the implied bitrate cost. Also here, the
inverse process is performed next in order to determine the associated distortion. For the
refinement configuration, the encoder can also choose to set the CBF to zero which indi-
cates that the higher layer reconstruction is copied from the lower layer and no refinement
is applied. Finally, the rate-distortion optimal decision is made and one of the two options
(refining the lower layer residual signal or leaving it unchanged) is chosen. Other than the
coding of another residual, the CBF is not set to zero in any special case of the refinement.
Thus, the CBF is never implicitly set and the RD decision is always performed.

If the transform size is 4x4, another option is also tested and compared to the other options
using the same RD-decision: transform skip. As in conventional HEVC, the transformation
is skipped and the quantization is directly applied to the scaled residual values which are
then coded into the bitstream. Also for the inverse operation, only inverse quantization and
scaling is required. This can also be interpreted as a way of refinement in the quantized
spatial domain. It is tested for both configurations: Coding another residual and refining of
the existing residual.

7The whole process is very similar to the decision process in the reference software encoders HM and SHM.
Various options of encoding, all with different bit cost and distortion, are tested and an optimal decision
based on a trade-off between the rate and the distortion is performed. The same is applied here. The
lambda for the decision is calculated as it is for the higher layer in SHM.
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Certainly, the described coding scheme is not particularly suitable for real applications be-
cause some of the features that make SHVC so efficient are disabled. For instance, only inter
layer prediction is enabled in the higher layer. Neither intra prediction within the higher
layer frame nor inter prediction from other higher layer reference pictures is performed.
Furthermore, both configurations (coding another residual and refining the existing resid-
ual) are only tested if the lower layer carries a residual signal. If, however, only prediction is
performed in the lower layer and no residual signal is coded, the higher layer could certainly
choose to copy the lower layer prediction and add another residual signal. The coding con-
cept was deliberately trimmed in this way in order to achieve one very specific comparison:
If the lower layer carries a residual signal, what is the performance of coding an additional
residual signal in the higher layer similar to how it is done in SHVC compared to the per-
formance of refining the existing lower layer residual signal. While the disabled features
would significantly increase the overall coding performance, they would do so in both con-
figurations. At the same time, the comparison of the two configurations would become more
difficult. 8

4.3.2 Coding Performance

The two described configurations were tested using the random access configuration from
the common testing conditions. Because the refinement technique may become particularly
helpful for low QP values where the reconstruction quality is approaching lossless coding,
the QP range for the lower layer was extended from the four values from 38 to 26 which
are specified in the common conditions to the 9 values from 38 to 6 in steps of 4. Figure
4.19 shows the results for the QP difference of -6. The ’HEVC Lower Layer’ graph shows the
performance of the, except for the disabled RDOQ and sign data hiding tools, unmodified
lower layer HEVC streams. On top of this lower layer bitstream, the following two graphs
represent the two aforementioned scenarios in which either the existing lower layer residual
is refined in the transform domain (’Residual Refinement’) or another new residual signal
is added in the spatial domain (’Additional Residual’). As a supplemental reference, the
graph for the conventional ’SHVC Higher Layer’ is presented as well. For SHVC, ’HEVC
Lower Layer’ also corresponds to the lower layer of the SHVC bitstream. For the higher QP
values (detailed in 4.19b), the performance of the two configurations of coding are very
similar. When comparing to the single layer coding of the lower layer, a quite significant
drop in performance can be observed. For example, at around 5 MBit/s the Y-PSNR drops
by roughly 1 dB. For the higher QPs this reduction is even higher. As already mentioned,
however, the performance of both configurations could be further increased using various
additional techniques. For the lowest two QP values, the residual refinement shows a distinct
increase in performance. With the ’SHVC Higher Layer’ reference, the reduction becomes
more apparent.

For the very low QP points, some unusual behavior for SHVC becomes apparent. At these
points, where the PSNR is very high and the difference to the original is limited to a low num-
ber of pixel values, the SHVC inter layer coding approach seems to not behave as expected.

8Since the two configurations employ a different set of coding tools, the performance increase for the two
configurations could somewhat vary.
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Figure 4.19 Coding performance results of the lower layer for the sequence Kimono using single layer
coding and the two coding configurations for the higher layer (coding an additional residual signal
and refining the existing lower layer residual) for a delta QP of -6.
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Table 4.1 Average BD-Rate results of the different refinement coding options compared to the SHVC
approach of coding another residual signal for the QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6 as
well as a delta QP of -6. A negative sign indicates a BD-rate reduction.

Y U V

Equiprobable -1.47% -1.69% -1.46%

Context Coding -2.81% -2.82% -2.65%

Fixed Refinement -2.87% -2.90% -2.71%

Fixed Refinement and Significance -2.44% -2.52% -2.31%

It should be mentioned that the conventional transformation based coding approach is used
for SHVC. However, at such high quality where the residual signal energy is very low and
mainly consists of noise data, the transform based coding approach is suboptimal. Skipping
the transform operation could benefit SHVC in these scenarios. While a mode for skipping
the transformation operation is defined in HEVC, it is only enabled for the smallest trans-
form size of 4x4 pixels. 9 Furthermore, a flag per CU can signal to bypass the quantization
as well as the transformation stage. However, this feature is disabled in the common testing
conditions. Nevertheless, the upwards trend can indicate that SHVC is very close to lossless
coding.

The corresponding BD-rate results for the residual refinement results compared to the coding
of another residual with a QP difference of -6 between the layers are shown in the ’Context
Coding’ column of Table 4.1. The coding of the reference, which is the coding of another
residual signal, is unchanged and is using a context based coding as specified in conventional
HEVC. It can be seen, that in terms of BD-rate over the whole QP range, the refinement has
a BD-rate reduction of 2.81% for the Y component; similar values can be observed for the
chroma components. The table furthermore explores some of the different entropy coding
options of the refinement data. For ’Equiprobable’, the refinement bits are coded using the
bypass coding mode where essentially, the probability modeling is bypassed and each bit that
is input into the entropy coding engine results in one bit being written to the bitstream (see
Section 2.3.4). These results are provided as a worst case reference: If the probability of the
refinement bits is entirely ignored for entropy coding, this is the resulting performance. For
the remaining two columns (’Fixed Refinement’ and ’Fixed Refinement and Significance’),
the refinement bits are not coded using context adaption, but rather use entropy coding
with a fixed probability as described in Section 4.2.4. The probability values are selected
depending on the level of the lower layer coefficients and the used mapping. The values
themselves were obtained by counting of the mapping decisions at the decoder side. For the
column ’Fixed Refinement and Significance’, in addition to the refinement bits, also the new
significance flags for coefficients that were not significant in the lower layer as well as the
coded block flags use coding with fixed probabilities. It is apparent that the performance
when using a fixed probability coding of the refinement information is virtually identical
to the context based coding. Also, if the new significance information is coded using fixed
probabilities, only a slight deterioration in performance can be observed. This slight loss can

9In the range extensions to HEVC, skipping the transform operation for larger transform sizes is defined.
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Table 4.2 Average BD-Rate results of the different refinement coding options compared to the SHVC
approach of coding another residual signal for the QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6 as
well as a delta QP of -4. A negative sign indicates a BD-rate reduction.

Y U V

Equiprobable 2.53% 0.63% 0.83%

Context Coding -0.83% -2.26% -1.89%

Fixed Refinement -0.29% -1.58% -1.25%

Fixed Refinement and Significance -0.14% -1.66% -1.30%

be very well acceptable because it allows coding of the refinement in the higher layer almost
without context coded bits. The implications of this are further detailed in Section 4.3.3.

The matching results for the QP delta of -4 between the layers can be found in Table 4.2 and
Figure 4.20. While the results look mostly consistent with the results for the QP delta of -6,
there is an anomaly for the lower layer QP value of 34 which is highlighted in Figure 4.20b.
For this QP, the point for the additional residual diverges from the ’Residual Refinement’ curve
towards the QP 38 point on the ’HEVC Lower Layer’ curve. While the figure only shows the
results for the sequence Kimono, this behavior can be observed in all test sequences. The
corresponding graphs for the other sequences can be found in Appendix D.3. As it was
explained, the first thing that is coded for every transform unit is a coded block flag (CBF)
which signals if a residual signal is coded at all. On the encoder side, this flag is set to
zero if after transformation and quantization, no transform coefficient is significant or if the
encoder chooses to not encode a residual signal. Upon closer inspection of this QP point,
it was revealed that, compared to the residual refinement, a higher number of blocks were
coded with the coded block flag set to zero so that no actual additional residual signal is
coded. The reason for this is in most cases not a decision of the encoder but the fact that
after transformation of the higher layer residual signal, all coefficients were quantized to zero
values, forcing the CBF to be set to zero. The encoder, in this case, has no possibility to add
information in the higher layer using the given higher layer quantizer; So the reconstruction
of the higher layer is identical to the reconstruction of the lower layer. Because the encoder
is unable to add information and enhance the lower layer reconstruction, the ’Additional
Residual’ point is shifted towards the corresponding ’HEVC Lower Layer’ point. At the same
time, the refinement of the existing residual signal allows for coding of an improved residual
signal so that this mode can be (and is) chosen by the encoder.

The BD-rate results in Table 4.2 show an average rate reduction of 0.83% over the entire
QP range for the residual refinement using context based coding for the refinement infor-
mation. When entropy coding is disabled for the refinement information, the performance
significantly drops and results show a BD-rate increase of 2.53% compared to coding an-
other residual signal. It can be concluded that the probability of the refinement bits is not
equiprobable and that the refinement coding can benefit considerably from entropy coding.
As for the QP difference -6, the performance of the refinement coding drops when the re-
finement bits and also the new significance information is coded using fixed probabilities.
While the relative drop is higher for the QP difference -4, the overall performance of the
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Figure 4.20 Coding performance results of the lower layer for the sequence Kimono using single layer
coding and the two coding configurations for the higher layer (coding an additional residual signal
and refining the existing lower layer residual) for a delta QP of -4.
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Table 4.3 Average BD-Rate results of the different refinement coding options compared to the SHVC
approach of coding another residual signal for the QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6 as
well as a delta QP of -2. A negative sign indicates a BD-rate reduction.

Y U V

Equiprobable 0.31% -0.29% -0.65%

Context Coding 0.75% 0.49% 0.27%

Fixed Refinement 0.72% 0.49% 0.24%

Fixed Refinement and Significance 0.83% 0.63% 0.43%

refinement coding with fixed probabilities is still comparable to the performance of adding
another residual signal. Overall, the gains for a delta QP of -4 are smaller than for the delta
QP of -6.

Finally, the results for the QP difference of -2 can be found in Table 4.3, while Figure 4.21
plots the corresponding results for the sequence Kimono. In the figure, it can be seen how
small the distance between the two coding configurations and the single layer stream of the
lower layer is. Because of the specific coding configuration and the very small QP difference,
only a limited amount additional information is coded especially for the higher QP values
which are detailed in Figure 4.21b. As for the QP difference -4, the performance of the
highlighted QP points of the ’Additional Residual’ are shifted towards the ’HEVC Lower Layer’
curve due to the fact that with the approach of coding of an additional residual signal, it is not
possible to add more information in a majority of cases. For the higher QP values it further
seems that the performance of conventional SHVC (’SHVC Higher Layer’) is lower compared
to the two tested configurations. However, it should also be noted that compared to SHVC,
hardly any information is added for the tested configurations. Thereby, a direct comparison
to SHVC should be performed carefully and the practical usability is quite limited.

The BD-rate results in the table show a slight performance loss of the refinement coding
compared to coding of another residual signal. With context coded refinement, a BD-rate re-
duction of 0.75% for the luma component and 0.49% and 0.27% for the chroma components
can be observed. When the refinement is coded using fixed probabilities, the performance
is approximately identical. When in addition the new significance is coded with fixed cod-
ing, the performance drops slightly. The results for equiprobable coding exhibit an unusual
behavior and show a higher performance than the other modes using entropy coding. In
order to interpret this, it should be recalled that when the refinement is coded, the encoder
can choose to set the coded block flag to false and not refine the existing residual. This
decision is taken based on a rate-distortion tradeoff. When the residual coding is now using
a worse coding approach (like equiprobable coding), the encoder will preferably choose not
to refine the existing residual. In the test scheme which is used here, this will move the
rate-distortion curve closer to the ’HEVC Lower Layer’ curve. In the worst case, the encoder
will choose to not refine any residual and the coding performance is nearly identical to the
single layer performance. While this will result in higher BD values compared to coding an
additional residual signal, the performance is not effectively better. In general, because of
the very limited amount of additional information that is added in the higher layer for the

119



4 Residual Refinement

0 50 100 150
34

36

38

40

42

44

46

48

50

52

54

bitrate (Mbit/s)

Y-
PS

N
R

(d
B

)

HEVC Lower Layer
Residual Refinement

(in the transform domain)

Additional Residual
(in the spatial domain)

SHVC Higher Layer

(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is plotted.

0 5
34

36

38

40

42

bitrate (Mbit/s)

Y-
PS

N
R

(d
B

)

HEVC Lower Layer
Residual Refinement

(in the transform domain)

Additional Residual
(in the spatial domain)

SHVC Higher Layer

(b) Detailed view for the lower layer QP values 38, 34, 30, 26 (highlighted) and 22 (highlighted).

Figure 4.21 Coding performance results of the lower layer for the sequence Kimono using single layer
coding and the two coding configurations for the higher layer (coding an additional residual signal
and refining the existing lower layer residual) for a delta QP of -2.
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QP difference of -2, there is only a limited potential for practical applications where such a
small quality increase is required. One application of the QP difference of -2 is in combina-
tion with another mapping operation to form a multistage binary mapping. E.g. a mapping
with a delta of -6 and -2 could be combined to form a mapping with a delta of -8.

Also from the results it can be seen that the presented coding scheme is not particularly
useful for real world applications. While there is a bitrate overhead for the SHVC higher
layer, this overhead is much larger for the presented residual refinement and additional
residual scheme. This is particularly severe for the lower bitrates at a higher delta QP value.
For example, in Figure 4.19b the overhead for SHVC is in the range of 10-20% while for the
two presented schemes this overhead is close to 60-70%. It should however also be noted
that this looks different for low delta QP values where the quality approaches lossless and the
overhead compared to SHVC is much lower. As it was already mentioned, the coding concept
was deliberately trimmed in this way in order to enable the specific comparison between the
refinement in the transform domain and the addition of a conventional additional residual.

4.3.3 Worst Case Analysis of Context Coded Bits

In Table 2.1, the worst case number of context coded bins for coding of the transform coef-
ficients in HEVC for different block sizes was presented. It could be seen that the transform
coding was designed such that the maximum number of context coded bins per coefficient
is between 1.88 and 1.64. As already explained in Section 2.3, the reconstruction is made
up of the luma component and two chroma components that are sub-sampled by a factor
of two in horizontal and vertical direction. So, when all three components are considered
for the worst case investigation, the result is a number of 2.81 context coded bins per pixel
for the residual coding in each coding unit (CU). A compliant decoder must be designed to
handle this amount of context coded bins correctly.

When we consider quality scalability in SHVC, each additional layer may add another resid-
ual signal to the reconstruction with the same worst case number of 2.81 context coded bins
per pixel. While CABAC is already considered a bottleneck in HEVC, this will only exacerbate
the situation for each additional layer in SHVC. For refinement of the lower layer residual
signal, the worst case context coding considerations depend on the coefficient levels in the
lower layer. If, as in the prior worst case scenario, all coefficients in the lower layer are
scanned, all coefficients will be scanned again in the higher layer refinement scan. How-
ever, for each coefficient, only one additional bit is coded: If the lower layer coefficient is
not significant, a new significance flag and, if it was significant, one refinement flag. For
multiple layers, the worst case scenario is the situation in which all coefficients are scanned
in the lower layer and each higher layer adds a refinement using 1 context coded bin per
coefficient. If these bins are coded using context based entropy coding and all color com-
ponents are considered, this results in approximately 1.5 context coded bins per pixel and
layer compared to the 2.81 context coded bins per pixel of an additional SHVC residual.

When the refinement flags are coded using fixed probability coding, the worst case number of
context coded bins drops slightly because context coding is only used for coefficients which
were not significant in the lower layer. Depending on the number of layers, this results
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in decreasing values which are always lower than the 1.5 additional context coded bins
mentioned before. This can be made clear when one of the 4x4 sub-blocks of the transform
is considered. For the worst case in the lowest layer, only one of the coefficients within the
sub-block is significant but a significance flag is coded for all 16 values. For refinement coding
with multiple layers, the worst case occurs if exactly one of the non-significant coefficients
in the lower layer becomes significant in the higher layer. In this case, 15 flags for the
new significance information are coded using context adaption. For the already significant
coefficient in the lower layer, one refinement flag is coded using a fixed probability. In the
next layer, the worst case number of context coded bins is reduced to 14 because two of the
coefficients are already significant. This can be continued until all coefficients are significant
and only refinement flags are coded.

In the best case, the refinement bins, the new significance and the coded block flags are coded
using fixed probabilities. In this case, only the signaling of the last significant coefficient
update is performed using context based adaption. Relative to the number of pixels, these
few bits have only a very low impact on the number of context coded bins per pixel. In this
case, the number of context coded bins per pixel is very close to zero for each additional
layer.

4.4 Conclusion

In this chapter, an inter layer coding tool for scalable video coding is presented, that oper-
ates directly in the transform domain and refines an existing residual signal. This concept
is an alternative approach to the coding of another residual signal in the spatial domain as
it is performed for scalable coding in HEVC. Basically, the existing lower layer prediction is
copied and the coefficients from the lower layer residual signal are mapped from the quan-
tizer in the lower layer to the higher layer quantizer with a smaller quantization step size.
For reconstruction, inverse quantization and transformation is then applied to the refined
residual signal before it is merged with the prediction signal. For every coefficient from
the lower layer, the information to which of the possible higher layer levels the mapping is
performed is then encoded into the bitstream using entropy coding. For the coding of the
refinement, the knowledge about the coefficient distribution can be exploited in order to
realize an efficient and low complex coding scheme.

While a similar concept of mapping between scalable quantizers is also presented in [EF04],
the underlying idea is further expanded here. With a suitable assumption on the distribution
of the transform coefficients, a rate-distortion optimization of the mapping between two
scalar quantizers is performed which may even result in discarding of mapping options.
Hereby an efficient embedded quantization scheme with overlapping intervals is compiled.

The performance of the refinement scheme compared to the conventional approach of cod-
ing another residual signal and adding it in the spatial domain was subsequently investigated
using a simplified SHVC coder as a reference. It should again be noted that this is a very
specific test setup which artificially confines the SHVC scheme in order to enable an explicit
comparison between the binary refinement scheme and the SHVC approach of adding an-
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other residual signal in the spatial domain. The most important difference to normal SHVC
is that no motion compensated prediction between the higher layers is allowed. Compared
to normal SHVC, this introduces a significant rate overhead especially for the lower rates.
For the highest rate points this overhead is much lower. Again this approach is not meant
for practical applications but just to enable a direct comparison between refinement coding
and the signaling of another residual signal in the spatial domain.

For the direct comparison which is performed here, it could be seen that, depending on the
QP difference between the layers, the presented refinement coding scheme demonstrates a
comparable performance. While a slight loss in BD-rate performance can be observed for a
QP delta of -2, there are BD-rate gains for a QP delta of -4 and -6. It was further detailed
how the refinement affects the number of context coded bins per pixel. While these num-
bers naturally depend on the encoder settings as well as the coded content, the number of
context coded bins in a worst case scenario is significantly reduced compared to coding an-
other residual signal. Furthermore, if a slight additional drop in performance is acceptable,
the refinement information can be coded using fixed probabilities. With this method, the
refinement information can be coded almost without context coding. In either case, the re-
finement coding approach is an efficient alternative to the coding of another residual signal
which can help to lessen the bottleneck of CABAC. Because only one inverse transform op-
eration in the higher layer is required for the reconstruction, it is also highly suitable to be
combined with the single loop coding approach presented in Chapter 3. The combination of
these two techniques is elaborated in the following Chapter 5.

Finally, there are some interesting aspects for further investigation in the context of the
residual refinement. While quite some effort was put into the coding of the refinement
information, there is possibly still room for improvement. There might be further dependen-
cies between the flags that can be utilized in the context selection phase of the refinement
flags and the new significance flags. The same applies to the probability values that are used
for coding with a fixed probability. These probabilities might depend on other factors like
the position within the transformation which could also be exploited for entropy coding.
As mentioned before, two tools which are enabled in the common testing conditions were
disabled here: rate-distortion optimal quantization (RDOQ) and sign data hiding. While the
refinement coding approach is fully compatible with these tools, they both require a new
multi layer encoder design. This problem arises because the residual refinement coding in-
troduces a very close connection between the residual signals which are manipulated by both
tools. In this context, the rate-distortion optimal quantization could also be considered for
the mapping optimization. The mapping must also not be fixed but could rather be signaled
in the bitstream. As a final goal, the optimization process at the encoder side could consider
all layers as well as the mapping between the layers and optimize them jointly. Hereby, the
performance loss that arises from discarding some of the possible mapping options could also
be shifted to a lower layer, making the mapping process more efficient for the higher layers.
However, this also requires an encoder that performs decisions considering all used layers.
On another final note, the fixed probability coding could also be employed in conventional
non-scalable video coding with CABAC in order to further decrease the number of context
coded bits.

123





5 Combining Refinement Coding and the Key
Picture Concept

As it was already mentioned, the very distinct refinement approach that was presented and
tested in chapter 4 is not generally suited for practical applications. In this setting, the
higher layer encoder could only add information to the lower layer reconstruction but was
not able to perform any other type of prediction. So in this chapter, the residual refinement
technique is combined with the flexible inter layer prediction approach from chapter 3. In
combination with the key picture concept, a far more realistic approach is constructed. In
order to combine refinement coding with the flexible inter layer prediction approach, some
restrictions need to be applied to the basic coding structure. This modified coding structure
is then also applied for the SHVC reference in order to enable a reasonable comparison of
the two in a more realistic scenario. In section 5.1, the specific coding method is detailed
and the corresponding results are shown in section 5.2.

5.1 Combined Coding Approach

The basic prediction structure which is used for the combined approach is the same as it
was used in Section 3.2.2 and is depicted in Figure 3.19. For the combination of the two
techniques, the key picture concept with a key picture distance of 8 frames is applied. For
every key picture in the lower layer, only prediction from the lower layer reconstruction of
other key pictures is performed. In contrast, the non-key pictures in the lower layer employ
the higher layer reconstruction pictures for inter prediction. In order to limit the potential
amount of drift when only the lower layer is reconstructed, the prediction of these frames is
further constrained to the interval of frames between two consecutive key pictures (including
the key pictures themselves). In order to allow for single loop decoding to be performed in
the higher layer, constrained intra prediction is applied for all non-key pictures in the lower
layer. In the higher layer, there are three types of prediction: conventional intra prediction
from within the same frame, inter prediction from another frame in the higher layer and
lastly, inter layer prediction from the lower layer reconstruction.

Depending on the frame, two different types of inter layer prediction are employed. For
the key pictures in the higher layer, conventional SHVC inter layer prediction is performed.
After loop filtering is applied to the lower layer reconstruction, the higher layer can choose to
perform prediction from the lower layer by copying the corresponding block from this filtered
lower layer reconstruction. This is indicated in Figure 3.19 by the solid arrows between
the layers. For the 7 non-key pictures within the GOP, however, residual refinement based
prediction can be performed. First of all, the lower layer prediction signal is copied to the
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Layer 0

Layer 1

a) b)

prediction prediction
TU tree

Figure 5.1 Possible inter layer refinement options. a If the lower layer carries no residual, the predic-
tion is copied and a new TU tree and residual can be signaled in the higher layer. b If the lower layer
carries a residual, the prediction and the TU tree are inherited. If the lower layer TU has a residual
it can be refined, otherwise a new residual can be coded.

higher layer. In the higher layer, one of several coding options can be signaled. An initial flag
indicates, if any refinement- or new residual information is coded. If the flag is not set, the
existing lower layer residual is copied to the higher layer and added to the prediction signal.
In this case, the reconstruction signal in the two layers is identical. In the other case (the flag
is set), a refinement signal is coded next. This case is illustrated in Figure 5.1. First of all, it
is checked if the corresponding block in the lower layer carries a residual signal. If it does
not (Figure 5.1a), the prediction signal from the lower layer is inherited and a conventional
residual signal can be signaled as it is done in HEVC. This includes a new transform tree,
coded block flags and the transform coefficients. If there is a residual signal in the lower
layer (Figure 5.1b), the prediction signal as well as the transform tree of the lower layer are
inherited. For every TU that carries a residual signal in the lower layer (marked by diagonal
lines in the figure), the encoder can choose to refine the existing residual signal or leave it
unchanged. In the example, the lower left TU is refined in the higher layer while the residual
of the other three blocks is unchanged. If the TU carries no residual, the encoder can choose
to encode a new residual signal for the TU using conventional HEVC coding. In Figure 5.1b,
this applies to the top right two blocks which are marked by diagonal red lines in layer 1. If
no new residual signal is coded and the lower layer has no residual signal, the reconstruction
is equivalent to the lower layer prediction signal. In Figure 3.19, this refinement process is
illustrated by the dashed arrows between the layers.

Because of the inter layer refinement process, some additional restrictions do apply. For the
non-key pictures in layer 1, a new CU structure is signaled as for the key pictures. However,
a refinement of the lower layer residual can only be performed on a TU basis which is in
the current implementation only possible if the CU size in both layers match. This way, the
encoder has the flexibility to signal a new CU tree if this yields a higher coding performance
than inter layer prediction with residual refinement. In order to employ inter layer predic-
tion for a CU, the higher layer must signal a CU of the same size as in the lower layer. The
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encoder will choose this option whenever it makes sense in a rate-distortion sense. While this
implementation imposes a slight penalty for the inter layer refinement, it also enables highly
flexible inter and intra prediction within the higher layer. For the key pictures, this restric-
tion does no apply because for these pictures, conventional SHVC like inter layer prediction
is performed. Also for the SHVC reference, no restrictions are imposed on the coding tree.
Another constraint is required with regard to rate-distortion optimal quantization (RDOQ)
and sign data hiding. As already detailed in Chapter 4, the current refinement implementa-
tion does not support these techniques. While they are not inherently incompatible with the
refinement coding approach, they require a joint decision for all layers at the encoder side,
which is outside of the scope of this work. Because of this, RDOQ and sign data hiding are
disabled for the refinement tests as well as for the SHVC references.

For the SHVC reference, the same basic prediction structure is applied, but of course, only
references from within the same layer are used. The same approach was taken in Section
3.2.2 and the corresponding prediction structure is illustrated in Figure 3.14. As defined in
SHVC, inter layer prediction is always performed from the loop filtered lower layer recon-
struction as indicated by the solid arrows between the layers. The intention is to have an
identical set of reference pictures for the refinement coding approach as well as for the SHVC
based reference. The last modification which was applied is related to the signaling of inter
layer prediction. For refinement coding, inter layer prediction is signaled as an additional
coding mode as follows: The first flag indicates if the inter layer coding is used or not. If not,
a second flag indicates if inter or intra prediction from within the same layer is to be used.
If, due to the slice type, inter prediction is not available, coding of the second flag is omitted.
In conventional SHVC, the lower layer reference is placed in the higher layer reference pic-
ture list in order enable inter layer prediction. However, because of the dissimilar coding of
the inter layer coding mode, these two approaches are not directly comparable. Therefore,
the coding for the SHVC reference was modified to also code inter layer prediction as an
individual prediction mode.

Besides these modifications, the common testing conditions for SNR scalability with the ran-
dom access configuration are still obeyed (compare Section 2.5.2). Two layers are used and
the QP values for the lower layer are set to 26, 30, 34 and 38. Also, the test sequences and
the coding hierarchy including the QP offsets are unchanged. As an additional reference, the
results for the key picture concept without residual refinement coding are provided as well.
These correspond to the key picture concept which was detailed in Section 3.1. For this test
point, the key picture concept is enabled and inter layer prediction in the non-key pictures is
performed from the unfiltered lower layer reference. In the higher layer, inter layer predic-
tion is also signaled using a third prediction mode, but no restrictions are enforced on the
CU or TU tree for inter layer prediction. This test point shall highlight the results of the key
picture concept individually, while the refinement coding setup uses it in combination with
the refinement of the lower layer residual signal.

Compared to conventional SHVC, both methods feature a significant reduction of the de-
coder complexity. For the key picture concept, reconstruction of the higher layer can be
performed while at the same time, full reconstruction of the non-key pictures in the lower
layer is not required. In particular, only the blocks using constrained intra prediction need
to be reconstructed while all motion compensation operations can be omitted. For a detailed
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Table 5.1 BD-rate results for the key picture concept and refinement coding compared to conventional
SHVC for the random access configuration and a QP difference of -6.

key picture concept combination

Y U V Y U V

Traffic -2.04% -2.77% -3.31% -0.62% -1.73% -2.30%

PeopleOnStreet -1.85% -14.79% -13.10% 1.84% -13.21% -11.47%

Kimono -2.66% -6.46% -9.23% -1.31% -5.37% -8.39%

ParkScene -1.68% -3.01% -3.80% -0.38% -2.15% -2.96%

Cactus -2.02% -4.15% -6.74% 0.10% -2.83% -5.76%

BasketballDrive -0.28% -7.35% -6.64% 2.56% -6.28% -5.48%

BQTerrace -0.30% -7.08% -8.29% 0.84% -6.61% -7.90%

Average -1.55% -6.52% -7.30% 0.43% -5.45% -6.32%

explanation of the single loop decoding scheme as well as the corresponding complexity re-
duction results, please refer to Section 3.1. With the residual refinement scheme, the recon-
struction complexity of non-key pictures in the higher layer is further reduced. As detailed
in Chapter 4, only a single inverse quantization and transformation operation is required
in the higher layer. Furthermore, the entropy coding complexity for the refinement is sig-
nificantly lower compared to the conventional coding of an additional residual signal. The
coding performance- as well as the complexity results are detailed in the following section.

5.2 Performance Results

In this section, we present the performance results of the key picture concept in combination
with the residual refinement approach compared to conventional SHVC. As an additional ref-
erence point, the results for the key picture concept only are also provided. In Table 5.1, the
BD-rate results for the random access configuration and a QP difference of -6 are shown.
For the key picture concept, it can be observed that there is an average BD-rate reduction
compared to SHVC of 1.55% in the luma component, as well as 6.25% and 7.3% in the two
chroma components. The amount of BD-rate reduction varies amongst the tested sequences.
While there is a reduction of 2.66% for luma in the sequence Kimono, the sequences Basket-
ballDrive and BQTerrace exhibit much lower values of 0.28% and 0.30%. These results agree
with the results in Section 3.1. When refinement coding is combined with the key picture
concept, the performance compared to SHVC drops to a BD-rate increase of 0.43% for the
luma component and a BD-rate reduction of 5.45% and 6.32% for the chroma components.
Also here, the results vary with the tested sequence. While for some sequences there is a loss
for the luma component, there are also sequences that exhibit a BD-rate reduction compared
to conventional SHVC. For the lower layer, there is a slight loss compared to conventional
SHVC due to the drift which is also present in this coding scheme. With an average loss of
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Table 5.2 BD-rate results for the key picture concept and refinement coding compared to conventional
SHVC for the low delay configuration and a QP difference of -6.

key picture concept combination

Y U V Y U V

Traffic -2.91% -3.61% -3.91% -1.58% -2.71% -3.07%

PeopleOnStreet -3.47% -12.29% -10.63% -0.54% -11.46% -9.95%

Kimono -4.50% -6.70% -8.79% -3.17% -5.95% -8.30%

ParkScene -2.63% -3.35% -3.84% -1.75% -3.06% -3.55%

Cactus -3.62% -5.41% -7.14% -1.81% -4.24% -6.10%

BasketballDrive -2.18% -7.16% -6.69% 0.34% -6.09% -5.08%

BQTerrace -0.95% -5.03% -5.76% 0.08% -5.61% -6.60%

Average -2.89% -6.22% -6.68% -1.23% -5.59% -6.09%

-0.14 dB BD-PSNR for the luma and -0.04 and -0.06 for the chroma components, this loss is
very close to the loss that was measured in the results in Section 3.1.

The next table (Table 5.2) contains the corresponding results for the low delay configuration
and a QP difference of -6. Because of the high drift in the lower layer, the key picture
distance for the low delay configuration is set to 4 frames 1. As defined in the common testing
conditions, there is no intra frame in the lower layer except for the first one. Otherwise, all
restrictions for the prediction structure that were detailed before do also apply here. As it
was already shown, the key picture concept results in an increased coding performance for
both layers. In this test, the BD-rate reduction is 2.89% for the luma-, and 6.22% and 6.68%
for the chroma components. As for the random access configuration, the overall coding
performance increase compared to conventional SHVC is lower when in addition to the key
picture concept the residual refinement coding is used. However, on average, the BD-rate
results using the low delay configuration show a reduction compared to SHVC by 1.23%
for luma and 5.59% and 6.09% for chroma. As for the random access results, there are
sequences in the test set that benefit more from the key picture concept than others. This
also applies to the combined approach where some sequences even exhibit a slight increase
in BD-rate compared to conventional SHVC. Compared to the key picture concept, which was
presented in Section 3.1, the drift in the lower layer is reduced for low delay configuration.
Compared to SHVC, the average loss for the lower layer is -0.19 dB BD-PSNR for the luma
and 0.04 and 0.03 for the chroma components.

For a QP difference of -4, a similar outcome can be observed. The corresponding Tables
for the random access as well as the low delay configuration can be found in Appendix E.
Also here, using the key picture concept increases the overall coding performance while
adding the residual refinement concept reduces some of this gain. Overall, the key picture
based coding in combination with the residual refinement shows a BD-rate reduction for both

1The tradeoff between the coding performance and the drift was performed in Section 3.1.5. The relatively
high drift for the low delay configuration is analyzed here as well.
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Table 5.3 Inverse transform operations normalized by size and the number of context coded bins
relative to the SHVC reference for a QP difference of 4 and 6 as well as the random access (RA) and
low delay (LD) configurations. The tested configurations are the key picture concept (Key Pic) as
well as the combination with the refinement (Comb) and additionally using fixed probability coding.

inverse transformation Context Coded Bins

Key Pic Comb Key Pic Comb Comb

Fixed

∆ QP 6
RA -0.40% -8.95% -0.07% -4.79% -9.70%

LD -2.01% -6.53% -1.23% -3.05% -5.53%

∆ QP 4
RA 0.26% -4.17% -0.18% -2.51% -4.85%

LD -1.29% -3.64% -1.81% -3.11% -4.45%

configurations when compared to the SHVC reference. For the random access configuration
the reduction is 0.44%, 7.02% and 7.5% in the luma- and the two chroma components.
For the low delay configuration, the BD-rate reduction for the three components are 2.42%,
7.43% and 7.77%.

5.3 Complexity Reduction

For the same test set as for the performance results, the complexity of the combined approach
is compared to conventional SHVC coding in this section. Table 5.3 summarizes the average
results for the QP differences 4 and 6 as well as the random access and low delay configura-
tion. As it was already explained, the combined coding approach aims at a reduction of the
number of inverse transform operations and the amount of context coded bins. Therefore,
these are the two complexity measurements presented here. Besides the combined coding
approach, the table also contains results for the key picture concept as an additional refer-
ence. First, we address the inverse transform operations. These are normalized by the size
of the transform and compared to the number of the unmodified SHVC coder. It can be seen
that for the key picture concept only (Key Pic), there is virtually no change for the amount of
inverse transform operations. This corresponds to the results from Section 3.1.5 where there
was also only a very slight reduction in inverse transform operations (See Figure 3.12). If,
however, the key picture concept is combined with the residual refinement approach (Comb),
the value decreases and compared to SHVC, there is a reduction of inverse transform opera-
tions of up to 8.95% for a QP difference of -6 in the random access configuration. For the QP
difference -4, the results are lower. This can be explained by the inter layer prediction: For
the lower QP values, the reconstruction quality of the two layers is closer together and the
encoder more frequently chooses to not refine the existing lower layer residual but just copy
the lower layer reconstruction because adding of additional information for the small quality
difference does not make sense in an RD trade-off. Since inverse transform operations can
only be saved if the lower layer residual is refined, the complexity benefit is reduced. Also
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for the low delay configuration the results of the combined approach are somewhat lower
compared to random access.

For the context coded bins, a similar effect can be observed. While there is almost no change
for the key picture concept alone (Key Pic), there is a reduction of up to 4.79% for the
combination of the key picture concept with residual refinement coding (Comb). It should be
noted that for this combination, the refinement information is coded using context adaption.
In the last column (Comb Fixed), the refinement is coded using fixed probabilities so that no
context coded bins are required. In this case, the number of context coded bins compared
to SHVC can be further reduced up to 9.7%. As for the inverse transformation, the values
are lower for a delta QP of -4 because less inter layer prediction is utilized.

It should be noted that these results were measured and averaged over the whole test set.
In a worst case scenario, the complexity reduction compared to SHVC is significantly higher.
In the worst case in SHVC, a conventional residual is coded for both the lower and the
higher layer. Inverse transformation must be performed for both of these layers in order to
reconstruct the higher layer. However, in the combined approach, a maximum of one inverse
transformation is required for the non-key pictures in the higher layer: If prediction from
within the higher layer is performed, the lower layer does not have to be reconstructed and if
inter layer prediction is used, a new residual may only be added in case the lower layer does
not hold a residual. For the context coded bins the situation is different because decoding
of bins in the lower layer can not be skipped for the combined coding approach. So in the
worst case, the lower layer is not refined and both layers perform a different prediction in
conjunction with a separate residual signal. This corresponds to the situation in SHVC where
one residual signal can be coded per layer. In conclusion, the amount of context coded bins
can only be reduced compared to SHVC if inter layer residual refinement is utilized. 2

5.4 Conclusion

In this chapter, the key picture concept and residual refinement coding are combined and
the performance is evaluated in comparison to the conventional SHVC coding approach.

In Chapter 3, it was already shown how the application of the key picture concept increases
the overall coding performance compared to conventional SHVC. While there is a gain for all
sequences in the test set, the amount of BD-rate reduction varies for the individual sequences.
Furthermore, it was also explained and evaluated how the flexible inter layer prediction
enables decoding of the higher layer at a significantly reduced computational complexity
compared to the regular SHVC approach. This coding performance increase and complex-
ity reduction comes at the cost of a certain amount of drift when only the lower layer is
reconstructed. In this chapter, the key picture concept of chapter 3 is combined with the
residual refinement coding which was introduced in Chapter 4. In order to enable refine-
ment of the lower layer residual signal, some restrictions need to be applied to the coding

2If there is a strong limitation for the complexity of context coding, the higher layer may be forced to perform
inter layer prediction. While this would result in a significantly lower worst case number of context coded
bins, it would also have a considerable impact on the overall coding performance.
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structure in cases where the lower layer residual is refined. Firstly, the coding performance
of the combined scheme relative to SHVC is evaluated. It can be observed that independent
of the configuration or the QP difference between the layers, the performance results for the
combined schemes are lower than the results when only the key picture concept is applied.
When the results of the combined refinement approach compared to SHVC are analyzed, it
can be seen that, depending on the configuration and the QP difference, the results range
from a slight BD-rate loss of 0.43% to a BD-rate gain of 2.42%. The results furthermore
vary with each sequence from the test set. While some sequences exhibit good results, other
sequences seem to be less suited for the key picture concept and refinement approach.

As it was presented before in Chapter 3, the flexible inter layer prediction scheme of the
key picture concept in combination with some minor restrictions can be used to construct a
decoder that is able to reconstruct the higher layer of a scalable bitstream at a significantly
reduced complexity. Since a decoder complexity reduction is one of the main objectives
of the refinement scheme, this was further analyzed. It could be demonstrated that, using
the combined approach, the number of inverse transform operations could on average be re-
duced by up to 8.95% where the application of the key picture concept only yields hardly any
reduction. The average number of context coded bins can be reduced by a similar amount of
up to 9.7% compared to conventional SHVC. Furthermore, in combination with the refine-
ment scheme, there is also a considerable improvement of the worst case number of inverse
transform operations compared to SHVC because reconstruction of the higher layer non-key
pictures is always achievable with only one inverse transform operation.

In summary, the refinement coding can be well combined with the key picture concept in
order to further reduce the decoder complexity when multiple SNR layers are coded. While
the coding performance is slightly lower than for the key picture concept, the results in
relation to SHVC, depending on the configuration, range from a small performance drop to
a small performance increase. In any case, the additional complexity reduction of binary
refinement coding is accompanied by a drop in coding performance compared to the plain
key picture concept. Such a slight reduction of coding performance might be acceptable if
thereby the decoder complexity can be significantly reduced.

While the evaluation of the combined coding approach is an important investigation, there
is still room for improvement. For example, the coding of the refinement information could
be further optimized. Furthermore, in the tested implementation, the CU size in both layers
must match in order to perform refinement. This signaling constraint could be further re-
laxed to enable a more flexible signaling. As in the previous chapters, rate-distortion optimal
quantization (RDOQ) and sign data hiding are disabled for the presented experiments. For
a practical application, these techniques could be enabled using an encoder that is aware of
the scalable layers and optimizes and applies these techniques jointly for all layers. A similar
multi-layer encoder is necessary if it is a requirement to control the lower layer drift.
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6.1 Summary

For the scalable extension to high efficiency video coding (HEVC), it was decided to adopt a
multi-loop approach which refrains from changes to the lower level coding tools of HEVC. By
adding the appropriate high-level syntax as well as an upsampling filter, scalability is enabled
by copying the (possibly upsampled) lower layer reconstruction as an additional reference
picture in the higher layer. The regular motion compensation functions can then be used to
enable prediction from the reconstruction of the lower layer. On the one hand, this multi-loop
approach offers a reasonable rate-distortion performance while only minimal modifications
to the encoder and decoder in both layers are required. On the other hand, it requires
full reconstruction of all pictures of all layers at the decoder side. This implies that the
decoder complexity significantly increases with the number of layers. While the increase is
still moderate in case of spatial scalability, it is severe for quality scalability. In Chapter 2, the
average complexity increase as well as a worst case analysis is established. It is shown that for
two quality layers, the average as well as the worst case decoder complexity is approximately
doubled in case of SNR scalability. But also for spatial scalability, a severe surge in decoder
complexity could be detected. While only a scenario with two layers was considered here,
it can be expected that the decoder complexity further increases linearly with the number
of additional layers. While a moderate increase in complexity as it is incurred for spatial
scalability may be acceptable, the extensive increase for quality scalability disqualifies it for
applications in which the decoder complexity is a limiting factor. This thesis focuses on
scalable high efficiency coding (SHVC) and its complexity. It presents two approaches which
aim at a reduction of the decoder complexity particularly in case of quality scalability.

The first technique, which is applied in Chapter 3, enables a more flexible prediction between
the layers. In particular, it allows for a prediction in the lower layer from reference pictures
in the higher layer. In combination with some minor restrictions at the lower layer, this
results in a coding scheme with certain characteristics: Firstly, there is an increase of the
overall coding performance. This gain is accompanied by a drift in the lower layer if the
higher layer is not decoded. With periodic key pictures, which always allow for a drift free
reconstruction, this drift can be controlled and restricted to a certain set of frames. In a
visual test it was shown that while the drift lowers the reconstruction quality of the lower
layer, it does not cause any particular visible artifacts. Secondly, and more importantly,
the coding concept allows for a reconstruction of the higher layer at a significantly reduced
complexity compared to conventional SHVC. While the decoder complexity for SHVC almost
doubles for a scenario with two quality layers, the measured average results indicate that it
is much closer to single layer coding with HEVC using the presented coding concept. This is
supported by the measured average complexity values as well as the theoretical worst case
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complexity analysis. Lastly, the conventional SHVC implementation only allows for coarse
grain scalability, i.e. from a scalable bitstream with two layers, only two distinct sub-streams
can be extracted and decoded. The proposed concept, however, relaxes this constraint and
enables a medium granular scalability in which multiple sub-streams at different bitrates
can be extracted from the scalable bitstream. This is beneficial when a flexible and efficient
adaption to varying channel conditions is required. Conceptually, the approach is similar to
the key picture concept from scalable video coding (SVC), which employs a related flexible
inter layer prediction scheme in order to accomplish low complexity decoding and medium
grain scalability (MGS). However, at the same time, the modified prediction structure can
be implemented without changes to the lower layer syntax or coding tools. Therefore, the
concept can, like the SHVC coding scheme, be considered a high level syntax only approach.
This is one of the most important differences compared to SVC in which several lower layer
coding tools were altered or newly introduced.

The second technique from Chapter 4 focuses on the inter layer prediction process and how
information is added in the higher layer. In SHVC, the encoder can choose to copy the lower
layer reconstruction to the higher layer and add a supplemental residual signal in the spa-
tial domain. Following the high level syntax only approach, this residual signal is coded
using the unchanged HEVC coding scheme. In the proposed refinement technique, instead
of coding an additional residual signal, the existing lower layer residual is refined by directly
mapping from the lower layer quantizer reconstruction values to those of the higher layer
quantizer with a smaller quantization step size. This is especially useful in combination with
the flexible inter layer prediction technique, in which the prediction signal in the layers is
identical for the non-key frames. With a plausible assumption on the coefficient distribution,
the mapping between the two scalar quantizers is optimized using rate-distortion criteria.
Since the refinement is directly performed in the transform domain and the reconstruction
values in the lower layer as well as the mapping probabilities are known, also the coding of
the mapping can be efficiently performed. Besides the conventional context based coding
using CABAC, an alternative novel fixed probability coding mode is implemented and tested
for the refinement information. A specific test compares the performance of the refinement
technique to conventional coding of another residual signal in the spatial domain. In this
test, the results show no significant difference in average coding performance. While some
configurations lead to a slight drop, others result in a small gain. Specifically for the high
rates (low QP values), the refinement scheme shows an even higher potential. Because the
lower layer reconstruction is not directly utilized in the higher layer, the inverse quantiza-
tion and transformation steps in the lower layer can be skipped when only the higher layer
is reconstructed. Furthermore, the worst case number of context coded bins for the refine-
ment information is significantly lower compared to coding of another residual signal. This
indicates a potential gain in applications with many subsequent layers.

As it was previously mentioned, the refinement process is well suited to be combined with
the key picture concept in order to further reduce the complexity of the multilayer decoder.
Therefore, in Chapter 5, the flexible inter layer prediction concept from Chapter 3 and the
refinement scheme from Chapter 4 are applied in combination. In addition to the complex-
ity reduction which could be demonstrated in Chapter 3, particularly the average number
of inverse transform operations and context coded bins can be further reduced. Moreover,
the worst case complexity implications for the multilayer coding concept can be further de-
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creased towards the complexity of single layer coding. For the coding performance, the
combined approach is close to conventional coding using SHVC. Depending on the config-
uration, the results range from a slight loss to a small increase in coding performance. At
the same time, there is a modest drop in coding performance when the combined results are
compared to the results in which only the flexible inter layer prediction scheme is applied. It
should be noted that the drift in the lower layer, which is induced by the flexible inter layer
prediction scheme, is also present in this combined scheme.

In the past, scalable coding was never widely used in practical applications. For the scalable
extension of HEVC, a pure multi loop approach was taken which has serious negative im-
plications for the decoder complexity. This thesis focuses on the severe decoder complexity
overhead of SHVC, particularly in the case of quality scalability. It is shown that the decoder
complexity can be significantly reduced whereas the overall coding performance is compa-
rable to or even slightly higher than that of conventional scalable coding using SHVC. On
the downside, the proposed concept induces a drift when only the lower layer of the scalable
bitstream is decoded. While it was shown that the visual impact of this drift is negligible, it
still lowers the coding performance of the lower layer. All in all, there is a tradeoff between
the reconstruction quality of the lower layer, the coding performance in the higher layer and
the complexity of the multilayer decoder. Specifically for quality scalability or a scenario
with more than two layers it is questionable if SHVC will be used for practical applications
with the current implications for the decoder complexity. With the proposed coding scheme,
a more reasonable approach to the tradeoff is given by which scalable coding might become
a more viable option.

6.2 Future Work

This section is denoted to future aspects of the presented subject whose thorough discussion
is beyond the scope of this thesis.

As it was described, the current implementation of the flexible inter layer prediction scheme
uses a fixed key picture distance. However, for a real application this approach is impractical.
Instead, a picture should be tagged as a key picture in one of the parameter sets. Similar to
SVC a quality indicator may be used to enable a simple discarding of NAL units for the de-
coding of intermediate layers. This signaling should just have minimal impact on the overall
coding performance. Furthermore, in this thesis, only a two layer scenario is considered as
it is defined in the common testing conditions. While it can be expected that the complexity
benefit of the presented flexible inter layer prediction scheme is even higher for more layers,
it would be interesting to further investigate the inherent complexity reduction and coding
performance in this case. With an additional downsampling filter it is furthermore possible
to combine the flexible inter layer prediction concept with spatial scalability. However, it was
shown that in this case the complexity overhead is smaller compared to quality scalability so
that there is less room for improvement. It is also unknown how strong the influence of the
drift is in this scenario. It should be noted that the additional downsampling filter will add
further complexity to the coding scheme. Therefore, it is questionable if the extra downsam-
pling filter can be justified by the coding performance and the complexity reduction. As it
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was explained, SHVC as well as the presented flexible inter layer prediction scheme comply
to the high level syntax only approach in which no changes to the lower layer coding tools are
applied. If this constraint would be relaxed, it would be possible to employ more advanced
inter layer prediction tools that could further improve the overall coding performance and
further lower the decoder complexity.

For the refinement coding there are also some additional aspects for further research. In
this thesis it was shown how the lower layer residual signal can be refined using a binary
mapping process and how this refinement information can be coded. Moreover, it is shown
how coding can be performed using conventional context adaptive coding as well as entropy
coding using a fixed probability. However, there is potentially still room for improvement
for the entropy coding of this information. It is reasonable to assume that the probability
distribution of the transform coefficients depends on further factors like the position of the
coefficient within the transform. This could be used for an improved context selection or,
in the case of fixed probability coding, for a better estimation of the probabilities which are
used for coding. Furthermore, the optimization of the mapping process could benefit from a
more precise estimation of the probability. If the probability distribution of the coefficients
changes depending on the position of the coefficient within the transform, it could be ad-
vantageous to use a different mapping for each of these positions. Moreover, only a two
layer scenario was covered in this thesis. While an extension of the presented mapping opti-
mization approach is straightforward, it would be very interesting to analyze the achievable
coding performance for this case. As explained, the two encoder optimization techniques
rate-distortion optimal quantization (RDOQ) and sign data hiding are disabled for the pre-
sented residual refinement implementation. Both techniques deliberately alter the transform
coefficients in order to improve the rate-distortion performance. While these techniques are
not inherently incompatible with the presented refinement scheme, they would require a
completely revised multilayer optimization at the encoder side. With the refinement ap-
proach, a modification of a transform coefficient in the lower layer has implications for the
refinement mapping and the reconstruction in the higher layer. The encoder must there-
fore take all layers into account when RDOQ or sign data hiding is applied. This enhanced
multilayer encoder could perform encoding for both layers with a focus on the higher layer
reconstruction quality as opposed to the current implementation which encodes the lower
layer without any knowledge of the higher layer. It is also conceivable to let the multilayer
encoder choose the appropriate mapping between the layers and signal it within the bit-
stream. Furthermore, with regard to the flexible inter layer prediction the drift in the lower
layer could be monitored or even controlled with this encoder approach. However, such inter
layer optimization techniques at the encoder side are outside of the scope of this thesis. Fi-
nally, the presented fixed probability coding mode is not limited to refinement information.
In other settings like conventional single layer coding this low complexity entropy coding
mode might be advantageous as well.

136



A Transform Coding Details

A.1 Last significant position

Table A.1 presents the employed coding scheme. The x and y position are coded indepen-
dently using the same coding scheme but separate contexts. Coding is performed using a
unary coded prefix part and a suffix which uses fixed length coding. First, the variable num-
ber of prefix bits signal a specific value (for values 0 to 3) or a range of possible values (for
values larger than 3). Each bit of the prefix part (b0 to b8) is coded using context adaption.
Table A.2 demonstrates how the context is chosen depending on the color component, the
transform size and the prefix bit index. 36 separate contexts are utilized for coding of the
prefix (18 for the x, and 18 for the y position).

If the transform size is larger than 4x4, it is possible that the prefix signals a range of values.
In this case, one to three additional suffix bits establish the particular value within this range.
The number of suffix bits depends on the value range signaled by the prefix. The suffix is
then a binary representation of the index of the actual value within the range. If present,
the suffix bits are coded using bypass coding.

A.2 Coefficient Level Coding

The coded sub-block flag is coded using each two contexts for luma and for chroma. One
of them is selected if the coded sub-block flag is set for one or both of the adjacent lower or
right sub-block. The other context is selected otherwise.

For the significance flag of each coefficient in the sub-block, one of the 42 contexts (27 for
luma and 15 for chroma) is chosen according to these rules (see also Figure A.1):

• For the DC coefficient (coefficient 0 of sub-block 0), context 0 is selected.

• If the transform size is 4x4, one of 9 contexts is selected depending on the coefficient
position within the block as depicted in Figure A.2.

• For larger transforms, depending on the transform size and the used scan as well as the
sub-block index, one of three contexts is chosen (see Figure A.3): First it is determined
if there are significant coefficients in the adjacent lower and right sub-block. Then, for
each of the four possible cases, one of the three contexts is selected according to the
position of the coefficient within the 4x4 sub-block.
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Table A.1 Coding of the last significant position. Each possible value (or value range) is coded using
a variable number of context coded prefix bits (b0 to b8). The prefix bits in brackets are not coded
if they can be inferred from the transform size. If the prefix signals a range of possible values, an
additional bypass coded suffix of one to three bits is coded.

transform value prefix bits suffix bits

size b0 b1 b2 b3 b4 b5 b6 b7 b8

all

0 0

1 1 0

2 1 1 0

3 1 1 1 (0)

≥ 8x8
4,5 1 1 1 1 0 x0

6,7 1 1 1 1 1 (0) x0

≥ 16x16
8...11 1 1 1 1 1 1 0 x0 x1

12...15 1 1 1 1 1 1 1 (0) x0 x1

32x32
16...23 1 1 1 1 1 1 1 1 0 x0 x1 x2

24...31 1 1 1 1 1 1 1 1 1 x0 x1 x2

0 1 8 9 11 12 14

DC 4x4 8x8 > 8x8

see Fig A.3

see Figure A.2

Figure A.4 Context selection for the significance flag of the chroma component. For the DC compo-
nent, context 0 is selected independent of transform size. 8 Contexts are used for 4x4 transformations.
For larger transforms, depending on the size, a set of three possible contexts is selected.

For the chroma component, the context selection process works similar, but with less con-
texts. Analogous to the luma component, there is one context for the DC coefficient and
a set of 9 coefficients for the transform size of 4x4 coefficients (see Figures A.4 and A.2).
For larger transforms, one context is chosen from a set of three contexts according to the
transform size. As for the luma component, one of these three contexts is chosen depending
on the presence of significant coefficients in the lower and right sub-block and the position
of the coefficient within the sub-block.
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A.2 Coefficient Level Coding

Table A.2 The prefix bits b0 to b8 are coded using one of 18 contexts depending on the color compo-
nent, the transform size and the prefix bit index.

transform prefix bits context

size b0 b1 b2 b3 b4 b5 b6 b7 b8

Luma

4x4 0 1 2

8x8 3 3 4 4 5

16x16 6 6 7 7 8 8 9

32x32 10 10 11 11 12 12 13 13 14

Chroma
4x4 15 16 17

8x8 15 15 16 16 17

16x16 15 15 15 15 16 16 16

0 1 8 9 14 15 20 21 26

DC 4x4
8x8

diagonal scan

8x8
horizontal/vertical

scan > 8x8

sub-block index 0

other sub-blocks

see Fig A.3

see Figure A.2

Figure A.1 Context selection for the significance coefficient flag of the luma component. For the DC
component, context 0 is selected independent of the transform size. 8 Contexts are used for 4x4
transformations. For larger transforms, depending on the size, the scan direction and the index of
the sub-block, a set of three possible contexts is selected.

0 3 4 7 8 11 12 15 16 19 20 23

Luma Chroma

a coefficient was greater one in the previous sub-block

otherwise

sub-block 0 other sub-blocks

Figure A.5 Context selection for the coefficient greater one flag. Depending on the component (luma
or chroma), the sub-block index (sub-block 0 or not) and if there was a coefficient greater than one
in the previous sub-block, a set of 4 contexts is chosen. One of these four contexts is then selected
according to Figure A.6
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0 1 4 5

2 3 4 5

6 6 8 8

7 7 8

Figure A.2 Significance flag context selection for 4x4 transformations depending on the coefficient
position. For the bottom right coefficient, the significance flag can be inferred from the last significant
position.

2 1 1 0

1 1 0 0

1 0 0 0

0 0 0 0

2 2 2 2

1 1 1 1

0 0 0 0

0 0 0 0

2 1 0 0

2 1 0 0

2 1 0 0

2 1 0 0

2 2 2 2

2 2 2 2

2 2 2 2

2 2 2 2

1. Check right
and lower sub-
block for significant
coefficients.

2. Select context
from coefficient
position in sub-
block.

Figure A.3 From each set of three contexts, one is selected. In the first step, it is checked if the right
and/or bottom sub-block contain significant coefficients. In the second step, depending on this, a
context is selected using the position of the current coefficient within the sub-block.

0 2 31

code 1

code 0/1 code 0 code 0 code 0

initial ctx

Figure A.6 State machine to select one of four contexts for the coefficient greater one flag. For
every sub-block, context one is initially selected. The state machine then jumps to the other contexts
depending on the coded bits.

For the level greater one flags, the 24 contexts are arranged in sets of four contexts (see
Figure A.5). A set of four contexts is selected depending on the condition if at least one
coefficient in the previously coded sub-block was greater than one. For luma, the context set
selection also depends on the sub-block position; There are separate contexts for sub-block
0. One context from the set of four contexts is chosen using a tiny state machine (see Figure
A.6). Initially context 1 is selected. Now, depending on the coded greater one flags, the state
machine traverses to the other contexts.

A total of six contexts are used for coding of the level greater two flag. For chroma, the
context selection only depends on the condition if there was at least one coefficient greater
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than one when coding the previous sub-block. For luma, the selection furthermore depends
on the sub-block position. Two more separate contest are used for sub-block 0.
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B Additional Complexity Results

B.1 Worst Case Complexity Considerations

Table B.1 Worst case number of read bytes per pixel at the higher layer resolution. All PUs are of
size 8x8 and use bi-directional inter prediction with fractional motion vectors. For the lower layer,
the relative number of read bits is lower since the spatial resolution of the lower layer is reduced. For
the upsampling it is assumed that the entire lower layer reconstruction is read once. The aggregated
values are then put into relation with the worst case result for single layer coding at the enhancement
layer resolution.

SNR 1.5x 2x

Enhancement Layer 10.1 10.1 10.1

Base Layer 10.1 4.49 2.52

Upsampling 1.5 0.667 0.375

Sum 21.7 15.25 12.99

Relative to Single Layer Coding 215% 151% 129 %

Table B.2 Worst case number of arithmetic operations (addition and multiplication) per pixel at the
higher layer resolution. All PUs are of size 8x8 and use bi-directional inter prediction with fractional
motion vectors. For the lower layer, the relative number of arithmetic operations is lower since the
spatial resolution of the lower layer is reduced. For the upsampling it is assumed that the entire lower
layer reconstruction is always upsampled. In case of SNR scalability, the lower layer reconstruction is
directly copied and no arithmetic operations are required for the upsampling. The aggregated values
are then put into relation with the worst case result for single layer coding at the enhancement layer
resolution.

SNR 1.5x 2x

Enhancement Layer 57 57 57

Base Layer 57 25.3 14.25

Upsampling 0 13.3 9

Sum 114 95.67 80.25

Relative to Single Layer Coding 200% 168% 141%
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B.2 Complexity Results Compared to Simulcast

Table B.3 Average decoding time difference of the SHVC reference decoder compared to simulcast
coding.

2x 1.5x SNR

All intra 160% 191%

Low delay 107% 128% 100%

Random access 113% 134% 104%

Table B.4 Average memory access operations as well as arithmetic (multiplication and addition)
operations used for filtering relative to the simulcast reference.

Block upsampling Picture upsampling

2x 1.5x SNR 2x 1.5x SNR

Memory Access
Low delay 87% 75% 96% 103% 93% 96%

Random access 94% 79% 99% 109% 95% 99%

Arithmetic
Low delay 91% 127% 89% 160% 187% 89%

Random access 96% 130% 93% 162% 190% 93%
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B.3 Complexity Results for Different Memory Architectures

Table B.5 Average difference in number of pixels that an inverse transform is applied for, that are
considered by the deblocking process and that are considered by the sample adaptive offset (SAO)
process. All values are relative to the simulcast reference.

2x 1.5x SNR

Inverse Transform
All intra 90% 60%

Low delay 84% 67% 99%

Random access 83% 65% 100%

Deblocking
All intra 66% 47%

Low delay 90% 66% 96%

Random access 85% 63% 94%

SAO
All intra 118% 86%

Low delay 80% 68% 99%

Random access 87% 73% 107%

B.3 Complexity Results for Different Memory Architectures

Table B.6 Average memory access operations of SHVC relative to the single layer- and simulcast
references for the DDR2 memory architecture (Read operations are aligned to 8 bytes. The size of
each read operation is a multiple of 32 bytes.).

Block upsampling Picture upsampling

2x 1.5x SNR 2x 1.5x SNR

single layer
Low delay 109% 102% 176% 129% 123% 176%

Random access 118% 107% 190% 138% 127% 190%

simulcast
Low delay 87% 73% 97% 103% 88% 97%

Random access 93% 77% 101% 109% 92% 101%
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Table B.7 Average memory access operations of SHVC relative to the single layer- and simulcast
references for the DDR3 memory architecture (Read operations are aligned to 8 bytes. The size of
each read operation is a multiple of 64 bytes.).

Block upsampling Picture upsampling

2x 1.5x SNR 2x 1.5x SNR

single layer
Low delay 109% 97% 170% 122% 111% 170%

Random access 117% 104% 186% 131% 118% 186%

simulcast
Low delay 86% 70% 96% 96% 80% 96%

Random access 92% 75% 101% 102% 85% 101%
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C Decoding of Intermediate Layers for the Low
Delay Configuration
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Figure C.1 One GOP of the low delay configuration with a GOP size of 4 pictures and two layers.
Each layer uses temporal scalability with 4 temporal sub-layers (Tid0 to Tid2).
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Figure C.2 One GOP of the low delay configuration with a GOP size of 4 pictures, two layers and
three temporal layers. While all temporal layers of layer 0 are decoded, only the temporal layers Tid0
and Tid1 of layer 1 are decoded. The pictures that are output are marked in blue.
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Figure C.3 Bitrates of the base layer (L0) and the enhancement layer (L1) of SHVC for the sequence
Cactus and a ∆QP of 6 using the low delay configuration and temporal scalability with three layers.
In the respective right graph the bitrate of the enhancement layer is split into the four temporal
sub-layers (Tid0 to Tid3).
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Figure C.4 The Y-PSNR of the first 33 frames of the sequence Cactus with a base layer QP of 30,
an enhancement layer QP of 24, the low delay configuration and 3 temporal sub layers. For the
orange curve ( ) only the lowest two temporal layers of the enhancement layer (Tid0 and Tid1) are
decoded. It can be seen that over time, the reconstruction quality fluctuates heavily. This fluctuation
has a severe visual impact on the perceived quality.
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Figure C.5 One GOP of the low delay configuration with a GOP size of 4 pictures and two layers
using the key picture concept. Each layer uses temporal scalability with 3 temporal sub-layers (Tid0
to Tid3). The key pictures in the lower layer are marked in blue.
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Figure C.6 One GOP of the low delay configuration with a GOP size of 4 pictures and two layers.
Each layer uses temporal scalability with 3 temporal sub-layers (Tid0 to Tid2). The pictures that are
output are marked in blue. With the key picture prediction structure, the non-key pictures in the
lower layer can use the enhanced reconstructed pictures from layer 1 as references.
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Figure C.7 The Y-PSNR of the first 33 frames of the sequence Cactus with a base layer QP of 30,
an enhancement layer QP of 24, the low delay configuration and 3 temporal sub layers. For the
orange curve ( ) only the lower two temporal layers of the enhancement layer (Tid0 and Tid1) are
decoded. It can be seen that while only the enhancement of every picture with an even POC is added,
also the reconstruction of the pictures with an uneven POC benefit from the additional information.
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Table C.1 Coding performance of decoding intermediate layers using the higher layer temporal layers.
For each temporal layer that is discarded in layer 1, we compare the performance using the key picture
concept to conventional SHVC using temporal layers. The low delay configuration is used and a key
picture distances (KPD) of 4 pictures for the key picture concept. When only the base layer is decoded
(L0), there is a small performance reduction due to the drift which is introduced by the key picture
concept. At the same time there is a performance increase compared to SHVC if all temporal sub-
layers from layer 1 are decoded (L1,Tid2). When Tid2 or Tid1 and Tid2 are discarded (decoding of
intermediate layers), a significant gain in reconstruction quality becomes evident.

BD-rate (%) BD-PSNR (dB)

∆QP Y U V Y U V

L1, Tid2
4 -2.11% -6.28% -6.78% 0.0611 0.1087 0.1206

6 -1.36% -5.37% -6.05% 0.0388 0.0966 0.1102

Avg. -1.74% -5.82% -6.42% 0.0500 0.1027 0.1154

L1, Tid1
4 -17.37% -23.14% -22.82% 0.5278 0.3981 0.4121

6 -24.31% -32.19% -32.78% 0.7581 0.6235 0.6742

Avg. -20.84% -27.66% -27.80% 0.6429 0.5108 0.5431

L1, Tid0
4 -18.83% -27.99% -27.38% 0.5868 0.4954 0.5068

6 -25.94% -39.21% -39.52% 0.8384 0.7915 0.8558

Avg. -22.39% -33.60% -33.45% 0.7126 0.6434 0.6813

L0
4 3.13% 1.10% 1.39% -0.0984 -0.0162 -0.0252

6 4.09% 1.59% 2.15% -0.1267 -0.0230 -0.0351

Avg. 3.61% 1.34% 1.77% -0.1126 -0.0196 -0.0301
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D.1 Binary Refinement Mapping for Inter Prediction

QP36

QP32

(a) Quantization mapping for the QP values 38 and 32 (∆QP = -6) for an inter
slice.

QP38

QP36

(b) Quantization mapping for the QP values 38 and 34 (∆QP = -4) for an inter
slice.

QP38

QP34

(c) Quantization mapping for the QP values 38 and 36 (∆QP = -2) for an inter
slice.

Figure D.1 Quantization mapping for a ∆QP of -6, -4 and -2 for an inter slice. Depending on the
lower layer reconstruction value, there are two or three reconstruction values that the lower layer
value can be mapped to in the higher layer quantizer.

153



D Coefficient Refinement

QP38

QP32

(a) Optimal mapping for inter prediction and a very low λL value. Even for a
very low Lagrangian multiplier, mapping to all three corresponding higher layer
values is not optimal.

QP38

QP32

(b) When the λL value is increased in the case of inter prediction, at some point
the optimal mapping only allows mapping to the same value in the higher layer.

Figure D.2 Optimal mappings for different values of λL , a QP delta of -6 and inter prediction.
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D.1 Binary Refinement Mapping for Inter Prediction

QP38

QP34

(a) Optimal mapping for a very low λL value. Even for this very low penalty on
the bitrate, some feasible mappings are not optimal (E.g. from the first significant
coefficient in the lower layer to the first significant coefficient in the higher layer.)

QP38

QP34

(b) Optimal mapping for a higher value of λL . The Lagrangian multiplier is ad-
justed so that all higher layer coefficients are accessible from exactly one lower
layer coefficient.

QP38

QP34

(c) Optimal mapping for a high value of λL . The mapping converges to a pure
one to one mapping in which a lot of higher layer coefficients are not reachable.
The reconstruction values are modified but no additional information is added in
the higher layer.

Figure D.3 Optimal mappings for different values of λL , a QP delta of -4 and inter prediction.
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QP38

QP36

(a) Optimal mapping for a very low λL value. As for the QP delta of 4 (D.3a),
some of the potential mappings are not optimal (E.g. from the third significant co-
efficient in the lower layer to the third significant coefficient in the higher layer.)

QP38

QP36

(b) Optimal mapping for a higher value of λL . The Lagrangian multiplier is ad-
justed so that all higher layer coefficients are accessible from exactly one lower
layer coefficient. As for intra prediction a not significant coefficient in the lower
layer remains non significant in the higher layer.

QP38

QP36

(c) Optimal mapping for a high value of λL . Also here, the mapping reverts to
a pure one to one mapping in which a lot of higher layer coefficients are not
reachable. The reconstruction values are modified but no additional information
is added in the higher layer.

Figure D.4 Optimal mappings for different values of λL , a QP delta of -2 and inter prediction.
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D.2 Binary Refinement Mapping for 3 Layers

QP38

QP32

QP26

Figure D.5 Per layer optimized mapping for a very low λL value and a delta QP value of -6 between
the layers. For each layer, all possible higher layer coefficients are reachable from the lower layer
reconstruction values. Mapping is possible from all reconstruction values in the lowest layer to all
reconstruction values in the highest layer.

QP38

QP32

QP26

Figure D.6 Per layer optimized mapping for a higher λL value and a delta QP value of -6 between the
layers. For each layer, mapping is possible from each reconstruction value to two reconstruction values
in the higher layer. Each coefficient in the highest layer is reachable from exactly one reconstruction
value in the lowest layer.
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QP38

QP32

QP26

Figure D.7 Per layer optimized mapping for a high λL value and a delta QP value of -6 between the
layers. No refinement is performed and the reconstruction value for each reconstruction value in the
lowest layer remains unchanged and many of the higher layer coefficients can not be reached.

QP38

QP34

QP30

Figure D.8 Per layer optimized mapping for a very low λL value and a delta QP value of -4 between
the layers. For each layer, all possible higher layer coefficients are reachable from the lower layer
reconstruction values. Mapping is possible from all reconstruction values in the lowest layer to all
reconstruction values in the highest layer.

158
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QP38

QP34

QP30

Figure D.9 Per layer optimized mapping for a higher λL value and a delta QP value of -4 between
the layers. For each layer, mapping is possible from each reconstruction value to one or two recon-
struction values in the higher layer. Each coefficient in the highest layer is reachable from exactly one
reconstruction value in the lowest layer.

QP38

QP34

QP30

Figure D.10 Per layer optimized mapping for a high λL value and a delta QP value of -4 between the
layers. No refinement is performed. The reconstruction values are just shifted for every layer and
many of the higher layer coefficients can not be reached.
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D Coefficient Refinement

QP38

QP34

QP30

Figure D.11 Per layer optimized mapping for a very low λL value and a delta QP value of -2 between
the layers. For each layer, all possible higher layer coefficients are reachable from the lower layer
reconstruction values. Mapping is possible from all reconstruction values in the lowest layer to all
reconstruction values in the highest layer.

QP38

QP34

QP30

Figure D.12 Per layer optimized mapping for a higher λL value and a delta QP value of -2 between
the layers. For each layer, mapping is possible from each reconstruction value to one or two recon-
struction values in the higher layer. Each coefficient in the highest layer is reachable from exactly one
reconstruction value in the lowest layer.
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D.2 Binary Refinement Mapping for 3 Layers

QP38

QP34

QP30

Figure D.13 Per layer optimized mapping for a high λL value and a delta QP value of -2 between the
layers. No refinement is performed. The reconstruction values are just shifted for every layer and
many of the higher layer coefficients can not be reached.

QP38

QP32

QP26

Figure D.14 Overall optimized mapping for a very low λL value and a delta QP value of -6 between
the layers. Mapping is possible from all reconstruction values in the lowest layer to all reconstruction
values in the highest layer. Some mappings through the middle layer are not possible.

QP38

QP32

QP26

Figure D.15 Overall optimized mapping for a higher λL value and a delta QP value of -6 between the
layers. Mapping is possible from each reconstruction values in the lowest layer to two reconstruction
values in the highest layer. Mapping is always performed through one value in the middle layer.

161



D Coefficient Refinement

QP38

QP32

QP26

Figure D.16 Overall optimized mapping for a high λL value and a delta QP value of -6 between the
layers. No refinement is performed and all reconstruction values are identical in all layers. Many of
the higher layer reconstruction values can not be reached.

QP38

QP34

QP30

Figure D.17 Overall optimized mapping for a very low λL value and a delta QP value of -4 between
the layers. Mapping is possible from all reconstruction values in the lowest layer to all reconstruction
values in the highest layer. Some mappings through the middle layer are not possible.
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D.2 Binary Refinement Mapping for 3 Layers

QP38

QP34

QP30

Figure D.18 Overall optimized mapping for a higher λL value and a delta QP value of -4 between
the layers. Mapping is possible from each reconstruction values in the lowest layer to two or three
reconstruction values in the highest layer. For some coefficients mapping is possible through multiple
paths in the middle layer.

QP38

QP34

QP30

Figure D.19 Overall optimized mapping for a high λL value and a delta QP value of -4 between the
layers. No refinement is performed. The reconstruction values are just shifted for every layer and
many of the higher layer coefficients can not be reached.
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QP38

QP36

QP24

Figure D.20 Overall optimized mapping for a very low λL value and a delta QP value of -2 between
the layers. Mapping is possible from all reconstruction values in the lowest layer to all reconstruction
values in the highest layer. Some mappings through the middle layer are not possible.

QP38

QP36

QP24

Figure D.21 Overall optimized mapping for a higher λL value and a delta QP value of -2 between
the layers. Mapping is possible from each reconstruction values in the lowest layer to two or three
reconstruction values in the highest layer. For some coefficients mapping is possible through multiple
paths in the middle layer.
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D.2 Binary Refinement Mapping for 3 Layers

QP38

QP36

QP24

Figure D.22 Overall optimized mapping for a high λL value and a delta QP value of -2 between the
layers. No refinement is performed. The reconstruction values are just shifted for every layer and
many of the higher layer coefficients can not be reached.
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D.3 Additional Coding Performance Results

166



D.3 Additional Coding Performance Results

0 50 100 150 200 250 300 350 400 450 500

35

40

45

50

55

60

bitrate (Mbit/s)

Y-
PS

N
R

(d
B

)

HEVC Lower Layer
Residual Refinement

(in the transform domain)

Additional Residual
(in the spatial domain)

SHVC Higher Layer

(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22. For ’HEVC Single Layer’ also
QP 18 is visible.

Figure D.23 Coding performance results of the lower layer for the sequence Traffic using single layer
coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -6.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.24 Coding performance results of the lower layer for the sequence PeopleOnStreet using
single layer coding and the two coding modes for the higher layer (coding an additional residual
signal and refining the existing lower layer residual) for a delta QP of -6.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.25 Coding performance results of the lower layer for the sequence Cactus using single layer
coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -6.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.26 Coding performance results of the lower layer for the sequence BQTerrace using single
layer coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -6.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22. For ’HEVC Single Layer’ also
QP 18 is visible.

Figure D.27 Coding performance results of the lower layer for the sequence ParkScene using single
layer coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -6.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.28 Coding performance results of the lower layer for the sequence Traffic using single layer
coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -4.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.29 Coding performance results of the lower layer for the sequence PeopleOnStreet using
single layer coding and the two coding modes for the higher layer (coding an additional residual
signal and refining the existing lower layer residual) for a delta QP of -4.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.30 Coding performance results of the lower layer for the sequence Cactus using single layer
coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -4.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.31 Coding performance results of the lower layer for the sequence BQTerrace using single
layer coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -4.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.32 Coding performance results of the lower layer for the sequence ParkScene using single
layer coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -4.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.33 Coding performance results of the lower layer for the sequence Traffic using single layer
coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -2.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.34 Coding performance results of the lower layer for the sequence PeopleOnStreet using
single layer coding and the two coding modes for the higher layer (coding an additional residual
signal and refining the existing lower layer residual) for a delta QP of -2.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.35 Coding performance results of the lower layer for the sequence Cactus using single layer
coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -2.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.36 Coding performance results of the lower layer for the sequence BQTerrace using single
layer coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -2.
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(a) Lower layer QP values 38, 34, 30, 26, 22, 18, 14, 10 and 6. For ’HEVC Lower Layer’, additionally
QP 2 is visible.
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(b) Detailed view for the lower layer QP values 38, 34, 30, 26 and 22.

Figure D.37 Coding performance results of the lower layer for the sequence ParkScene using single
layer coding and the two coding modes for the higher layer (coding an additional residual signal and
refining the existing lower layer residual) for a delta QP of -2.
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E Additional Coding Performance Results for the
Combined approach

Table E.1 BD-rate results for the key picture concept and refinement coding compared to conventional
SHVC for the random access configuration and a QP difference of -4.

key picture concept combination

Y U V Y U V

Traffic -3.13% -4.74% -5.45% -1.67% -3.80% -4.64%

PeopleOnStreet -1.23% -15.10% -13.94% 1.12% -14.37% -13.23%

Kimono -2.69% -8.39% -10.88% -1.87% -7.45% -10.54%

ParkScene -2.26% -4.86% -5.71% -1.11% -4.37% -5.57%

Cactus -3.23% -5.84% -7.30% -1.65% -4.99% -6.42%

BasketballDrive -0.21% -7.25% -6.12% 1.71% -6.46% -4.50%

BQTerrace -1.18% -7.66% -7.79% 0.38% -7.67% -7.62%

Average -1.99% -7.69% -8.17% -0.44% -7.02% -7.50%

Table E.2 BD-rate results for the key picture concept and refinement coding compared to conventional
SHVC for the low delay configuration and a QP difference of -4.

key picture concept combination

Y U V Y U V

Traffic -4.71% -6.38% -6.95% -3.11% -5.25% -5.85%

PeopleOnStreet -3.05% -13.71% -12.50% -1.52% -13.03% -11.86%

Kimono -4.49% -8.65% -10.62% -3.93% -7.30% -9.85%

ParkScene -3.58% -5.55% -6.35% -2.62% -5.08% -6.19%

Cactus -5.10% -7.47% -8.65% -3.86% -6.50% -7.76%

BasketballDrive -2.15% -7.75% -6.88% -1.05% -6.89% -5.17%

BQTerrace -2.09% -8.17% -8.22% -0.82% -7.99% -7.73%

Average -3.60% -8.24% -8.60% -2.42% -7.43% -7.77%
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