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Introduction

The enthusiastic celebration of the discovery of a new scalar particle by the ATLAS and CMS collabora-
tions at the Large Hadron Collider (LHC) at CERN in the year 2012 did not only infect the whole physics
community, but made headlines around the globe. The particle was identified with the Higgs boson, the
last missing piece of the Standard Model of particle physics, sought after for almost 50 years since its
prediction in the mid-1960s. To date this hypothesis withstood every test carried out with great scrutiny.

As the only fundamental scalar particle, i.e. with spin 0, the Higgs boson is set apart from the other
known elementary particles falling into two categories: the fermionic matter particles with spin 1/2 and
the force-mediating vector bosons with spin 1. The Standard Model describes successfully the dynamics
and interactions of the fermions via the electromagnetic, weak and strong forces as the exchange of the
respective vector bosons based on the concept of local gauge symmetry. Since this concept, however,
predicts only massless force mediators, it is by itself not able to explain the observation that the gauge
bosons of the weak interaction, the W± and Z bosons, are very massive and prompted the introduction
of the Brout-Englert-Higgs (BEH) mechanism. Its key idea is to break the electroweak gauge symmetry
spontaneously: the W± and Z bosons acquire masses, while the gauge symmetry of the theory is maintained,
and the gauge interactions remain unchanged. In a similar manner, through Yukawa couplings, also the
experimentally observed masses of the charged fermions are accommodated in the theory.

The BEH mechanism implies the existence of a massive, unstable scalar particle, the Higgs boson, that
couples to all massive particles proportional to their masses. It was this prediction that allowed the testing
of the electroweak symmetry breaking by searching for, and eventually discovering, the Higgs boson via its
well defined decay signatures, regardless of its a-priori unknown mass. It led to the Nobel Prize in Physics
2013 being awarded to François Englert and Peter W. Higgs for their “theoretical discovery”.

Despite its many successes, of which the Higgs-boson discovery was only the latest, the Standard
Model is not the ultimate theory describing Nature: none of the attempts to incorporate the gravitational
force succeeded yet, and it fails to provide explanations for certain observed phenomena. As such, it
remains unclear, why there are three generations of fermions differing only regarding their masses, while
already the first generation suffices to build the matter of which everything around us is composed of. Also
the baryon asymmetry, i.e. why there is apparently only matter left in the universe, while antimatter was
originally produced with an equal amount, or why ordinary matter only accounts for 20 % of the matter in
the universe, and what the unspecified remainder, the dark matter, is made of, is left unexplained by the
Standard Model. These and other open questions suggest that the Standard Model is a low-energy limit
of a more fundamental theory. While several such theories have been developed that based on differing
concepts attempt to improve on the shortcomings of the Standard Model, e.g. Supersymmetry or String
Theory, experimental indications that either of them is actually realised in Nature are still pending.

One approach to search for physics beyond the Standard Model, without making assumptions on the
details of the underlying theory, is to build up on the well-established Standard Model and modify only a
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2 Introduction

particular aspect of it. One rather straightforward modification, which only affects the Higgs sector, is the
class of Two-Higgs-Doublet Models (2HDMs). While in the Standard Model the electroweak symmetry
breaking is implemented in its simplest version, leading to one Higgs boson, in the 2HDMs the mechanism
is consistently extended and leads, under the assumption of CP and lepton-flavour conservation, to the
prediction of five Higgs bosons. One of the Higgs bosons, the light CP-even scalar h, can be identified with
the observed Higgs boson with a mass of roughly 125 GeV.1

If the observed particle was indeed the h boson suggested by the 2HDMs, its couplings to the fermions
and bosons would differ from the ones expected in the Standard Model. The degree of expected deviation,
however, is not predicted: the modifying factors depend not only on the 2HDM type, but also on two free
parameters that need to be determined experimentally. Although the measured couplings of the observed
scalar are in good agreement with the Standard Model expectation, they are currently known with a limited
precision of 10 − 20 % leaving still room for a modification of the couplings as proposed by the 2HDMs.

In order to elucidate whether the observed Higgs boson is the one predicted by the Standard Model or
rather the h boson of the considered 2HDMs, two main and complementary approaches can be pursued: (i)
measuring the couplings of the observed Higgs boson with higher precision, and (ii) searching for the other,
heavier Higgs bosons expected to exist, in the case of an extended scalar sector. The analysis presented in
this thesis follows the second approach: namely, searching for the CP-odd pseudoscalar Higgs boson A in
data collected with the ATLAS experiment from proton-proton (pp) collisions at a centre-of-mass energy
of 13 TeV in the years 2015 and 2016.

The analysis targets A bosons decaying into a Z boson and an h boson; the Z- and the h-boson candidates
are identified via their decays into pairs of leptons (electrons, muons or neutrinos) and bottom (b) quarks,
respectively. Using the only fairly recently observed scalar as a probe for new physics makes this decay
mode particularly intriguing, especially because at the time of conducting the analysis its decay into b-
quark pairs has not been observed yet.

The unprecedented centre-of-mass energy of the analysed pp collisions allow to search for A bosons
over a large mass range from 220 GeV up to 2 TeV. To extend the targeted mass range relative to previous
searches to such high masses, where the Z and h bosons acquire large transverse momenta, requires recon-
struction techniques developed for such boosted topologies and strategies to combine them with the more
classical approaches employed in the low-mass range. This means in particular that, while the b quarks
from the h-boson decay are reconstructed as separate jets in the latter case, they are reconstructed jointly
as one large jet in the former case; in both cases, b-tagging information is used to identify b hadrons inside
the jets that emerged from b quarks.

The possibility to identify jets likely originating from b quarks by means of b-tagging is heavily ex-
ploited in a variety of LHC measurements. On the basis of a number of characteristic properties of the
production of b hadrons from b quarks and their subsequent decays, there are several algorithms available
at the ATLAS experiment that use information provided by the inner tracking detectors to select b jets and
distinguish them from c jets and light jets, which emerge from charm (c) quarks and light quarks as well
as gluons, respectively. In order to use b-tagging in physics analyses, such as the described search, these
algorithms need to be calibrated, i.e. the efficiency with which a b jet is identified as such, as well as the
efficiencies of mistakenly identifying c jets and light jets as b jets, need to be measured. A novel method
to calibrate the b-tagging efficiency for c jets is presented in this thesis.

1Throughout this thesis mostly natural units are used, i.e. ~ = c = 1.
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The calibration method is developed using data collected with the ATLAS experiment in pp collisions
at a centre-of-mass energy of 7 TeV during the 2011 data-taking. The key ingredient, a sample of c jets,
is obtained from events, where a leptonically decaying W boson is produced in association with a single
c quark; the c jet is identified by a muon stemming from the semileptonic decay of the c hadron. The charge
correlation of the muon with the electron from the W-boson decay is exploited to subtract background
contributions efficiently. The results of the efficiency measurement are presented in the form of data-to-
simulation scale factors, i.e. as ratios relative to the efficiencies obtained in simulation. In order for the
derived corrections to be applicable to simulated samples with general c-jet topologies, the scale factors
are extrapolated using a simulation-based procedure that was developed in the course of this thesis. The
method was adopted in other calibrations that also select their samples via exclusive hadron decays.

Organisation of the manuscript and main contributions by the author

Chapter 1 starts with a brief review of the Standard Model mainly focusing on recapping the BEH mecha-
nism and laying the ground work for the extension of the scalar sector in the context of the 2HDMs. After
introducing the four CP- and flavour-conserving 2HDMs in whose context the A → Zh search results are
presented, their phenomenology in pp collisions is discussed based on the SM Higgs-boson phenomenol-
ogy. Particular focus is given to the production and the decay of the A boson and the decay of h boson
motivating the conducted search for A → Zh with h → bb̄. The chapter concludes with a summary of
the basics of describing and simulating pp-collision events; both for the A → Zh search as well as the
calibration, simulated samples constitute a crucial tool.

Chapter 2 introduces the LHC and in particular the ATLAS experiment. It also provides some details
on the analysed datasets.

Chapter 3 is a compilation of the techniques used at the ATLAS experiment to reconstruct and identify
the physics objects used in the described analyses. Particular attention is given to the reconstruction of the
various kinds of jets and the relevant b-tagging algorithms; calibration methods and associated sources of
systematic uncertainties are reviewed.

In Chapter 4 the novel method to calibrate the c-jet tagging efficiency using W+c events is presented.
Conducted in the context of the most recent W+c cross-section measurement performed by the ATLAS
collaboration [1], to which the author contributed to in the course of the Diploma thesis [2], it starts with a
review of the common parts leading to the extraction of the W+c sample. After introducing the methodol-
ogy of the measurement of the c-jet tagging efficiency for c jets with a muon and presenting the intermediary
results, the scale-factor extrapolation procedure is discussed comprehensively. The chapter closes with the
presentation and discussion of the final results.

All aspects of the calibration were developed and carried out by the author; this particularly applies
to the established extrapolation procedure. The author was furthermore the editor of both the internal
supporting documentation as well as the preliminary publication of the results in form of a conference
note [3]. Most results presented in this chapter have also been published in Ref. [4].

Chapter 5 is dedicated to the search for the A boson via its decay to Zh in the νν̄bb̄ and ` ¯̀bb̄ final
states. Starting with a general introduction, it follows a brief recap of previous searches conducted at the
LHC in the same decay channels. In this context also the preliminary result [5] obtained using only 2015
data is reviewed, to which the author also contributed. The author in particular developed together with a
small team the complete analysis framework that was used by the analysis team for both the preliminary
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and the final result.2 The author furthermore provided the results for the ` ¯̀bb̄ channel in collaboration with
another analyser, performed in a small team studies related to the statistical analysis and was co-editor of
the internal supporting documentation, on which the conference note was based. It then follows the detailed
description of the analysis leading to the final result.

After introducing the analysed data sample as well as characterising the considered signals and the
various background contributions, the reconstruction and selection of the candidate events is discussed,
highlighting the specificities of the two targeted kinematic regimes. How to achieve their orthogonality,
while maintaining optimal performance is detailed in the context of the event categorisation; here also the
subject of classifying the signal regions according to the number of b-tagged jets is discussed, as well
as the used control and validation regions. Special focus is given to a number of improvements over the
preliminary result, in particular since they were predominantly introduced and developed by the author.
This especially applies to (i) the event selection of the ` ¯̀bb̄ channel, (ii) the regime-selection strategy as
well as the addition of (iii) categories with additional b-tagged jets, sensitive to a particular production
mode of the A boson, in both channels. (i) was carried out together with a bachelor student, supervised by
the author, and parts of (ii) were studied in collaboration with a few members of the analysis team.

Systematic uncertainties due to experimental effects and in particular the modelling of the dominant
backgrounds are discussed in the following section.

After introducing some general concepts of statistical data analysis, particular room is given to its ap-
plication in the context of the presented analysis. The described fit model used for both the ` ¯̀bb̄ and νν̄bb̄
channels as well as their combination was developed and intensively studied by the author. Therefore, the
treatment of systematic uncertainties and especially the expected results and the validation of the fit model
are comprehensively discussed. Most parts of the fit model were furthermore adopted for the alternative in-
terpretation of the analysis results in the search for new heavy vector bosons (W′ and Z′) using a simplified
model describing heavy vector triplets (HVT).

The chapter concludes with a detailed discussion of the results of the A → Zh search, including their
interpretation in the context of the CP- and flavour-conserving 2HDMs; interpretations of the results in the
context of the HVT model as well as a particular supersymmetric model, the hMSSM, are presented as well.
Most of the shown results have previously been published in Ref. [6].

This thesis concludes with a summary of its most important results.

2The framework, internally referred to as CxAODFramework, became necessary because of a new Event Data Model (EDM)
introduced for the ATLAS experiment in time for the 2015 data-taking. Exploiting all advantages of the new EDM, it was not only
used for the presented analyses, but also by about 30 other analysis teams according to survey results. It was successfully reviewed
by the ATLAS Software Group and recognised as one of a few common analysis frameworks used within the collaboration.



1 Theoretical Preliminaries and Motivation

This chapter starts with a brief recapitulation of the Standard Model (SM) of particle physics, the theo-
retical framework that categorises all known elementary particles and describes their dynamics as well as
interactions which are governed by three of the four known fundamental forces. Completed in the mid-
1970s, the SM has demonstrated impressive successes not only in describing known phenomena, but also
in providing predictions; its latest being the discovery of a new scalar boson in the year 2012 [7, 8], whose
properties are so far consistent with the ones predicted for the Higgs boson. Nonetheless the SM is not a
complete theory able to describe Nature: it does not incorporate the gravitational force, and it is not able
to provide explanations for certain observed phenomena such as the baryon asymmetry in the universe [9],
the existence of dark matter [10] or neutrino oscillations [11, 12]. While it therefore seems that the SM
is a low-energy limit of a more fundamental, yet to be revealed theory, it serves as an important basis for
building and studying more exotic and complex models attempting to improve on its shortcomings.

One rather straightforward extension of the SM is the class of Two-Higgs-Doublet Models (2HDMs)
introduced in Sec. 1.2. Here the mechanism of electroweak symmetry breaking, introduced in the SM to
accommodate particle masses and leading in its simple representation to one Higgs boson, is consistently
extended. Particular attention is given to the class of CP- and flavour-conserving 2HDMs, which suggest
the existence of five Higgs bosons; one of which, the light CP-even scalar h, can be identified with the
observed Higgs boson. In Sec. 1.3 the phenomenology of those 2HDMs is discussed, building up on the
well-studied phenomenology of the SM Higgs-boson and in view of the search for the pseudoscalar CP-
odd Higgs boson A via its decay to h → bb̄ in association with a Z boson in proton-proton (pp) collisions
described in Chap. 5.

The final section introduces concepts for the theoretical description of pp-collision events and in par-
ticular their simulation by means of Monte-Carlo event generators, given simulated samples constitute a
crucial tool in the analyses presented in this thesis. Some attention is given to the modelling of the frag-
mentation of quarks into hadrons and the decay of the latter, since this subject plays quite a crucial role in
the c-jet tagging efficiency calibration presented in Chap. 4

While the overview of the SM presented in the following is based on standard text books, such es
Refs. [13, 14], the rather detailed description of the mechanism of electroweak symmetry breaking follows
particularly closely the presentation in Ref. [15]. Both the introduction to the 2HDMs as well as parts of
their phenomenological discussion are largely based on Refs. [16, 17]; the SM Higgs-boson phenomenol-
ogy on Refs. [18, 19]. Section 1.4 is a compilation based on Refs. [20–24].
Some filling text
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6 1 Theoretical Preliminaries andMotivation

1.1 The Standard Model of Particle Physics

As a renormalisable gauge theory [25–28] the Standard Model (SM) is a Lorentz-invariant relativistic quan-
tum field theory, where the physical particles are identified with (or with linear combinations of) excited
states of the quantum fields, the field quanta. Formulated based on a Lagrangian density function, the
equations of motion of the fields are derived from the Euler-Lagrange equation. The SM Lagrangian is
invariant under local gauge transformations of the SU(3)C ⊗ SU(2)L ⊗ U(1)Y symmetry group. Accord-
ing to Noether’s theorem this invariance entails the conservation of three types of charges to which the
respective gauge fields, introduced to achieve the local gauge invariance, couple and thereby mediate the
corresponding interaction.

The invariance under transformations of the non-abelian SU(3)C group leads to the conservation of
the colour charge and to the theory of quantum chromodynamics (QCD) [29–31]. The group of fermionic
particles carrying colour charge is referred to as quarks; they come in three different states: red, blue and
green. Due to the non-abelian structure of the symmetry group (i.e. the group generators do not commute)
also the associated gauge bosons, the gluons, carry colour (more precisely combinations of colour and
anti-colour), leading to a total of eight self-interacting mediators of the strong force.

Both quarks and the other group of known fermionic particles, the leptons, are subject to the electro-
magnetic and weak interactions that are described unified in the electroweak theory with SU(2)L ⊗ U(1)Y

gauge symmetry [32–34]. The conserved charge of the non-abelian SU(2)L group is the weak isospin I.
Due to the V-A structure of the weak interaction, its gauge bosons W1, W2 and W3, building an isospin
triplet with I = 1, couple only to the left-handed components of the fermions which are thus arranged into
doublets with I = 1/2; the right-handed components are represented as singlets with I = 0. Leptons, whose
third component of the weak isospin is I3 = −1/2, have an electrical charge of Q = +1 (in units of the
elementary electric charge e); those with I3 = +1/2 are electrically neutral and are referred to as neutrinos.
Up-type quarks with I3 = +1/2 carry an electrical charge of Q = 2/3, down-type quarks with I3 = −1/2 have
Q = −1/3. Both charges are related to each other via the Gell-Mann-Nishijima formula [35, 36]

Q = I3 +
Y
2
, (1.1)

where Y is the hypercharge, the conserved charge of the abelian U(1)Y group. Denoting its single gauge
boson B, the following four linear combinations define physical fields

W±µ =
1
√

2

(
W1
µ ∓ iW2

µ

)
(1.2)

Zµ = cos θW ·W3
µ − sin θW · Bµ (1.3)

Aµ = sin θW ·W3
µ + cos θW · Bµ. (1.4)

whose quanta can in order of appearance be identified with the experimentally observable W± and Z bosons,
the electrically charged (Q = ±1) and neutral mediators of the weak interaction, as well as the photon (γ),
the gauge boson of the U(1)Q symmetry group of the electromagnetic interaction. Since the latter does not
distinguish between the chiral states of the charged fermions, the electromagnetic charge e can be expressed



1.1 The StandardModel of Particle Physics 7

Generation Quantum Numbers
1st 2nd 3rd Q I3 Y

Leptons

(
νe

e

)
L

(
νµ
µ

)
L

(
ντ
τ

)
L

0
−1

1/2

−1/2

−1
−1

eR µR τR −1 0 −2

Quarks

(
u
d′

)
L

(
c
s′

)
L

(
t

b′

)
L

2/3

−1/3

1/2

−1/2

1/3
1/3

uR cR tR 2/3 0 4/3

d′R s′R b′R −1/3 0 −2/3

Table 1.1: Classification of the three generations of fermionic particles of the SM introduced in the text according
to their quantum numbers into left-handed (“L”) isospin doublets and right-handed (“R”) isospin singlets: Q is their
electrical charge in units of the elementary electric charge e, I3 the third component of their weak isospin and Y their
hypercharge; they are related via Eq. 1.1. The quarks are colour triplets; the down-type quark eigenstates d′, s′, b′ of
the weak interaction are related to the mass eigenstates via Eq. 1.6.

in terms of the gauge couplings g and g′ of the SU(2)L and U(1)Y groups, respectively,

e = g · sin θW = g′ · cos θW , (1.5)

where θW is the weak mixing angle. The non-abelian structure of the SU(2)L group reflects that electroweak
interactions occur not only between the fermions, but also between the vector bosons W±, Z and γ.

Based on the discussed quantum numbers, the fermionic particles of the SM can be classified as shown
in Table 1.1, where the quarks need to be considered as actually being colour triplets; for each fermion exists
an anti-particle with identical properties, except for the charges which are “opposite”, i.e. of opposite sign
and anti-colour if applicable. Both quarks and leptons come in three generations that are identical copies
in terms of the quantum numbers, but differ in their observed masses. The muon (µ) and the τ-lepton are
heavier copies of the electron (e); their weak isospin partners, the neutrinos, are considered to be massless
in the SM (though observed neutrino oscillations indicate otherwise). This is also the reason why only left-
handed neutrinos appear in the SM: right-handed ones do not participate in any of the described interactions
nor does the Higgs boson introduced below couple to it.

Also in the case of the quarks their masses are increasing from the first to the third generation, even
much more considerably. By choosing the eigenstates of the weak interaction of the up-type quarks, the
up quark (u), the charm quark (c) and the top quark (t), to coincide with their mass eigenstates, the weak
eigenstates (indicated by the “′”) of the down-type quarks, the down quark (d), the strange quark (s) and
the bottom quark (b), are related to their mass eigenstates via the unitary Cabbibo-Kobayashi-Maskawa
(CKM) matrix VCKM [37, 38] 

d′

s′

b′

 = VCKM ·


d
s
b

 ; (1.6)

VCKM can be described by four free parameters: three mixing angles and one complex CP-violating phase.

Not only the charged fermions, but also the W± and Z bosons happen to be massive. While the require-
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ment of local gauge invariance does not allow “naive” mass terms in the Lagrangian, masses are accounted
for by the spontaneous breaking of the SU(2)L ⊗ U(1)Y symmetry [39–41]. Referred to as Brout-Englert-
Higgs mechanism, this is achieved in the “most economical” [13] way by arranging four real fields in a
complex scalar isospin doublet

Φ =

 φ+

φ0

 (1.7)

with hypercharge Y = 1, i.e. φ+ is charged with Q = +1 and φ0 is neutral, whose Lagrangian1

L = (DµΦ)†(DµΦ) − V(Φ†Φ), (1.8)

is invariant under the SU(2)L ⊗ U(1)Y symmetry, but its ground state is chosen such that it is not: that is,
the parameter µ2 in the potential

V(Φ†Φ) =
λ

4
(Φ†Φ)2 − µ2Φ†Φ, (1.9)

describing the self-interaction of Φ, is taken positive to obtain a non-vanishing vacuum expectation value
for the ground state Φ0:

Φ
†

0Φ0 =
v2

2
, v = 2

√
µ2

λ
; (1.10)

with λ > 0 in order to guarantee vacuum stability. Choosing from the degenerate set of possible ground
states satisfying this requirement

Φ0 =

 0
v√
2

 , (1.11)

breaks the SU(2)L ⊗ U(1)Y symmetry spontaneously down to U(1)Q invariance. Expanding the scalar
doublet around the vacuum expectation value yields:

Φ =

 φ+

1√
2
(v + h + iχ)

 ; (1.12)

φ+ and χ are unphysical fields corresponding to “would-be” Goldstone bosons [42–44] that vanish by
choosing an appropriate gauge, the unitary gauge, and only one real, physical field, the Higgs field h, is
left:

Φ =

 0
1√
2
(v + h)

 , (1.13)

that is associated with a neutral scalar boson, the Higgs boson H, with mass

mH =

√
2µ2. (1.14)

Moreover, by inserting Eq. 1.13 in Eq. 1.8 terms appear that can be identified with mass terms for the W±

1The covariant derivative Dµ = ∂µ + igIi
W W i

µ + ig′ Y
2 Bµ + igsT a

c Ga
µ of the SU(3)C ⊗ SU(2)L ⊗ U(1)Y symmetry contains the SM

interactions: Ii
W , Y and T a

c are the generators of the respective gauge groups of the electroweak and strong interactions, gs and Ga
µ

are the gauge coupling and fields of the latter; all other quantities have already been introduced in the text.
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and Z bosons with
mW± =

gv
2
, mZ =

mW±

cos θW
, (1.15)

as well as terms describing triple and quartic self-interactions of the Higgs boson, scaling with m2
H/v

and m2
H/v

2, respectively, and interactions involving one (two) Higgs boson(s) and pairs of vector bosons,
V = W±, Z, that are proportional to their masses squared: m2

V/v (m2
V/v

2). As the U(1)Q symmetry remains
unbroken, its gauge boson, the photon, remains massless and no direct couplings to the Higgs boson occur.

Through interaction with the isospin doublet Φ, and its charge-conjugate Φ̃ = (φ0∗,−φ̄)T in the case of
up-type quarks, via Yukawa couplings, also mass terms for the charged fermions f arise as well as terms
describing the interaction of pairs of (oppositely-charged, same-flavoured) fermions with the Higgs boson
that are linearly proportional to their masses, i.e. m f /v. The respective Lagrangian can be written as

LYukawa = −

3∑
i, j=1

(
Ψ̄i

lLGi j
l ψ

j
lR

Φ + Ψ̄i
qL

Gi j
u ψ

j
uRΦ̃ + Ψ̄i

qL
Gi j

d ψ
j
dR

Φ + h.c.
)
, (1.16)

where Ψ fL and ψ fR denote the left-handed isospin doublets and right-handed isospin singlets of leptons,
up-type and/or down-type quarks ( f = l, u, d, q) as listed in Table 1.1, respectively; G f are 3 × 3 matrices
and i, j the generation indices. By (i) transforming into the mass-eigenstate basis of the fermions (thus
diagonalising the matrices G f → G′f ), (ii) spontaneously breaking the symmetry and choosing the unitary

gauge (thus yielding Φ according to Eq. 1.13 and Φ̃ = ( 1√
2
(v + h), 0)T) and (iii) identifying G′ ii

f v/
√

2 with

the fermion masses mi
f , Eq. 1.16 becomes

LYukawa = −
∑

f

m f
(
ψ̄ fLψ fR + ψ̄ fRψ fL

) (
1 +

h
v

)
, (1.17)

where f runs over all fermion flavours and generations (replacing i, j) and ψ fL stands for the charged
component of the left-handed isospin doublets.

The SM has in total 19 free parameters that need to be determined from measurements;2 depending on
the choice of parametrisation these are: the three masses of the Higgs and the weak gauge bosons, mH and
mV , as well as the nine masses of the charged fermions, m f , the electromagnetic and the strong coupling
constants, α = e2/(4π) and αs = g2

s/(4π), respectively (where gs is the gauge coupling of the strong interaction),
the vacuum expectation value of the Higgs potential, v, and the four parameters of VCKM.

1.2 An Extension of the Standard Model: Two-Higgs-Doublet Models

It was indicated in the previous section that the choice of introducing a single complex scalar isospin dou-
blet to spontaneously break the SU(2)L⊗U(1)Y symmetry of the Standard Model (SM) to give masses to the
weak gauge bosons and the charged fermions was minimal, though “there is really no rational reason why
only the lowest Higgs representation would be present”, and thus it is believed that “the Higgs formulation
is really something like an effective description of a much more complicated situation” [46].

2Considering further the masses of the three neutrinos as well as the three mixing angles and the one (three) CP-violating phase(s)
describing the mixing matrix in the case of Dirac (Majorana) neutrinos, adds seven (nine) more free parameters. [45]
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The custodial symmetry [47] of the Higgs potential in the SM (cf. Eq. 1.9), where the lowest non-trivial
representation of a Higgs multiplet is assumed, leads to the relation between the masses of the neutral and
charged vector bosons in Eq. 1.15 and to a prediction of

ρ ≡
m2

W

m2
Z cos2 θW

(1.18)

being equal to unity, which is in good agreement with the experimental result of ρ = 1.00039±0.00019 [45]
obtained in electroweak precision measurements. Though expressing the parameter ρ (at tree level) as [48]

ρ =

∑n
i=1 [Ii(Ii + 1) − 1

4 Y2
i ]vi∑n

i=1
1
2 Y2

i vi
, (1.19)

assuming n scalar multiplets φi with weak isospin Ii, hypercharge Yi and vacuum expectation value of the
neutral components vi, various extended scalar sectors are compatible with ρ = 1 given the scalar mul-
tiplets belong to a specific set of isospin representations. The simplest extension of the SM consists in
adding scalar SU(2) singlets with Y = 0 or SU(2) doublets with Y = ±1 (in addition to the doublet already
present); the extension by one SU(2) doublet leads to a class of models referred to as Two-Higgs-Doublet
Models (2HDMs). First studied in Ref. [49] they are well motivated given that additional isospin doublets
appear in many theories aiming to describe phenomena left unexplained by the SM; famous examples are
the Minimal Supersymmetric Standard Model (MSSM) [50] as well as axion models [51, 52]. Though
likely not fundamental, by capturing the most important features 2HDMs allow a general search for an
extended scalar sector without being restricted by constraints from a specific underlying theory.

Due to the generally very rich vacuum structure - in its most general form the scalar potential contains
14 free parameters (compared to two in the SM) and can have CP-conserving, CP-violating and charge-
violating minima - 2HDMs provide an interesting and well studied phenomenology as reviewed e.g. in
Ref. [16]; for example, a CP-violating Higgs sector is able to explain baryogenesis and the inert 2HDM
provides a dark-matter candidate. In most phenomenological studies of 2HDMs however, simplifying
assumptions are made in order to reduce the number of free parameters, depending on the choices at the
expense of loosing solutions to problems as the ones just mentioned. Very common assumptions are (i)
that the Higgs sector is CP-conserving and that CP is also not spontaneously broken (thus baryogenesis no
longer can be explained), and (ii) that there are no flavour-changing neutral currents (FCNCs) at tree level,
which is in agreement with experimental observations (and given in the SM). Under these assumptions the
most general scalar potential for two isospin doublets with Y = 1 of the form of Eq. 1.7, i.e.

Φa =

 φ+
a

φ0
a

 with a = 1, 2, (1.20)

is [16]

V = m2
11Φ

†

1Φ1 + m2
22Φ

†

2Φ2 − m2
12[Φ†1Φ2 + Φ

†

2Φ1] +
λ1

2
(Φ†1Φ1)2 +

λ2

2
(Φ†2Φ2)2

+ λ3(Φ†1Φ1)(Φ†2Φ2) + λ4(Φ†1Φ2)(Φ†2Φ1) + λ5[(Φ†1Φ2)2 + (Φ†2Φ1)2], (1.21)
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where the eight remaining parameters are real3 as well as the vacuum expectation values, v1 and v2, defining
the ground states

Φ0
a =

 0
va√

2

 , a = 1, 2, (1.22)

that are of the same form as Eq. 1.11; furthermore v2
1 + v2

2 = v2, where v is defined by Eq. 1.10, and v1 and
v2 are assumed to be positive without loss of generality.

Having two isospin doublets results in eight fields, of which three are again needed to provide mass to
the weak gauge bosons (just as described in the previous section) leaving five physical Higgs fields that are
associated with five massive Higgs bosons: two charged scalars H±, two neutral scalars, a lighter h and a
heavier H, and one pseudoscalar A. Decomposing the two scalar doublets Φa (a = 1, 2) as before

Φa =

 φ+
a

1√
2
(va + ρa + iηa)

 (1.23)

and inserting them in Eq. 1.21 allows to identify corresponding mass terms of the form

(
χ+

1 , χ
+
2

)
M2
χ

 χ−1χ−2
 , (1.24)

where χa = {φa, ρa, ηa} and χ+
a = χ−a for the neutral CP-even and CP-odd fields, ρ and η, respectively, and

M2
χ being non-diagonal mass-squared matrices. Diagonalising them in order to obtain the mass eigenstate

basis, in which the fields are free, is achieved through appropriate rotations of the fields; two rotation angles
are needed: one to perform the diagonalisation of the mass-squared matrices of the neutral scalars and one
for the charged scalars and the pseudoscalar, referred to as α and β, respectively. The latter is defined via
the vacuum expectation values

tan β ≡
v2

v1
(1.25)

and constitutes “perhaps the single most important parameter in studies of 2HDMs” [16]. Thus, one obtains
for the physical fields4

H± = −φ±1 · sin β + φ±2 · cos β,

A = −η1 · sin β + η2 · cos β,

H = ρ1 · cosα + ρ2 · sinα,

h = −ρ1 · sinα + ρ2 · cosα,

(1.27)

where h and H are orthogonal combinations of ρ1 and ρ2, chosen such that mh < mH . As the masses of
the Higgs bosons depend on the parameters of the potential and the vacuum expectation values, they can
be chosen as the free parameters of the theory, and thus need to be determined experimentally; this results

3If and only if the parameters of the potential and the vacuum expectation values are real, independent of the chosen basis, the
potential is CP-conserving [53].

4And for the three massless Goldstone bosons:

G± = φ±1 · cos β + φ±2 · sin β,
G0 = η1 · cos β + η2 · sin β,

(1.26)
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Model ui
R di

R liR Obey Z2 symmetry
Type I Φ2 Φ2 Φ2 Φ1, di

R, liR
Type II Φ2 Φ1 Φ1 Φ1, di

R, liR
Lepton-specific Φ2 Φ2 Φ1 Φ1, liR, di

R
Flipped Φ2 Φ1 Φ2 Φ1, di

R, liR

Table 1.2: Summary of the four 2HDM model types with natural flavour conservation obtained by imposing an
additional Z2 symmetry: all fermions with the same quantum numbers, i.e. right-handed up-type quarks, ui

R, down-
type quarks, di

R and charged leptons, liR, couple to the same isospin doublet, either Φ1 or Φ2. The generation index is
denoted “i”.

together with v, m12 (which mixes the doublets), α and tan β in a total of eight free parameters (compared
to two related to the Higgs sector in the SM).5

A neutral CP-even scalar with the couplings of the SM Higgs-boson (cf. Sec. 1.1), denoted HSM, is
described by the following linear combination of the neutral CP-even scalar fields

HSM = ρ1 · cos β + ρ2 · sin β (1.28)

= h · sin(β − α) + H · cos(β − α). (1.29)

If cos(β − α) = 0, the light CP-even scalar h possesses couplings identical to the SM Higgs-boson, a case
that is referred to as alignment limit; the two bosons become indistinguishable if they also have the same
mass. Thus, in most phenomenological studies and experimental tests of 2HDMs after the discovery of the
SM-like Higgs boson in 2012, such as the ones presented in Secs. 1.3 and 5, the observed Higgs boson is
identified with the light CP-even scalar. Besides defining its mass, this can also be exploited to restrict the
allowed parameter space to cos(β − α) values close to the alignment limit as demonstrated in Sec. 1.3.

Usually, the alignment limit is associated with the decoupling limit, where the H, A and H± are much
heavier than h, resulting in an SM-like phenomenology with only small corrections to the various couplings
due to the presence of the additional, heavy Higgs bosons [54]; in e.g. Ref. [55] though, also the “more
interesting case” of alignment without decoupling is reviewed and studied.

Other than in the SM, in 2HDMs the diagonalisation of the fermion mass matrices does not entail
the diagonalisation of the Yukawa interactions and the absence of tree-level FCNCs; according to the
Paschos–Glashow–Weinberg theorem [56, 57] though flavour conservation can be established by requiring
that all fermions with the same quantum numbers couple to the same isospin doublet, i.e. either Φ1 or
Φ2, which can be achieved by imposing an additional discrete Z2 symmetry.6 This allows to distinguish
four 2HDM types with natural flavour conservation that are summarised in Table 1.2: (i) the Type I, where
all charged fermions couple to Φ2,7 (ii) the Type II, where only up-type quarks couple to Φ2, (iii) the
Lepton-specific, where all the quarks couple to Φ2 and (iv) the Flipped Model, where up-type quarks and

5Considering only the masses of the massive gauge bosons to be known, although also v = (
√

2GF)−1/2 ≈ 246 GeV, with GF being
the Fermi constant, is measured [45].

6In the SM the theorem is fulfilled by the right-handed up-type quarks only coupling to Φ̃, and all other right-handed fermions to
Φ (cf. Eq. 1.16). The m12 term in Eq. 1.21 breaks the Z2 symmetry softly.

7It is just convention to chose Φ2.
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Coupling Model
modifiers Type I Type II Lepton-specific Flipped

ξu
h cosα/ sin β cosα/ sin β cosα/ sin β cosα/ sin β
ξd

h cosα/ sin β -sinα/ cos β cosα/ sin β -sinα/ cos β
ξl

h cosα/ sin β -sinα/ cos β -sinα/ cos β cosα/ sin β
ξu

H sinα/ sin β sinα/ sin β sinα/ sin β sinα/ sin β
ξd

H sinα/ sin β cosα/ cos β sinα/ sin β cosα/ cos β
ξl

H sinα/ sin β cosα/ cos β cosα/ cos β sinα/ sin β
ξu

A cot β cot β cot β cot β
ξd

A -cot β tan β -cot β tan β
ξl

A -cot β tan β tan β -cot β

Table 1.3: Coupling modifiers used to express the Yukawa couplings of the neutral Higgs bosons h, H and A to
up-type quarks (u), down-type quarks (d) and charged leptons (l) relative to the Yukawa couplings of the SM Higgs-
boson. The modifiers ξ f

A of the pseudoscalar A appear also in the couplings of the charged scalars H± described by
Eq. 1.31.

leptons couple to Φ2 and the respective non-mentioned class of charged fermions to Φ1. While (i) is
simply enforced by requiring Φ1 → −Φ1 invariance, the other types are obtained by imposing the same
symmetry in addition for (ii) the down-type quarks, for (iii) the leptons or for (iv) both down-type quarks
and leptons. It is interesting to note, that the Yukawa couplings of the MSSM, which are obtained by
imposing continuous symmetries, have the same structure as the Type-II Model (at tree-level); given the
additional bounds on the allowed parameter space, the MSSM constitutes a special case of the Type-II
Model.

The resulting Yukawa couplings for the four models can be expressed relative to the Yukawa couplings
of the SM Higgs-boson (cf. Eq. 1.17) by introducing the coupling modifiers ξ f

h/H/A, with f referring to
up(u)- and down(d)-type quarks as well as charged leptons (l), which are a function of the rotation angles,
α and β, and are listed in Table 1.3. The interaction part of the Yukawa Lagrangian then takes the form [58]

L2HDM
Yukawa,int = −

∑
f =u,d,l

m f

v

(
ξ

f
h ψ̄ fψ f h + ξ

f
Hψ̄ fψ f H − iξ f

Aψ̄ fγ5ψ f A
)

(1.30)

−

 √2VCKM

v
ψ̄u

(
muξ

u
APL + mdξ

d
APR

)
ψdH+ +

√
2mlξ

l
A

v
ψ̄νLψlR H+ + h.c.

 ; (1.31)

where the sum over the three generations (and chiralities) is implicit; PL/R are the projection operators for
left/right-handed fermions, VCKM is the CKM matrix (cf. Eq. 1.6) and the subscript νL indicates left-handed
neutrinos. The same parameters ξ f

A that modify the couplings of the pseudoscalar A (with respect to the
SM) enter the couplings of H±.

The couplings of the neutral Higgs bosons to pairs of vector bosons V , V = W, Z, are the same for all
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four model types and are modified with respect to the SM by

ξVV
h = sin(β − α), (1.32)

ξVV
H = cos(β − α), (1.33)

ξVV
A = 0; (1.34)

that the couplings to the pseudoscalar A vanish (at tree level) obeying CP conservation has important
implications for its production at hadron colliders as discussed in the following section and is particularly
relevant for the search described in Chap. 5.

In addition to the couplings that are also present in the SM, including triple and quartic self-interactions
of the various Higgs bosons, tree-level couplings involving different Higgs bosons occur as well. While
the expressions describing the couplings between more than two Higgs bosons are quite involved, the ones
involving only two Higgs bosons and one weak gauge boson instead can be written compactly as

ghAZ =
1
2

√
g2 + g′2 cos(β − α), (1.35)

gHAZ =
1
2

√
g2 + g′2 sin(β − α), (1.36)

gAH±W∓ = ∓
i
2

g, (1.37)

ghH±W∓ = ∓
i
2

g cos(β − α), (1.38)

gHH±W∓ = ∓
i
2

g sin(β − α), (1.39)

(1.40)

where g and g′ are the gauge couplings of the SU(2)L and U(1)Y groups, respectively, and the symmetry
between the h and H couplings is evident. As the observed Higgs boson is often identified with h, Eqs.. 1.35
and 1.38 are particularly intriguing as the discovered Higgs boson can be used to search for the decays of
the heavier Higgs bosons H± and A as e.g. done in the analysis described in Chap. 5.

The phenomenology of the production and the decay of the various Higgs bosons of the introduced four
CP- and flavour-conserving 2HDMs is discussed in the next section with an emphasis on A → Zh given
Chap. 5 is dedicated to the search for it.

1.3 Searching for an Extended Scalar Sector: Higgs-Boson Phenomenology
in pp Collisions

1.3.1 Introduction: Experimental Constraints and Theoretical Assumptions

Since its discovery in the year 2012 by the ATLAS and CMS collaborations at the Large Hadron Collider
(LHC) [7, 8], the observed production and decay channels as well as the measurements of the spin and CP
properties of the Higgs boson with a mass of 125.04± 0.24 GeV [59–61] consolidate its compatibility with
the predictions for the Higgs boson of the SM [62–64]. Nonetheless, as up to now only its couplings to
a number of SM particles are measured with a limited precision of 10 − 20 % [60, 65, 66], the possibility
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remains that it is not the SM Higgs-boson, but part of an extended scalar sector predicted by many theories
beyond the SM: it can, for example, be identified with the light neutral, CP-even Higgs boson h of the CP-
and flavour-conserving 2HDMs introduced in the previous section.8 In that case its couplings to SM parti-
cles are expected to be modified with respect to the predictions for the SM Higgs boson by factors that vary
for the four different 2HDM types and as function of the parameters α and β (cf. Table 1.3 and Eq. 1.32).
Naturally, the measurements addressing the couplings of the observed Higgs boson with pp-collision data
at centre-of-mass energies of 7 and 8 TeV already constrain quite tightly the allowed 2HDM parameter
space: Fig. 1.1 shows the expected and observed exclusion regions at the 95 % confidence limit (CL) in
the tan β-cos(β−α) plane of the four different 2HDM types obtained by the ATLAS collaboration [67]. As
expected for a SM-like Higgs boson, cos(β − α) values close to the alignment limit (cos(β − α) = 0) are
strongly favoured, however, (small) modifications of the SM couplings are still allowed: in particular in the
Type-I Model (cf. Fig. 1.1(a)), but also in the others especially for small cos(β − α) and low tan β values
(around tan β = 1).9

Thus, as one of the simplest extensions of the SM, the 2HDMs not only allow to search for and study
an extended Higgs sector in a rather generic way - without affecting other parts of the SM and making
assumptions on an underlying theory -, but they also particularly highlight the complementarity of precise
measurements of the couplings of the discovered Higgs boson to SM particles and direct searches for the
predicted additional, heavy Higgs bosons H, A and H±. A complementary search for the pseudoscalar A
via its decay into the light CP-even scalar h (with mass 125 GeV) and a Z boson, with a subsequent decay of
the h into a b-quark pair, using 13 TeV data collected with the ATLAS experiment is presented in Chap. 5.
The A→ Zh decay was discussed as a particular promising decay channel at the LHC in e.g. Refs. [16, 68,
69], also considering the restrictions due to the observed SM-like Higgs boson.

The phenomenology of the production and the decay of the Higgs bosons of the 2HDMs is in general
very rich, given there are four different types of Yukawa couplings varying with α and β and at least four of
the five Higgs bosons have unknown masses; usually certain assumptions have to be made, e.g. regarding
the mass spectrum, in order to obtain a comprehensive review. Therefore, the following description mainly
focuses at motivating the search for A → Zh and h → bb and studying the production of the A boson in
pp collisions at 13 TeV and the decay modes of the A and h bosons assuming (i) the latter is the observed
Higgs boson, and thus its mass is determined and fixed to 125 GeV, and (ii) the other Higgs bosons are
heavier and degenerate in mass, i.e. mA = mH = mH± ≥ 200 GeV. These choices have two important
implications: (i) decays of the h involve only SM particles, and thus the possible decay modes are the same
as for the SM Higgs-boson (though with modified branching ratios varying with α and β) and (ii) decays
of the other scalars involve in addition to SM particles only the h, i.e. for example the decay A → Zh
is allowed, while A → ZH or A → W∓H± are not. As the couplings of the (neutral) Higgs bosons to
SM particles can be readily expressed in terms of modifying factors with respect to the predictions for the
SM Higgs boson and the phenomenology of the production and the decay of the SM Higgs boson is well

8While 2HDMs are a wide class of models, in the context of this and all following sections 2HDMs always refer to the four types
introduced in the previous section emerging from requiring the Higgs sector to be CP-conserving and that no FCNCs occur at tree
level.

9For all, but the Type-I Model, there is also a narrow region away from cos(β − α) = 0 where the parameter space is not excluded.
The reason being that these regions correspond to an inverted sign of the coupling to down-type fermions (τ-leptons, b quarks),
leptons (τ-lepton, muon) or b quarks in the Type-II, the Lepton-specific and the Flipped Model, respectively, and the couplings to
those fermions are only measured with limited precision. The lack of such a region in the Type-I Model is due to all couplings to
the charged fermions are the same.
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Figure 1.1: Observed and expected exclusion regions at the 95 % CL in the cos(β − α)-tan β plane for the four CP-
and flavour-conserving 2HDMs described in Sec. 1.2. The results by the ATLAS collaboration are obtained from fits
to the measured rates of the production and the decay of the observed SM-like Higgs boson, which is identified with
the light CP-even Higgs boson h, using pp-collision data at centre-of-mass energies of 7 and 8 TeV. The decay modes
are assumed to be the same as for the SM Higgs-boson, however the branching ratios are modified according to the
2HDM predictions for couplings to SM particles (cf. Table 1.3 and Eq. 1.32). Also the observed best-fit value is
marked by the cross in each plot, close to the SM expectation at cos(β−α) = 0. The parameters α and β are assumed
to satisfy 0 ≤ β ≤ π/2 and 0 ≤ β − α ≤ π without loss of generality. Taken from Ref. [67].
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Figure 1.2: Examples of leading-order Feynman diagrams for the main production mechanisms of the SM Higgs-
boson as well as the neutral CP-even Higgs bosons h, H and the CP-odd, pseudoscalar A of the CP-conserving
2HDMs in pp collisions: (a) gluon fusion, (b) vector-boson fusion, (c) associated production with a heavy vector
boson as well as (d) in association with a heavy quark pair. Since the A does not couple to pairs of vector bosons at
tree level (cf. Eq. 1.34), it cannot be produced via (b) and (c).

studied and known, the following presentation of the 2HDM phenomenology builds up on it revealing both
commonalities and differences.

1.3.2 Higgs-Boson Production in pp Collisions

In pp collisions, the SM Higgs-boson can be produced via several mechanisms that (might) differ by their
cross section. Given its couplings to fermions and vector bosons are proportional to their masses and
masses squared, respectively (cf. Sec. 1.1), the dominant production modes involve the heaviest particles
of the SM, namely massive gauge bosons as well as top and b quarks. With their Feynman diagrams
depicted in Fig. 1.2, these are (a) gluon-fusion production (ggF) via a top- or b-quark loop, (b) vector-
boson fusion production (VBF), (c) production in association with a W or Z boson (VH) or (d) with pairs
of top or b quarks (ttH / bbH).

From Figure 1.3(a) showing the cross-sections for the main SM Higgs-boson production-modes at a
centre-of-mass energy of 13 TeV as a function of the Higgs-boson mass mH , one can see that ggF is over a
wide range by far the dominant production mechanism. Explained by the abundance of gluons with small
momentum fractions of the proton (x), it is only replaced as leading mode by the VBF production at very
high Higgs-boson masses whose production requires large x values that are mainly carried by the valence
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Figure 1.3: (a) Production cross-sections in pp collisions with
√

s = 13 TeV and (b) decay branching ratios of the
SM Higgs-boson as function of its mass; uncertainties are indicated by the bands. SM-like couplings as well as
narrow-width are assumed; no electroweak corrections are taken into account in Fig. (a). The dark red line in Fig. (b)
without a label starting to rise at about 300 GeV is the decay into tt̄. Taken from Refs. [70] and [19], respectively.

quarks, as can be seen from Fig. 1.11. For mH > 200 GeV also the production in association with a single
top quark (tH) gains in importance, eventually surpassing both VH and ttH/bbH production.

Also the two neutral CP-even Higgs bosons of the 2HDMs are mainly produced via the described
mechanisms, but the cross sections vary not just as a function of the considered Higgs-boson mass, but
also as function of the parameters α and β that modify their couplings to fermions and vector bosons with
respect to the SM (cf. Table 1.3 and Eqs. 1.32-1.33).

Since the A boson does not couple to vector bosons at tree level, it cannot be produced via vector-
boson fusion nor in association with vector bosons as the CP-even scalars; this only leaves the associated
production with pairs of top and b quarks in addition to the gluon-fusion production. While the associated
production with top quarks generally contributes to the total cross section at the sub-percent level, the
production in association with b quarks (bbA) can become significant and even dominant for large values
of tan β: Figure 1.4 shows the cross sections of the gluon-fusion and bbA production modes in the cos(β−α)-
tan β plane for a benchmark mass of mA = 300 GeV for the four 2HDM types. Although the cross sections
are constant for varying cos(β − α) values, given the A boson coupling modifiers to fermions are only
functions of tan β, this two-dimensional presentation is chosen to simplify the comparison with the results
of the performed search presented in Chap. 5.8 for the same A-boson mass. While the Lepton-specific and
the Flipped Models generally differ from the Type I and Type II, respectively, in terms of the modifying
factors to the lepton couplings, they here show the same behaviour because the contribution of leptons
in the loop of the gluon-fusion production is unaffected by the differences [16]. In the case of the Type-
I / Lepton-specific Model both the couplings to up- and down-type quarks are modified with a factor
cot β, and thus also the cross sections for both production modes decrease rapidly over several orders of
magnitude for increasing tan β values, as can be seen from Figs. 1.4(a) and 1.4(c). In the Type-II / Flipped
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Figure 1.4: Production cross-sections in pp collisions with
√

s = 13 TeV for the pseudoscalar A of the CP- and
flavour-conserving 2HDM with a mass of 300 GeV as function of cos(β − α) and tan β for gluon-fusion production
in (a) the Type-I / Lepton-specific and (b) the Type-II / Flipped Model and b-associated production in (c) the Type-I
/ Lepton-specific and (d) the Type-II / Flipped Model. The cross sections are calculated in the five-flavour scheme
considering up to next-to-next-to-leading order (NNLO) QCD corrections using Sushi [71–74]. As explained in the
text their size and variation as function of cos(β−α) and tan β is the same in the Type-I and the Lepton-specific Model
and the Type-II and the Flipped Model, respectively.

Model the couplings to up-type quarks are also modified with a factor cot β, while the modifiers for down-
type quarks scale with tan β, leading to enhanced couplings with increasing tan β values and the cross
section for bbA production increases significantly towards large tan β values as shown in Fig. 1.4(d). The
behaviour of the gluon-fusion cross-section in those models is somewhat more complex as can be seen
from Fig. 1.4(b), reflecting the opposite trends of the top- and b-quark loop contributions with increasing
tan β values: the former decreases, while the latter increases just as expected from the tan β-dependence of
the respective coupling modifiers; though the increase of the b-quark loop contribution is smaller compared
to the bbA production because of an additional dependence of the loop contribution on the virtual quark
mass favouring heavy particles [75, 76]. Therefore, while in the case of the Type-I / Lepton-specific Model
the bbA contribution to the total cross section is constantly small across the full tan β range, in the case
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Figure 1.5: Relative contribution of b-associated production to the total A-boson production cross-section as
function of tan β for the Type-I / Lepton-specific and Type-II / Flipped 2HDM models for two mass points,
mA = 200, 1500 GeV. The total cross section is approximated by the sum of the contributions of the gluon-fusion
and b-associated production. The cross sections are calculated in the five-flavour scheme considering up to next-to-
next-to-leading order (NNLO) QCD corrections using Sushi [71–74]. As explained in the text they do not depend on
cos(β − α), but show the same tan β dependence in the Type-I and the Lepton-specific Model and the Type-II and the
Flipped Model, respectively.

of the Type-II and the Flipped Model it grows rapidly with increasing tan β values becoming quickly the
dominant contribution: this can be seen from Fig. 1.5, showing the bbA fraction as function of tan β for
the different model types and two reference mass points; the behaviour depends only mildly on the A
mass. Experimentally, the b-associated production provides a specific signature that can be exploited to
better distinguish the signal over an otherwise overwhelming background contribution with respect to the
gluon-fusion production as e.g. discussed in more detail in Chap. 5.

Let it be briefly mentioned for completeness, that at the LHC the charged Higgs bosons are produced
predominantly either through the decay of or in association with a top quark, depending on whether the
considered Higgs-boson mass is below or above the top mass; a complementary production mode is quark
annihilation involving c and s quarks [77].

1.3.3 Higgs-Boson Decays

In the SM, the partial decay width of the Higgs boson with a given mass depends only on the square of its
couplings to the decay products and the accessible phase space. Given the proportionality of the couplings
to fermions and gauge bosons to their masses (squared, in the case of the latter), decays into the heavi-
est particles (kinematically) allowed are preferred; this is reflected in the branching ratios shown for the
dominant Higgs decays as a function of the Higgs-boson mass in Fig. 1.3(b). Decays to massless particles,
such as photons and gluons, still occur via loop processes involving heavy, coloured or charged particles,
e.g. top quarks or W bosons; in the same way also the decay to a photon and Z boson (Zγ) is possible.
Since these loop-induced decays are suppressed by additional powers of the electroweak or strong cou-
pling constants, their contribution to the total Higgs decay width is only relevant for Higgs-boson masses
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below about 130 GeV [18]. At masses above the kinematic threshold, the decays into pairs of real, massive
vector bosons become dominant, but already below, where at least one in the pair needs to be off-shell, the
contribution is significant. This is also the case for the observed Higgs boson: at a mass of about 125 GeV
a number of decay modes have significant contributions, though the by far dominant one is the decay into a
b-quark pair (57.7 %), followed by the the decay into a pair of W bosons (21.5 %). The decay into a pair of
gluons has the third highest branching ratio (8.6 %), but is experimentally hardly accessible (at the LHC);
together with the decay into a pair of τ-leptons (6.3 %) those four modes are covering 94 % of all possi-
ble decays. Despite their small branching ratios, the decays into pairs of photons (0.23 %) and Z bosons
(2.6 %) played a crucial role in the Higgs-boson discovery: provided the Z bosons are reconstructed in
their decays to electron and muon pairs, both decay modes not only allow a complete reconstruction of the
Higgs-boson candidates, but also provide excellent mass resolution (and thus are often referred to as the
“golden channels”).

As for the production cross-sections, also the branching ratios for the various decay modes of the
Higgs bosons in the 2HDMs do not simply depend on the masses of the Higgs bosons and the possible
decay products (which depend on the chosen mass spectrum) as in the SM, but are further functions of the
coupling-modifying parameters α and β (cf. Table 1.3 and Eqs. 1.32-1.33).

By identifying the light CP-even Higgs boson with the observed Higgs boson, i.e. fixing its mass to
125 GeV, and given the chosen mass spectrum, also in most of the parameter space of the four 2HDMs h
decays preferentially into a pair of b quarks, as can be seen from Fig. 1.6 showing the h → bb branching
ratio as a function of cos(β − α) and tan β. In particular in the Type-II and the Flipped Model, shown in
Fig. 1.6(b) and 1.6(d), the branching ratio becomes very large at high tan β values due to the enhanced
couplings to down-type quarks. However, there are also regions in all four models, where the decay is
strongly suppressed: the narrow regions that are present in all four models and appear at the same cos(β−α)-
tan β values in the Type-I and Lepton-specific Model as well as the Type-II and Flipped Models are caused
by the couplings to down-type quarks vanishing (in the Type-I Model this case is referred to as fermiophobic
limit, as not just the couplings to down-type quarks vanish, but also to all other fermions). Although the
Lepton-specific Model has the same couplings to down-type quarks as the Type-I Model, the h → bb
branching ratio is strongly suppressed at high tan β values, except close to the alignment limit (cf. Fig. 1.6(a)
vs. Fig. 1.6(c)); this is explained by the enhancement of the couplings to leptons, favouring the decay to
pairs of τ-leptons.

Which of the accessible decay modes of the other two neutral Higgs bosons H and A are preferred,
depends as in the SM on their masses (and the mass spectrum that is fixed here). In the case of the former,
the same decay modes as for the SM Higgs-boson shown in Fig. 1.3(b) are possible, as well as the decay to
pairs of light CP-even scalars h; this mode often dominates over the decay into pairs of vector bosons when
kinematically accessible [69], but vanishes in the alignment limit (i.e. cos(β − α)→ 0) due to the coupling
gHhh being proportional to cos(β − α).

In the case of the pseudoscalar A, not all the decay modes of the SM Higgs-boson are allowed, since
it does not couple to pairs of vector bosons (at tree level). The decay to Zh thus often dominates when
kinematically accessible (i.e. ≥ 200 GeV); even close to the alignment limit, where it eventually vanishes
due to the coupling being proportional to cos(β − α). This is in particular true (and well known) below
the threshold, where the decay into a top-quark pair becomes kinematically accessible and often dominant
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Figure 1.6: Branching ratio of the decay of the light CP-even Higgs boson h the CP- and flavour-conserving 2HDMs
into a b-quark pair as function of cos(β − α) and tan β in the (a) Type-I, (b) Type-II, (c) Lepton-specific and (d)
Flipped Model. Identified with the observed Higgs boson its mass is fixed to 125 GeV; as mA = mH = mH± �

125 GeV is assumed only decays to SM particles are allowed - the same as for the SM Higgs-boson of the same mass
(cf. Fig. 1.3(b)). The branching ratio is calculated with 2HDMC [78, 79].

(mA ∼ 350 GeV); but not just, as can be seen from Fig. 1.7 showing the branching ratios of the leading
and/or realistically measurable decay modes of the A boson in the four model types for two reference
values of tan β close to the alignment limit (i.e. for cos(β − α) = 0.1).10 Already at low, but even more
so at intermediate and high tan β values, the branching ratio of the decay to Zh is at high A masses either
comparable to the one of the decay to tt̄ or dominating. This is because (i) the A coupling to up-type quarks
is suppressed at high tan β values in all four models (cf. Table 1.3), and (ii) the respective enhancement
of the couplings to down-type quarks and/or leptons in the Type-II, Lepton-specific and Flipped Models
favouring the decays to bb̄ (Type II and Flipped) and τ+τ− (Lepton-specific) rather affects the low(er)-
mass range. Only in the Type-II and Flipped Models is the decay into bb̄ already at low tan β values and
small A masses, below the tt̄ threshold, at least comparable, but mostly dominating over the decay into

10The decay modes cc̄, Zγ, µ+µ− and to pairs of gluons (g) are neglected since deemed to either have too small branching ratios or
too large backgrounds; the latter in particular applies to the decay into gg.
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Figure 1.7: Branching ratio of the dominant and/or realistically measurable decays of the pseudoscalar Higgs boson
A of the the CP- and flavour-conserving 2HDMs as function of its mass for two reference values of tan β, tan β = 2
(left) and tan β = 10 (right), close to the alignment limit (i.e. for cos(β − α) = 0.1). Assuming further mA = mH =

mH± � mh = 125 GeV, only the decays to Zh and pairs of top quarks (tt̄), b quarks (bb̄), τ-leptons (ττ) and photons
(γγ) are considered. The branching ratios are calculated with 2HDMC [78, 79].
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Figure 1.8: Branching ratios of the decay of the pseudoscalar Higgs boson A of the CP- and flavour-conserving
2HDMs into Zh as function of cos(β − α) and tan β in the (a) Type-I, (b) Type-II, (c) Lepton-specific and (d) Flipped
Model. In all four models the branching ratio vanishes for cos(β − α) → 0 (cf. Table 1.3); which is just not properly
displayed in (a) due to resolution effects. It is assumed that mA = mH = mH± = 300 GeV > mh = 125 GeV. The
branching ratio is calculated with 2HDMC [78, 79].

Zh. While for very low masses this is an expected effect driven by the available phase space, at masses
around 300 GeV, where the decay into Zh is generally kinematically preferred, this result is determined by
the A coupling to Zh rapidly decreasing towards the alignment limit. This can be seen from Figure 1.8,
which shows the branching ratio of the decay to Zh in the cos(β − α)-tan β plane for mA = 300 GeV in the
four different models: it mainly becomes small close to the alignment limit, i.e. for cos(β − α) ≤ 0.1, and,
as discussed already before, also at high values of tan β, especially in the Type-II and the Flipped Model,
but also in the Lepton-specific; in the remaining parameter space on the contrary the branching ratio is
large and the decay to Zh clearly dominates the total decay width, in particular in the Type-I Model (cf.
Fig. 1.8(a)).

Let it be briefly mentioned, that the possible decay modes of the charged Higgs boson H± involving
SM particles are combinations of up- and down-type quarks or charged leptons and neutrinos (i.e. basically
the same decay modes as for W bosons with preferred decays to the heavy particles); in the low mass
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range below the top mass H− → τν̄ is the preferred decay, above H− → t̄b. Also the decay H± → W±h
involving the light neutral scalar is allowed in the present scenario and interesting in regions where the other
decays are parametrically suppressed, though not close to the alignment limit due to vanishing couplings
(cf. Eq. 1.38).

1.3.4 Summary and Conclusions

The Higgs-boson production and decay phenomenology in the SM, but even more so in the considered
2HDMs, is very rich. In the case of the latter it does not only depend on the considered Higgs boson and
its mass, but also on the chosen mass spectrum of the various Higgs bosons as well as the model type
and the parameters α and β, which modify the couplings with respect to the SM. Thus, the sensitivity of a
search for a 2HDM Higgs boson in a certain decay mode varies even after fixing the mass spectrum still as
function of its mass, for the different model types and across the parameter space: just due to the varying
expected signal yield, not even considering various means of SM background suppression. In the case of
the search for A → Zh with h → bb̄ presented in Chap. 5, one can see from Figs. 1.4, 1.7 and 1.6 that for
example there is no or only very limited sensitivity (i) close to the alignment limit because of the vanishing
ghAZ coupling in all of the four 2HDMs, (ii) in narrow regions, mainly at low tan β and far away from the
alignment limit, due to the coupling ghbb vanishing, (iii) in the Type-I Model at high tan β values, despite
the large branching ratios for the decays A → Zh and h → bb̄ in most of the parameter space, due to the
suppressed cross sections both for gluon fusion and b-associated production and (iv) in the Lepton-specific
Model at intermediate and high tan β due to the enhanced couplings to (τ-)leptons.

1.4 Describing and Simulating pp-Collision Events

The measurements described in this thesis are based on the analysis of high-energy proton-proton (pp) col-
lision events provided by the Large Hadron Collider and detected by the ATLAS experiment. The under-
standing and description of the final states occurring in such events is complicated and poses a challenging
theoretical problem; even more so given that the colliding protons are not elementary, but composite parti-
cles made up of quarks and gluons. Figure 1.9 indicates schematically for the case of multijet production
the complexity and various aspects of a pp-collision event: a multitude of particles with momenta ranging
over a large range are involved. Even if the hard-scatter event is not mediated by the strong force, the
description of pp-collision events is determined by the theory and phenomenology of QCD (cf. Sec. 1.1).

Based on the concept of factorisation, the description of such events is broken down according to
the scales of momentum transfer Q involved into various parts belonging to two different regimes: hard
processes with large Q, such as the hard-scatter event, are described by means of perturbation theory; non-
perturbative, soft processes with small Q, such as the parton density of the proton and the fragmentation
of the emerging partons, by models, whose parameters need to be determined by the data. Initial- and final
state radiation (ISR/FSR) of gluons complicate the description in addition, as does the underlying event
evoked by the beam remnants. Finally, also the decays of unstable particles produced in the event needs
to be modelled to obtain a complete picture. The exploitation of Monte-Carlo techniques to deal with the
computation of the various aspects, leads to the concept of Monte-Carlo event generators for computer
simulation, also for the expected events as a whole.
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Figure 1.9: Schematic illustration of the complexity of a hard proton-proton collision event: not only the hard-
scatter process, but also initial- and final-state radiation lead to jet production via fragmentation; accompanied by the
underlying event due to the beam remnants. Taken from Ref. [80].

1.4.1 Implications of the Running of the Strong Coupling

Other than its name suggests, the strong coupling constant αs in fact varies as a function of the energy scale
(or the momentum transfer) Q of the process under consideration; an effect also referred to as running.11

While the absolute value of αs(Q2) at a certain energy scale Q cannot be predicted, as one of the free
parameters of the SM, and needs to be determined from data [81], its evolution with Q is given by the
renormalisation group equation (RGE) and can be studied using perturbation theory in αs. The result that
the strong coupling decreases with increasing Q is referred to as asymptotic freedom, a common feature of
non-abelian gauge theories [31, 82]. In contrast, the strong coupling increases with decreasing Q; however,
it is not yet mathematically proven that this behaviour of αs leads to the phenomenon of confinement,
i.e. the empiric fact that only colourless hadrons, e.g. protons, are observed, while coloured quarks and
gluons are not.

In particular, by solving the RGE in lowest approximation a constant ΛQCD ≈ 200 MeV appears that
defines the scale, where αs(Q2) nominally diverges. Thus, only at high energies with Q � ΛQCD, where
αs(Q2) � 1, the perturbative expansion in αs(Q2) constitutes a valid tool for the calculation of observables;
consequently for processes with energies Q . ΛQCD parametric models need to be employed. While
ΛQCD is not too well defined, being a non-perturbative quantity itself, the order of its magnitude is still
meaningful: it is closely connected to the scale of hadron masses.

1.4.2 Factorisation

In particular when calculating the cross section for a certain process in a hadron-hadron collision, the diffi-
culty arises that different energy scales Q are involved. Factorisation allows to break down the calculation
into a high-energy part that can be computed using perturbation theory and a low-energy part that is de-
scribed by tunable models. Thus, according to collinear factorisation theorems [83–85] the cross section

11Sometimes “running” is reserved for the effect that αs depends on the unphysical renormalisation scale µR discussed inSec. 1.4.3.
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Figure 1.10: Production cross-sections for selected processes occurring in proton-(anti)proton collisions as function
of the centre-of-mass energy. Except the total cross section (σtot) which is computed based on a parametrisation
provided by the Particle Data Group, the cross sections are calculated at NLO or NNLO in QCD (using correspond-
ing MSTW2008 parton distribution functions (cf. Sec. 1.4.4)). Switching from proton-antiproton to proton-proton
collisions at

√
s = 4 TeV results for some of the cross sections in a discontinuity. Taken from Ref. [86].

for a scattering process pp→ n (in which only non-coloured particles arise) can be written as

σpp→n =
∑
i, j

" 1

0
dxi dx j fi(xi, µF) f j(x j, µF) σ̂i j→n(xi, x j, µF), (1.41)

where the sums run over all partonic constituents, i.e. quarks and gluons, of the protons p and σ̂i j→n

is the partonic cross section for the production of the final state n by partons of type i and j, the hard-
scatter event, that is perturbatively calculable (cf. Sec. 1.4.3).12 The parton distribution function (PDF)
fi( j)(xi( j), µF) describes the probability to find a parton of type i( j) carrying a fraction xi( j) of the longitudinal
momentum of the proton probed at an energy scale µF (cf. Sec. 1.4.4). The PDFs at a certain µF are not
calculable in perturbation theory and are required to be determined in measurements; however they are
considered universal and once determined can be applied to any process. Thus, the non-physical, arbitrary
factorisation scale µF defines the scale at which the high energy, perturbative part is separated from the
low energy, non-perturbative one.

Similarly, if in the scattering of partons i and j coloured particles arise, their transition into hadronic

12In the context of this section, “final state” also refers to intermediate states which eventually transition into a final state due to the
instability of involved particles.
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final states is described by the non-perturbative process of fragmentation or hadronisation (cf. Sec. 1.4.5).
In particular, fragmentation functions Fk(zk, µF) parametrise the probability that a parton k hadronises into
a hadron hk carrying a fraction zk of the parton momentum. As is the case for PDFs also the Fk(zk, µF) need
to be modelled and tuned in dedicated measurements, and are considered universal, i.e. they can be used to
calculate any process of interest.

Figure 1.10 shows the production cross-sections for a variety of proton-(anti) proton collision pro-
cesses, as they occur(ed) at the Tevatron collider or the LHC, as function of the centre-of-mass energy.
Based on the described factorisation, they are calculated at next-to-leading (NLO) or next-to-next-to-
leading (NNLO) order in perturbation theory using PDFs with matching precision. The only exception
is the total cross section, which, involving soft processes, cannot be determined perturbatively. The figure
shows drastically the different orders of magnitude between the cross sections of the various processes: in
particular between processes initiated by the strong interaction and e.g. Higgs-boson production.

1.4.3 The Partonic Cross Section

As mentioned in the previous section, the partonic cross section σ̂i j→n(xi, x j, µF) can be computed by
perturbative expansion in the strong coupling constant provided µF is chosen reasonably large, i.e. µF �

ΛQCD, and thus αs(µ2
F) sufficiently small. There are different approaches to perform the actual, non-trivial

calculation, two of which, that are also exploited in Monte Carlo generators, are briefly introduced in the
following.

Fixed-order calculations: matrix elements

According to Fermi’s golden rule the partonic cross section for the process i j→ n can be expressed as

σ̂i j→n(µF) =

∫
dΦn

1
2ŝ
|Mi j→n(Φn; µF)|2, (1.42)

where Mi j→n is the matrix element describing the transition, Φn is the phase-space element of the final
state n, and ŝ is the square of the parton centre-of-mass energy (ŝ = xix js with

√
s being the hadron

collider centre-of-mass energy). The matrix element can be calculated perturbatively at fixed order in
the strong coupling αs via summation of Feynman diagrams obtained from the QCD Lagrangian using
Feynman rules. Only for the simplest cases, the phase-space integration can be carried out analytically;
usually it is accomplished numerically by employing Monte Carlo sampling techniques.

Each additional order in αs entails the involvement of one additional parton, either in the form of a
real emission or in the form of a virtual contribution, appearing as a loop in Feynman diagrams describing
the emission and subsequent absorption of a parton; the latter leads to the same n particle final state as the
lower order, and thus to quantum-mechanical interference effects. Already at NLO the calculation becomes
complicated because of the occurrence of three types of divergences: (i) ultraviolet (UV) divergences
arising from the integration of the momentum in the loops up to infinity, (ii) infrared divergences from soft
virtual or real particles reaching zero momentum, and (iii) collinear divergences from collinear emissions
of massless partons. The latter two types of divergences reflect the limitations of a truncated fixed-order



1.4 Describing and Simulating pp-Collision Events 29

perturbative expansion at the corners of the phase space; they motivate the exploitation of the parton-
shower approach described below.

The UV divergences are treated by regularising the singularities (temporarily), usually using dimen-
sional regularisation, and renormalising the parameters and fields of the theory, i.e. absorbing the diver-
gences into their redefinitions. In the process an unphysical, arbitrary scale µR, referred to as renormalisa-
tion scale, arises on which the renormalised quantities depend, that is e.g. αs(µ2

F , µ
2
R) andMi j→n(Φn; µF , µR).

According to the Bloch-Nordsieck [87] and Kinoshita-Lee-Nauenberg theorems [88, 89] the virtual and
real, both infrared and collinear, divergences cancel at each order in perturbation theory when computing
inclusive or infrared- and collinear-safe (IRC) observables. However, since they are related to different
phase spaces (n vs n + 1 particle final states), it is not straightforward to arrange this cancellation prac-
tically and several strategies have been developed to deal with this difficulty; one common approach is
to use infrared subtraction methods (e.g. Ref. [90]). An observable is IRC-safe, if it is insensitive to the
emission of soft and collinear gluons, such as the momentum of a jet reconstructed with the anti-kt algo-
rithm (cf. Sec. 3.3.1). Exclusive hadronic cross sections, the parton multiplicity or the energy of the hardest
particle in an event, however, are not IRC-safe observables. When computing non-IRC observables, only
the virtual and real infrared divergences cancel, while the collinear divergences do not. In this case, which
always applies to the exclusive initial state, the collinear divergences are treated following a similar strategy
as for the UV divergences: they are regularised, using e.g. dimensional regularisation, and then absorbed
into a redefinition of the PDFs (and fragmentation functions if applicable), which as a result become de-
pendent of the factorisation scale µF that arises in the process. The corresponding renormalisation group
equation (cf. Sec. 1.4.1) allowing to describe the scale evolution of the PDFs and fragmentation functions
perturbatively is the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equation [91–93].

Thus, in order to deal with the UV and collinear divergences, two non-physical scales are introduced.
The dependence of observables on the choice of these scales naturally decreases with increasing accuracy
of the calculations; it eventually vanishes when all-orders of the perturbative series are considered. A
common choice is µ2

F = µ2
R = Q2, where Q2 represents the hard scale of the process under consideration;

e.g. Q2 = M2 for the production of a resonance with mass M, or Q2 = p2
T in the case of the pair-production

of massless particles with transverse momentum pT. The impact of unknown higher-order corrections on
the predictions is usually estimated by performing variations of the nominal scales; typically the effect of
halving or doubling the nominal scale is assessed.

All multipurpose event generators, such as Pythia [22, 94], Herwig++ [95] and Sherpa [96], pro-
vide leading-order (LO) matrix elements for a comprehensive list of SM and beyond-the-SM 2 → 1/2/3
processes. Dedicated matrix-element and phase-space generators, such as Alpgen [97], Comix [98] or
MadGraph/MadEvent [99, 100], provide full tree-level calculation with a high, though fixed number of
partons. Also the computation of NLO matrix elements is automatised, e.g. by aMC@NLO [101], Powheg-
Box [102–105] or BlackHat [106]. Next-to-next-to leading order (NNLO) calculations exist for total cross
sections of a number of processes, e.g. top-quark or diboson production; few processes, such as inclusive
Higgs-boson production, are even calculated at NNNLO.

LO matrix elements are usually sufficient to describe the shape of distributions reasonably well; how-
ever, absolute normalisations are often corrected with K-factors to take higher-order effects into account.
Typically, they are a single number computed as the ratio of the NLO and LO total cross section.
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All-order approaches: parton showers

As indicated in the previous section, fixed-order calculations are limited to the calculation of inclusive
or infrared- and collinear-safe observables and particular phase-space regions, where jets are “hard and
well-separated” [20]. One approach to overcome this limitation and provide calculations for non-IRC
observables and emissions in soft and collinear regions of phase space is to approximate the effects of
all higher orders by means of parton shower algorithms. They are based on the finding that the structure
for emitting a (softer) collinear parton off a hard parton is universal and independent of the considered
hard-scatter process. Assuming a hard-scatter process leading to a final state involving parton i has a cross
section σ0. Then, in the collinear limit, the cross section for the process with an additional parton j with
momentum fraction z, can be factorised as

dσ ≈ σ0
αs

2π
dθ2

θ2 P j←i(z, φ) dzdφ, (1.43)

namely as the leading-order process with cross section σ0 and the subsequent emission of parton j with an
opening angle θ relative to the direction of parton i. The latter is described by P j←i(z, φ), the universal, but
flavour- and spin-dependent (via φ) DGLAP splitting functions. The LO spin-averaged splitting kernels for
the various parton combinations are

Pq←q(z) = CF
1 + z2

1 − z
, Pg←q(z) = CF

1 + (1 − z)2

z
, (1.44)

Pq←g(z) = TR(z2 + (1 − z)2), Pg←g(z) = CA

(
z

1 − z
+

1 − z
z

+ z(1 − z)
)
, (1.45)

with underlying QCD vertices qqg and ggg. That means, while gluons can split both into a quark-antiquark
and a gluon-gluon pair, a (anti)quark can only emit a gluon; this implies Pq←q(1 − z) = Pg←q(z). The
Casimir operators, CF = (N2

c−1)/(2·Nc) and CA = Nc, take for three colours values 4/3 and 3, respectively;
i.e. Nc = 3, and TR = 1/2.

The ratio dσ/σ0 defines the probability dPi(θ, z) that the same final state occurs, except that instead
of the parton i the almost collinear pair i j appears; thus, the different splitting rules can be combined to
describe a successive emission, i.e. a parton shower. However, dPi(θ, z) still diverges in the limit of soft
and collinear emission, i.e. z → 0, leading to Pg←q(g←g) → ∞, and θ → 0; the divergences are not yet
tamed, but need to be regulated by introducing a cutoff, Q0, below which no further branchings are allowed
and hadronisation sets in. This cutoff formally represents the factorisation scale of the event as introduced
in the previous section. Q0 can be interpreted as a resolution criterion: above Q0, a pair of collinear partons
can be resolved as such, below it cannot be distinguished from a single parton by means of a measurement;
a commonly chosen variable to assess the resolvability is the relative transverse momentum of the partons.

In order to be able to describe the parton shower as an iterative process of subsequent branchings of
partons until no more resolvable emissions above Q0 are produced, one needs to define the probability for
the first branching to occur. Requiring unitarity, which entails that the sum of probabilities for a resolvable
emission and a non-resolvable emission, or emission and no emission, is unity, allows to describe the
probability for the branching to happen for the first time as the product of the probability that the branching
happens at all and the probability that it has not happened yet. Taking 1/q2, where q is the virtuality of the
internal line, as the relevant “time” scale for a parton shower, i.e. evolving towards smaller q2 instead of
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later times, this reads:
d∆i(Q2, q2)

dq2 =
dPi

dq2 ∆i(Q2, q2). (1.46)

Here

dPi =
αs

2π
dq2

q2

∫ 1−Q2
0/q

2

Q2
0/q

2
dz P j←i(z) (1.47)

is the probability for all resolvable branchings of a parton of type i between q2 and q2+dq2; the resolvability
requirement is encoded in the integration limits. In this context q2 is referred to as ordering variable; it is
exploited that dθ2/θ2 = dq2/q2 = dp2

T/p2
T. ∆i(Q2, q2) is referred to as the Sudakov form factor:

∆i(Q2, q2) = exp

−
∫ Q2

q2

dq′2

q′2
αs

2π

∫ 1−Q2
0/q
′2

Q2
0/q
′2

dz P j←i(z)

 ; (1.48)

describing the probability that no branching occurs above q2, it is given by the exponent of the negative of
the total branching probability between q2 and Q2, where Q2 is the maximum possible virtuality and the
starting point for the shower. Considering the special case with q2 = Q2

0, ∆i(Q2,Q2
0) is the probability for

no resolvable branchings

∆i(Q2,Q2
0) ∼ exp

−CF
αs

2π
log2 Q2

Q2
0

 . (1.49)

Thus, by introducing the Sudakov form factor via unitarity arguments, parton-shower algorithms resum all
terms with leading logarithms of Q2

0 correctly to all-orders in perturbation theory.13

Although the derivation of the parton-shower algorithm was done in the collinear limit, it can be shown
that also soft emissions are taken into account. However, this is only done correctly, if angular or pT order-
ing is used, which properly consider colour coherence effects; in the case of q2 ordering, soft contributions
can be accounted for approximately by imposing the impact of coherence. An alternative approach, which
also correctly considers coherence effects, is a pT-ordered dipole shower algorithm. The latter is exploited
by Sherpa and partially by Pythia 8 which still also uses pT-ordering for some final-state radiation; Her-
wig++ relies on angular ordering.

The description of initial-state radiation is more complicated given that (i) the shower-evoking parton
stems from an incoming proton described by the non-perturbative PDFs and (ii) showers develop that do
not result in the hard scatter, and thus need to be reconnected with the proton remnant. Therefore, usually
a backwards evolution approach is taken, where starting from the hard interaction the shower is developed
backwards in time or equivalently from a higher scale (lower momentum fraction) to a lower scale (higher
momentum fraction). The iteration then stops when a cutoff is reached and the description via PDFs sets
in. The evolution proceeds basically as in the final-state case, however the Sudakov form factor is modified
with respect to Eq. 1.48 by a factor x/z f j(x/z, q′2)/(x fi(x, q′2)), where f(i) j is the PDF of parton i( j).

13Resummation similarly achieves an all-order approximation using analytical methods instead of numerical ones.
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Combining matrix elements & parton showers: matching & merging

Both perturbative approaches, fixed-order matrix element (ME) calculations and parton-shower (PS) algo-
rithms, have their strengths and shortcomings; their complementarity makes it desirable to combine them
to obtain the optimal description of collision events. In short, while the former is excellent in describing
processes, where partons are energetic and widely separated, the latter provides reliable predictions in soft
and collinear phase-space regions, is thus able to describe the internal structure of jets and can be easily
matched to hadronisation models.

There are in particular two difficulties that make the combination challenging: (i) tree-level MEs de-
scribe inclusive final states, while PSs generate exclusive final states and (ii) overlapping phase-space re-
gions. Several strategies have been developed which can be roughly classified into two groups, referred to
as matching and merging approaches. In particular the MC@NLO [107] and Powheg [102, 103] approaches
belong to the first category: exactly matching NLO calculations to parton showers, they provide predictions
for inclusive processes and IRC-safe observables, with full NLO accuracy. However, they lack precision
regarding the kinematic description of multijet final states. This is addressed by several algorithms [108–
113] following the second approach, where LO MEs with increasing parton multiplicity are merged to PSs;
also referred to as MePs. All of those strategies involve some kind of merging scale, typically defined as
a jet-resolution scale: above partons are generated with the ME and below with the PS. One Example is
the CKKW(-L) [108, 109] approach, which maintains the leading-logarithm accuracy of the parton shower
(at least in e+e− annihilation) without double-counting of contributions; the MLM approach [111, 114] is
a more pragmatic version with approximate PS accuracy.

Attempts are also made to combine matching and merging approaches: MEnloPS [115, 116] combines
the MC@NLO strategy with MePs yielding NLO accuracy for the inclusive cross section; the hardest emis-
sions are corrected with tree-level MEs. The MePs@NLO method [117, 118], exploited e.g. by Sherpa ,
achieves to maintain the fixed-order accuracy for multijet final states as well as the leading-logarithm ac-
curacy of the PS by combining the MC@NLO strategy with accordingly modified PSs.

1.4.4 Parton Distribution Functions

As already mentioned in Sec. 1.4.2, parton distribution functions (PDFs) describe the momentum distribu-
tion of the partons, quarks and gluons, within the proton. As such they reflect that it is a composite particle
and represent the probability (number) densities to find a parton carrying a fraction x of the proton’s longi-
tudinal momentum when probed at an energy scale Q2. Figure 1.11 shows examples for PDFs as function
of x at two different Q2, namely 10 GeV2 and 104 GeV2. At high x values the three valence quarks 2 × u
and d, which define the proton’s quantum numbers, dominate; and even more so towards lower Q2. Sea
(anti)quarks of all flavours generated by splittings of the gluons exchanged between the valence quarks and
in particular the gluons themselves dominate the low x region; and increasingly with increasing Q2. While
the transition from one Q2 value to another one can be perturbatively calculated via the DGLAP equations,
the x dependence of the PDFs at a certain Q2 cannot be computed from first principles (yet) given the
non-perturbative nature of the problem and needs to be determined from data. Considered to be universal,
they can be extracted in dedicated measurements and used in others.

In order to cover a broad x range as well as to be sensitive to the different flavours in the quark sea, pre-
cise data from Deep Inelastic Scattering (DIS) of electrons, muons and neutrinos off nucleons is combined
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Figure 1.11: Parton distribution functions determined by the MSTW2008 group for two energy scales Q2 = 10 GeV2

and Q2 = 104 GeV2. The dependence on the fraction x of the proton longitudinal momentum carried by the partons
is obtained in global fits; the Q dependence is given by the DGLAP equation as described in the text. Taken from
Ref. [119].

in a global fit with cross-section measurements of e.g. inclusive jet, Drell-Yan and W/Z-boson production
performed at colliders; most notable at HERA, but also at the Tevatron and more recently at the LHC
(see e.g. Ref. [120]). There are several groups, such as CT10 [121], MSTW2008 [122, 123] and NNPDF
3.0 [124], that perform global fits and provide sets of PDFs and associated uncertainties. The PDF sets
differ because of the exploited datasets, but in particular also due to the chosen approaches, i.e. the choice
of parametrisation of the PDFs, the treatment of heavy quarks, the value of αs as well as the treatment and
estimation of experimental and theoretical uncertainties.

As the extraction of the PDFs is based on the factorisation theorem (Eq. 1.41), the order of the PDF
set is determined by the order of the calculation of the partonic cross section. Since furthermore the PDFs
effectively compensate for missing higher-order corrections, it is generally best to use PDFs extracted at the
same order as the matrix element they are combined with when computing the cross section of a different
process of interest; therefore, the groups also provide sets with lower orders despite higher accuracy being
available. While each Monte Carlo generator comes with a default PDF set, they also provide access to
other commonly used PDF sets via the LHAPDF interface [125].

1.4.5 Fragmentation

As mentioned before, fragmentation or hadronisation describes the non-perturbative process of transform-
ing partons into colourless hadrons; it sets in when the energy scale Q is of the order of ΛQCD and the strong
coupling becomes large. In the context of parton-shower generators this transition to the non-perturbative
regime is governed by the choice of the infrared cutoff Q0, which is usually considerably above ΛQCD
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(given αs is required to be small in order perturbation theory to be valid). So far it cannot be described
from first principles and instead parametric models are used for its description.

There are in particular two approaches, the string fragmentation and the cluster fragmentation models,
that are currently employed in event generators; many variants, and also hybrid versions, exist and get
further refined. Based on certain QCD-inspired principles, they develop in a probabilistic and iterative way
a complete picture of the fragmentation process and involve more or less free parameters that are tuned
to data; using certain, dedicated measurements under the assumption of universality, they are then used
to describe the data in other studies. Given that many of the properties that may influence the observable
final state, are “poorly or not at all known, either from theory (lattice QCD) or from experiment [...] it is
sometimes more surprising that models can work as well as they do than that they fail to describe every-
thing” [126].

The most prominent string model is the “Lund string model” [127] implemented in the Pythia gen-
erator [22, 94]. It is based on the assumption of linear confinement, a picture that is supported by lattice
QCD calculations: the energy stored in the field between a colour charge and a colour anticharge increases
linearly with their separation. Considering a quark-antiquark pair qq̄, this leads to the picture of a uniform
colour-flux tube being stretched between them as they move away from each other; the transverse dimen-
sion of the tube is about 1 fm and the string constant κ describing the potential is determined in hadron-mass
spectroscopy to be of the order of 1 fm/GeV, corresponding to 0.2 GeV2 in natural units. With increasing
distance the potential energy may reach a threshold for the production of a new q′q̄′ pair breaking up the
string and splitting it into two colour-singlet systems, qq̄′ and q′q̄, without any field in between them. The
process may repeat itself and continue as long as the invariant masses of the string pieces are sufficiently
high; it stops when only on-shell mesons remain.

The creation of such q′q̄′ pairs from the colour field between the qq̄ can be thought of as a quantum-
mechanical tunnelling-process with probability

P(m2
q′ , p2

⊥q′) ∝ exp

−πm2
q′

κ

 exp

−πp2
⊥q′

κ

 , (1.50)

where mq′ and p⊥q′ are the mass and the transverse momentum imparted to the produced quark (antiquark)
by the breakup process. The factorisation between mq′ and p⊥q′ implies a flavour-independent Gaussian
distribution of the transverse momentum with expected mean

〈
p2
⊥q′

〉
= σ2 ≈ (250 MeV)2; given the string

is assumed to have no transverse excitations the overall transverse momentum is locally compensated by
the quark and the antiquark of the pair. Experimentally σ is found to be larger, which can be explained
by contributions from unresolved soft-gluon radiation below the chosen shower cutoff; thus, σ is a free
parameter that can be tuned. The Gaussian suppression of m′q entails that the heavy c and b quarks are
hardly produced in the soft fragmentation process; thus, the rates are expected to scale as: u : d : s : c :
b ≈ 1 : 1 : 0.3 : 10−11 : 10−100. Therefore, c hadrons and b hadrons (containing at least one c quark and
b quark, respectively) only arise, if heavy-flavour quarks are produced in the hard-scatter event or emerge
from gluon splittings; however, measurements suggests that the latter only happens in about 3 % (0.3 %)
for c quarks (b quarks) [45].14 Although the expected suppression of strange quarks seems to agree well
with observations, the factor is a free parameter in Pythia.

14The even heavier top quarks decay before the hadronisation process sets in, which is of the order of 1/ΛQCD.
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There are several approaches to extent the description to also include the production of baryons, con-
sisting of three quarks (or antiquarks). The simplest scheme allows besides pairs of quarks also pairs of
diquarks, loosely bound states of two (anti)quarks with net colour, to be created at a string break. How-
ever, neither the relative rate for this to happen nor the probabilities for the flavour and spin states of the
individual diquarks can be predicted, and thus are free parameters that need to be constrained by data;
measurements of the diquark-to-quark rate from e.g. the proton-to-pion ratio, suggest it to be at the level of
10 %.

In the picture of the strings being stretched between quark pairs, additional gluons are represented as
transverse kinks and states such as qq̄g can be described without requiring additional free parameters.

Once the string breaking stops the produced (di)quarks need to be assigned to a certain meson or
baryon among the different allowed possibilities, in particular between a pseudoscalar or a vector meson
and a spin-1/2 or spin-3/2 baryon, respectively. Unfortunately, the string fragmentation model hardly pro-
vides any prediction regarding the multiplet assignment, and since expectations from simple spin-counting
arguments are shown to be only approximately in agreement with data in particular cases, a large number of
free parameters are needed to describe the production or fragmentation fractions of primary hadrons. How-
ever, constraining them from measurements is also challenging, in particular for lighter hadrons, given that
heavier states decay rapidly; assumptions on the various branching ratios need to be made. The production
of higher resonances (with angular momentum L , 0) is assumed to be small and generally neglected; for
baryons the flavour-spin states are required to be symmetric.

The constant string tension entails that the different string breaks occur causally independent of each
other and do not need to be considered in a certain time-ordered sequence (the only constraint is that the
final string pieces are on the mass-shell in order to produce observable hadrons). Therefore, the iterative
process can be started at either end of the original qq̄ pair and yields the same result; this “left-right
symmetry” is reflected in the fragmentation function, f (z), that describes the fraction of momentum z
carried by the emerging hadron with respect to the string:

f (z) ∝
(1 − z)a

z
exp

(
−

b · m2
⊥

z

)
; (1.51)

thus, f (z) is known as Lund symmetric fragmentation function (normalised to unit area). Here m2
⊥ =

m2 + p2
⊥, where m is the mass of the emerging hadron and p⊥ its transverse momentum with mean〈

p2
⊥

〉
= 2σ2, given it receives transverse-momentum contributions from two string breaks on either side; a

and b are free parameters (a might differ in the case of diquark-pair production).15 The dependence of f (z)
on m implies a harder fragmentation function for heavier hadrons. In fact, it was found to predict a some-
what too hard spectrum for B mesons prompting the modification of f (z) in Eq. 1.51 by a factor 1/zrQ·bm2

Q

for heavy endpoint quarks of mass mQ, known as the Bowler fragmentation function [128]. While the pre-
diction is that the free parameter rQ ≡ 1, and it is also usually set to unity, its introduction allows a smooth
transition between the Lund symmetric and the Bowler fragmentation function.

15This is the simplified version, where the parameter a is assumed to be the same for all flavours. Otherwise f (z) ∝
1
z zaα

(
1−z

z

)aβ exp
(
−

b·m2
⊥

z

)
, where α indicates the parameter of the ’old’ flavour and β of the new one. [22]



36 1 Theoretical Preliminaries andMotivation

Cluster models [129, 130] are based on the preconfinement property of parton showers [131], i.e. that
colour singlet combinations of partons, clusters, can be formed with an almost process- and scale-independent
invariant mass distribution, and reflect the local parton-hadron duality hypothesis [132, 133], i.e. distribu-
tions of final-state hadrons closely related to those of the partons at Q0. They generally describe the
fragmentation process in a two-step approach: (i) by enforcing the non-perturbative splitting of gluons pro-
duced by the parton shower at the cutoff scale into quark-antiquark (or diquark-antidiquark) pairs and the
building of colourless clusters and (ii) by decaying the clusters into hadrons. Two cluster model variants
that differ regarding the treatment of the details of the hadronisation process, which are entirely omitted
here, are implemented in the Herwig and Sherpa generators [134, 135].

1.4.6 Particle Decays

Decays of resonances such as the massive gauge bosons or the Higgs boson are described as part of the hard
process; their partial decay widths are perturbatively calculable. However, this is not the case for decays
of unstable hadrons, arising in the fragmentation of partons involved in the hard scatter, stemming from
secondary decays or the underlying event, as well as τ-lepton decays; their branching ratios are considered
not to be perturbatively calculable.

In particular the simulation of hadron decays that is required to obtain exclusive final states involves
non-trivial modelling and relies on a combination of experimental results and theoretically motivated as-
sumptions. While the Review of Particle Physics by the Particle Data Group [45] provides an impressive
amount of information on particle properties, it is still often not sufficient, in particular with regard to ex-
cited meson multiplets, excited mesons and any baryons containing heavy quarks and decays with high
particle multiplicities. Which hadrons are considered in the simulation varies between the different gen-
erators, as it is also closely related to the hadronisation model; generally a large number of mesons is
included, while often the number of considered baryon multiplets is rather limited. The generators fur-
ther differ regarding the choice of considered decay modes as well as their simulation for which there are
various approaches of differing sophistication; e.g. the EvtGen program is specialised on (heavy) hadron
decays, and thus provides a more evolved simulation also suited for the study of CP-violating processes.

Since the lifetimes of weakly decaying light hadrons are long with regard to the relevant timescales of
the hard-scatter process, their decays are treated in the context of the detector simulation (cf. Sec. 2.2.7.
Strong and electromagnetic decays of excited light hadrons, in particular mesons, however need to be
considered and are usually simulated using simple matrix elements based on conservation laws.

Although for a large number of decay modes of the weakly decaying heavy mesons, containing a single
c or b quark, the branching ratios have been measured, the list is not complete. Thus, in particular in the
case of the high-multiplicity hadronic decays, the remaining decay modes need to be generated according
to a simple flavour combination scheme based on the spectator model: i.e. the heavy quark is decayed
neglecting any impact from the light spectator quark, followed by hadronisation.

Although a few decay modes of the weakly decaying heavy baryons have been observed, apart from
branching ratio of the Λ+

c baryon, only ratios thereof are measured; i.e. the majority of the decays are
simulated based on the spectator-model approach.

While the strong and electromagnetic decays of excited heavy mesons are generated following the same
strategy as for light hadrons, for most of the excited baryons both masses and decay modes are simulated
based on theoretical models.
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1.4.7 Soft QCD: Minimum-Bias, Underlying Event and Multiple Parton Interactions

The total hadron-hadron cross section can be divided into the cross sections for elastic and inelastic scatter-
ing processes. In reactions of the former type the incoming particles remain intact and the only exchanged
quantity is the momentum. The latter type covers all other reactions where the final state particles differ
from the incoming ones by one or more quantum numbers being changed and/or additional particles being
produced. Based on the final state inelastic processes are further classified into (several) diffractive and
non-diffractive topologies: one criterion is whether the final state resembles the decay of an excitation of
the incoming particle or not, another whether there is a large rapidity gap in the final state or not; the lat-
ter also includes hard-scatter events. The selection of minimum-bias events aims at selecting events from
such inelastic processes as inclusively as possible; their simulation is used to model in-time pile-up effects
(cf. Sec. 2.3).

Provided a hard parton-parton interaction occurs in a hadron-hadron collision, the underlying event
refers to the activity due to the beam remnants, i.e. what is left from the incoming hadrons after the partons
involved in the hard scatter are taken out. Comparisons to minimum-bias events at the same energy show
that the underlying event is much more active with large fluctuations; an effect referred to as jet pedestal.

The partons of the beam remnants may also interact with each other and lead to another hard parton-
parton interaction; such multiple-parton interactions (MPI) are characterised by jet pairs in a back-to-back
topology with little total transverse momentum. Most jets are relatively soft, and thus are not recon-
structable; however, they contribute to the total energy in the event, cause colour exchange and thereby
increase the number of particles produced during hadronisation.

The single 2 → 2 parton-parton scattering, e.g. via t-channel gluon-exchange, constitutes the basis for
the perturbative modelling of both soft inclusive and underlying event processes. Its cross section being
proportional to dp2

⊥/p4
⊥ diverges for vanishing transverse momenta; it is regulated by colour screening and

saturation effects which need to be tuned to data. Furthermore, parton showers are also considered as well
as colour (re)connections to achieve realistic descriptions.

An alternative description chooses the opposite approach and starts from the non-perturbative regime
and uses unitarity to relate elastic and inelastic scattering processes through the optical theorem. Then the
total cross section is dominated by the exchange of reggeons and pomerons, i.e. colour-singlet fluctuations
with leading qq̄ and gg content, respectively, between the beam particles.
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The ATLAS experiment [136] is one of two general-purpose detectors at the Large Hadron Collider
(LHC) [137–140] hosted by CERN, the European Organisation of Nuclear Research, located at the Franco-
Swiss border close to Geneva (Switzerland). Taking advantage of the unprecedented energies of the LHC, it
is designed to detect a wide range of possible physics signatures in the provided particle collisions, serving
in particular the understanding of the electroweak symmetry breaking, the search for the Higgs boson as
well as for physics beyond the Standard Model (SM) at the TeV scale. The ATLAS collaboration, consist-
ing currently of more than 3000 scientists and technicians from 182 institutions in 38 countries, developed
the detector, operates it since the year 2008 and analyses the collected data in a collaborative effort; its
biggest success so far was the co-discovery of the SM-like Higgs boson in July 2012 [7, 8].

The data analysed in the measurements reported in Chaps. 4 and 5 was collected with the ATLAS
experiment in proton-proton (pp) collisions at centre-of-mass energies of

√
s = 7 TeV and

√
s = 13 TeV in

the years 2011 and 2015/2016, respectively.
In February 2013, after about three years of operation the Run 1 of the LHC concluded. Two years

of scheduled shutdown, the long shutdown (LS1), followed, where the accelerator complex, introduced in
the next section, as well as the experiments were prepared for the pp collisions at higher centre-of-mass
energies. In spring 2015 the LHC Run 2 started and will last until end of 2018. During LS1 the ATLAS
experiment performed a number of subdetector upgrades, most notable the installation of the insertable
b-layer (IBL), as discussed in the context of Sec. 2.2 providing an overview of the ATLAS detector. The
chapter concludes with a summary of the data-taking conditions characterising the datasets on which the
work of this thesis is based.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [137–140], which started operation in the year 2008, is the latest and
most powerful addition to CERN’s accelerator complex depicted in Fig. 2.1. While mainly designed to
provide proton-proton (pp) collisions at centre-of-mass energies of up to

√
s = 14 TeV and instantaneous

luminosities of L = 1034cm−2s−1, the LHC is also capable of accelerating lead ions (A) and produce AA
and pA collisions.

Being hosted in the tunnel of the former LEP collider [141], it lies up to 170 m below the surface and
has a circumference of 26.7 km. It is not perfectly circular, but divided into eight arcs and eight straight
sections; each straight section is about 528 m long1 and serves as experimental and/or utility insertion. The
two multipurpose experiments ATLAS and CMS [142] are located at Point 1 and Point 5, respectively,
diametrically across the ring; the ALICE [143] and LHCb [144] experiments are located at the combined

1“A proton machine such as LHC does not have the same synchrotron radiation problem and would, ideally, have longer arcs and
shorter straight sections for the same circumference,”

39
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Figure 2.1: Schematic view of the CERN accelerator complex. Protons are pre-accelerated in a chain of smaller
accelerators - Linac2, BOOSTER, PS and SPS - before they are accelerated to their final energy and collided in the
Large Hadron Collider (LHC). Adapted from Ref. [148].

insertions, Point 2 and Point 8, respectively, where also the beams are injected. Three smaller experi-
ments, LHCf [145], TOTEM [146] and MoEDAL [147], share the caverns with the ATLAS, CMS and
LHCb experiments, respectively, while the other four interaction regions are (currently) unequipped and
without beam crossings in order to prevent unnecessary disruption of the beams. Since particles with same-
signed charges are collided, the beams are counter-rotating in two rings which however are not completely
separated due to space-limitations. A “two-in-one” superconducting-magnet design is employed, where
twin-bore magnets, consisting of two sets of coils with magnetic flux circulating in the opposite sense
through the two evacuated beam pipes, are accommodated within a common mechanical and cooling struc-
ture. Thousands of magnets of various kinds are installed to keep the beams focused and on their designated
path: (i) 1232 main dipoles, superconducting niobium-titanium magnets cooled to a temperature of 1.9 K
using superfluid helium, are used to bend the beams with a field strength of up to 8.33 T, (ii) 392 quadrupole
magnets are used to focus the beams, (iii) dedicated insertion magnets are used to focus the beams further
just before they enter the detectors for collision, and (iii) other magnets are used to e.g. separate the beams
again after collision or deflect them for the beam dump.

A superconducting system housing 16 radiofrequency (RF) cavities is operated at 400 MHz to accel-
erate the beams and keep them at their top energy by compensating energy losses due to synchrotron
radiation. At design luminosity, each beam consists of 2808 bunches of 1.15 · 1011 protons that are sepa-
rated by a gap corresponding to 25 ns. Since the luminosity decays over time, primarily due to beam loss
from collisions, with an estimated lifetime of 14.9 h, the operation time per run is limited.

The proton beams are injected into the LHC ring at an energy of 450 GeV and already in the required
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Figure 2.2: Cut-away view of the ATLAS detector, revealing its various subsystems. Taken from Ref. [136].

bunch-train structure after passing through a number of pre-accelerators, as indicated in Fig. 2.1. Pro-
tons obtained from ionising hydrogen gas are first accelerated by the linear accelerator Linac 2 to 50 MeV
and grouped into bunches. Their energy is then step-wise increased by three synchrotons: by the Proton
Synchrotron Booster to 1.4 GeV, by the Proton Synchrotron (PS) to 25 GeV and by the Super Proton Syn-
chrotron (SPS) to the injection energy;2 the bunch-train structure is generated by the PS. While it requires
39 bunch trains per beam, where each train consists of 72 proton bunches (with 25 ns spacing) and is sepa-
rated from the next by a gap corresponding to 320 ns, to achieve the design values, the LHC can be operated
with a variety of different filling schemes appropriate for certain targeted instantaneous luminosity, amount
of pile-up etc. (cf. Sec. 2.3).

2.2 The ATLAS Experiment

The ATLAS detector [136], depicted in Fig. 2.2, is comprised of various subsystems surrounding the beam-
line, is cylindrical in shape in order to provide large acceptance and hermetic coverage over most of the
solid angle and forward-backward symmetric with respect to the interaction point in its centre; it is about
44 m long and 25 m high and weighs roughly 7 kt. It is designed as a multipurpose detector with the goal
of reconstructing and characterising a wide range of physics objects in differing kinematic regimes, from
the MeV up to the TeV scale, with high precision, and thus enabling the targeted detection of signatures
expected both for the Standard-Model Higgs boson and Beyond-the-Standard Model (BSM) Higgs bosons

2In the case of lead-ion beams, the source is vaporised lead and particles are accelerated via Linac 3 and the Low Energy Ion Ring
(LEIR) before they enter the PS and SPS as the proton beams.



42 2 The ATLAS Experiment at the Large Hadron Collider

(cf. Sec. 1.3) as well as other BSM resonances or supersymmetric particles.

Subdividing the ATLAS detector into three main parts, both the innermost and the outermost part
consists of tracking detectors, the inner detector (ID) and the muon spectrometer (MS), that allow recon-
struction of trajectories and provide momentum as well as charge-sign information of charged particles and
muons, respectively. The inner detector is embedded in a thin, superconducting solenoid aligned with the
beamline producing a 2 T magnetic field that bends particles in the plane perpendicular to the beamline.
One barrel and two endcap toroids arranged with an eightfold azimuthal symmetry provide magnetic fields
of about 0.5 T and 1 T for the muon spectrometer, respectively, bending particles in the direction parallel to
the beamline. Since the inner detector is furthermore required to provide information for the reconstruction
of primary and secondary decay vertices serving the location of the origin of the hard-scatter event, the
suppression of additional interactions as well as the identification of hadronically decaying τ leptons and
b jets, it is placed very closely to the beamline and has a high granularity that somewhat decreases with
radial distance. The two independent tracking systems enclose the calorimeter; it is divided into the elec-
tromagnetic (EM) and the hadronic calorimeter that provide besides energy measurements of electrons,
photons and primary hadrons as well as purely weakly interacting particles by means of missing trans-
verse momentum (cf. Sec. 3.9), also identification and directional information thanks to their high spatial
resolution (cf. Chap. 3).

Given the high collision rate and large inelastic cross-section, the ATLAS experiment relies on a staged
trigger system employing both hardware- and software-based selection strategies to reduce the input rate
by only reading out potentially interesting hard-scatter-like events.

In addition to the main detector system introduced above, the ATLAS experiment is complemented
with a number of smaller subsystems dedicated to providing coverage of the very forward region, e.g. for
measuring the total (inelastic) cross section or determining the luminosity.

In particular during LS1, the detector was subjected to some changes: besides completing certain sub-
systems that had been staged, such as the high-level trigger processing farm allowing a higher L1 rate
(cf. Sec. 2.2.6) and certain parts of the muon spectrometer, subdetectors were upgraded (as foreseen) to
cope with the expected experimental conditions, most notable the inner detector, by installation of the IBL
(cf. Sec. 2.2.1), also based on the experiences from Run 1.

To describe the ATLAS detector as well as trajectories of particles emerging from the pp collisions a
right-handed Cartesian coordinate system is used: with its origin at the nominal interaction point, the z-axis
points along the beamline, the x-axis towards the centre of the LHC ring and the y-axis upwards; the x-y
plane being perpendicular to the beamline is referred to as transverse plane. Usually, spherical coordinates
are preferred; following the common notation θ and φ are the polar and azimuthal angles measured from
the z- and x-axis, respectively. Often the pseudorapidity, defined as η = − ln [tan (θ/2)], is used instead of
θ; for massless particles η agrees with the rapidity y and differences are Lorentz-invariant. As |η| increases
from the y-axis towards the beamline, small |η| values describe the central part of the detector, high |η|
values the forward region. An angular distance in the η − φ space is defined by ∆R =

√
(∆η)2 + (∆φ)2.
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(a) (b)

Figure 2.3: Three-dimensional visualisation of the ATLAS inner-detector structure (a) in the barrel and (b) in the
endcaps. While in (a) in addition to the layers of the Pixel, SCT and TRT subdetectors, introduced in the text, also
the new beampipe and IBL are shown, which were installed during LS1, (b) shows the structure before the upgrade.
Taken from Refs. [149] and [136], respectively.

2.2.1 The Inner Detector

The inner detector (ID) [136] is cylindrical in shape, extending about ±3.5 m from the IP with a radius
of ∼1.2 m, and is composed of three independent subsystems that are based on (somewhat) different tech-
nologies. From smaller to larger radii these are: the pixel and the SCT (semiconductor tracker) detectors
that employ silicon pixel and micro-strip sensors to achieve high-resolution track and vertex reconstruction
in the pseudorapidity range |η| < 2.5 as well as the TRT (transition radiation tracker) detector. Comprised
of several layers of gaseous straw tubes interleaved with transition-radiation material, the TRT provides in
addition to tracking information also electron identification, complementing that of the calorimeter, within
|η| < 2.0; despite having the lowest resolution, it significantly improves the precision of the momentum
determination due to providing a high number of hit measurements at large radii. By combining the infor-
mation of the three systems, the ID achieves efficient pattern recognition in both the R-φ and z directions as
well as precise transverse-momentum measurements for charged particles with transverse momenta (pT)
ranging between about 0.5 GeV and a few TeV; the transverse-momentum resolution scales with pT accord-
ing to: σpT/pT = 0.05 %pT ⊕ 1 %.

Figures 2.3(a) and 2.3(b) show sketches of the arrangement and the structures of the three subsystems
in the central and somewhat more forward part, i.e. in the barrel and the endcap, respectively. As can be
seen, each subsystem consists of several layers that are arranged in form of concentric cylinders around the
beamline in the barrel region and of disks perpendicular to the beamline in the endcaps. Figure 2.3(a) also
shows the IBL (insertable B-Layer), that was added during LS1 to become the fourth and innermost pixel
layer, together with a new beampipe of smaller radius (23.5 mm instead of previously 58 mm) [150, 151].
The original pixel detector, referred to as pixel detector in the remainder of this section, was the innermost
part of the ID during Run 1. It consists of three layers both in the barrel and each of the endcaps, so that a
charged particle typically crosses three layers and provides three space points for the track reconstruction;
the innermost barrel layer is referred to as b-layer, highlighting its importance for the identification of b jets
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(cf. Sec. 3.4). In total 1744 pixel sensors are used that are of identical design: 250 µm thick with an area of
∼2 × 6.3 cm2 they accommodate 47232 n+-type pixels in n-type bulk material (which becomes effectively
p-type after a certain radiation dose); resulting in about 80 million readout channels. The nominal pixel
size is 50 × 400 µm2 in R-φ × z yielding intrinsic accuracies of 10 µm (R-φ) and 115 µm (z) in the barrel
region and 10 µm (R-φ) and 115 µm (R) in the disks. In the barrel, the pixel modules are mounted on 112
staves which overlap and are tilted by −20◦ (tangential to the cylinder); in the endcaps, they are mounted
on sectors, where eight sectors make up one disk. Each stave carries 13, each sector six modules.

Given the high-radiation the innermost pixel layer is particularly subjected to, it was foreseen to re-
place the b-layer after few years of operation; however it was decided that inserting the IBL instead was the
better and only viable solution [151]. With a nominal size of 50×250 µm2 in R-φ× z the pixel dimension is
reduced with respect to the pixel detector. In addition to n-in-n sensors similar to the ones used for the pixel
detector, also 3D sensors are employed (for the first time in a tracking detector of a collider experiment).
The modules are arranged on 14 staves, where each stave is equipped with 12 planar modules placed in
the centre and four 3D sensors at each end; the staves are tilted by 14◦ and overlap. The IBL adds about
12 million readout channels; with the increased closeness to the beamline, the reduced pixel sizes as well
as material budget, it improves the quality of the impact-parameter determination of tracks significantly
and thereby the performance of the vertex reconstruction and b-jet identification (cf. Secs. 3.1 and 3.4,
respectively).

The SCT consists of four layers of silicon-microstrip sensors in the barrel and nine in form of disks
in each of the endcaps. In order to be able to measure both R-φ and z coordinates, each layer consists of
one set of strips aligned parallel to the beamline (barrel) and radially (endcaps), respectively, and one set
of stereo strips at an angle of 40 mrad; i.e. for a charged particle passing through all layers in the barrel
four space points are measured. All of the 15912 SCT sensors exploit a single-sided p-in-n technology
accommodating 768 active strips of 12 cm length; they are ∼285 µm thick and shaped rectangular in the
barrel and trapezoidal in the endcaps with side length of the order of 5.5-6.5 cm. With a strip pitch of 80 µm
(on average in the endcaps), the intrinsic accuracies are 17 µm (R-φ) and 580 µm (z) in the barrel and 17 µm
(R-φ) and 580 µm (R) in the disks. Each SCT module consists of two stereo pairs of strip sensors; the 2112
modules in the barrel are mounted in rows of 12 on individual brackets, the 1976 modules of the endcaps
are arranged in outer, middle and inner rings to form the (sometimes incomplete) disks.3 The SCT has in
total ∼6.3 million readout channels.

Both types of silicon sensors are designed to initially operate at a bias voltage of ∼150 V; higher values
however might be required to maintain good charge-collection efficiencies after years of operation depend-
ing on the radiation exposure. In order to suppress noise after radiation damage, the silicon sensors are
kept at low temperatures of approximately −7◦ C.

The TRT, covering |η| < 2.0, is comprised of 298,304 drift (straw) tubes of 4 mm diameter: filled with
a gas-mixture, the tube wall is made of a multi-layer film with good electrical and mechanical properties,
and a gold-plated tungsten wire serves as anode. In the barrel, the 144 cm long straws are aligned with
the beamline and arranged in 73 layers; in each of the endcaps, the 37 cm long straws are arranged radi-

3Only the middle modules of disk 8 and the modules forming the inner rings, have only one pair of stereo strip sensors.
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Figure 2.4: (a) Cut-away view of the ATLAS calorimeter revealing the electromagnetic and hadronic calorimeter
subsystems. (b) Sketch of a module of the LAr electromagnetic barrel calorimeter. The granularity in η and φ of the
three layers in depth are shown as well as the accordion structure of the absorbers/electrodes and the dimensions of
(trigger) towers. Taken from Ref. [136].

ally in wheels with uniform azimuthal spacing resulting in 160 layers. Only providing R-φ information,
the intrinsic accuracy is 130 µm. Charged particles with pT > 0.5 GeV pass through at least 36 straws,
with the exception of the barrel-endcap transition region, where at least 22 are traversed. The straws are
interleaved with polypropylene fibres (foil) in the barrel (endcaps) serving as transition-radiation material.
Low-energy photons stemming from transition radiation cause higher signal amplitudes in the gas-mixture
than minimum-ionising particles. Since the probability for the emission of transition radiation only de-
pends on the Lorentz γ-factor of a particle, the number of high-threshold hits due to transition-radiation
photons is exploited in the particle identification. It particularly helps the identification of electrons and
their distinction from pions in an energy range between 0.5 GeV and 150 GeV.

In order to ensure the stable operation of the TRT straws, the gas mixture is circulated and its quality
monitored continuously. At the end of the Run 1 data-taking, several unrepairable leaks in the services
pipes occurred. This motivated to operate affected modules in Run 2 no longer with the expensive xenon-
based gas-mixture, but with an argon-based one that is significantly less expensive. While no significant
degradation of the tracking performance was observed [152], the argon-based mixture is not expected to
provide appropriate electron identification due to its inefficient absorption of transition-radiation photons.

Other than the silicon detectors the TRT is operated at room temperature.

2.2.2 The Calorimeter

The calorimeter [136], depicted in a cut-away view in Fig. 2.4(a), is composed of a number of sampling
calorimeters that differ (somewhat) regarding the exploited technology and granularity given the various
targeted physics processes and the radiation exposure changing over the large covered pseudorapidity range
of |η| < 4.9. Providing full coverage and being symmetric in φ, it can be roughly divided into an in-
ner electromagnetic (EM) and an outer hadronic calorimeter. The depth of each part is chosen such that
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electromagnetic and hadronic showers are well contained and punch-through into the muon system is min-
imised. The total radial extension in the barrel measures roughly 3 m; corresponding to a thickness of the
EM calorimeter of > 22 radiation lengths (X0) and 9.7 interaction length (λ) of the hadronic calorimeter
at η = 0. The EM calorimeter is further divided into an EM barrel and endcap (EMEC) calorimeter cov-
ering |η| < 1.475 and 1.375 < |η| < 2.5, respectively. The hadronic calorimeter consists of the central
tile barrel and tile extended barrel calorimeters, covering 0 < |η| < 1.7; the hadronic endcap calorimeter
(HEC), located behind the EMEC, and the forward calorimeter (FCal), which also provides electromag-
netic energy measurements, extend its pseudorapidity coverage to |η| < 4.9. All, but the tile calorimeters
that use scintillating tiles, exploit liquid argon (LAr) as active medium for its intrinsic linear behaviour and
radiation-hardness as well as its response stability over time. The LAr calorimeters are housed in three
cryostats, the barrel and the two endcaps; i.e. the EMEC, the HEC and the FCal are sharing one on each
side. In order to minimise the material in front of the calorimeter, the solenoid is accommodated in the
insulating vacuum of the barrel cryostat.

The achieved energy resolution of the EM calorimeter is excellent and improves with increasing energy
of the objects E according to σE/E = 10 %/

√
E ⊕ 0.7 %; the energy resolution of the hadronic barrel and

endcap calorimeters follows σE/E = 50 %/
√

E⊕3 % and of the forward calorimeter σE/E = 100 %/
√

E⊕
10 %.

The EM Calorimeter

Both the EM barrel as well as each endcap consists of two parts: two identical half-barrels, separated by a
small gap at z = 0, and two coaxial wheels with a small boundary at |η| = 2.5, respectively (cf. Fig. 2.4(a)).
Each of the half-barrels is about 3.2 m in length and has an inner (outer) radius of 1.4 m (2 m); both wheels
at each endcap are ∼31 cm long and have an inner (outer) radius of 33 cm (∼2.1 m). The LAr active mate-
rial is interleaved with accordion-shaped lead absorber plates and kapton electrodes over its full coverage
providing complete φ symmetry without any cracks. As indicated in Fig. 2.4(b) showing the sketch of a
barrel module, the accordion waves are running in φ in the barrel and axially in the endcaps; folding angles
(and wave amplitudes) vary with the radius in order to provide uniform performance regarding linearity
and resolution as a function of φ. The thickness of the absorber plates of the order of 1-2 mm decreases
with increasing |η| in order to limit the decrease of the sampling fraction and energy resolution. The two
outer of the three electrode layers are at high-voltage potential, the inner one is used to read out the signal
via capacitive coupling; operated at 2000 V the drift time is about 450 ns.

Figure 2.4(b) furthermore shows for the barrel that the EM calorimeter is segmented both in depth and
in η, with varying granularity. It consists of three layers in depth with decreasing lateral granularity; except
in the inner endcap wheel, where there are only two layers with lower granularity than for the rest. The first
layer is finely segmented along η with ∆η×∆φ = 0.025/8×0.01 in the barrel, allowing the identification of
π → γγ; the granularity in the endcaps and the barrel-endcap transition region is lower. The middle layer
is largest in depth corresponding to 16 X0 designed to collect the dominant fraction of the energy deposited
by an electromagnetic shower. Its typical cell size of ∆η × ∆φ = 0.025 × 0.025 is used to divide the EM
calorimeter into 200×256 towers spanning its full depth; it also provides fast information for the L1 trigger
as described in Sec. 2.2.6. The granularity of the third layer is coarser in η, it is halved with respect to the
second layer, as its main purpose is to collect the tails of the electromagnetic showers; and as such provide
also information to distinguish between electromagnetic and hadronic showers.
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In front of the first layer a presampler is installed within |η| < 1.8 to account for energy lost by electrons
and photons traversing the inner detector and the solenoid; it consists of a thin, instrumented LAr layer.

The Hadronic Calorimeter

The barrel and the extended barrels of the tile calorimeter are 5.8 m and 2.6 m in length, respectively.
Being placed directly outside of the EM calorimeter, they have an inner radius of r ≈ 2.3 m and extend to
r ≈ 4.3 m. Each barrel is composed of 64 wedge-shaped modules of size ∆φ ≈ 0.1; steel plates as absorber
alternate almost periodically with the scintillating tiles with a ratio of approximately 4.7:1 in terms of
volume. The tiles, being oriented normally to the beamline and arranged in rows running radially, provide
almost seamless coverage in φ. The scintillators are read out at two sides of the modules by separate
photomultiplier tubes located at the top of the wedges via wavelength-shifting fibres. Between the barrel
and the extended barrel a gap of about half a meter hosts cabling and services for the ID and the LAr
calorimeters; dedicated modules are used to partially recover the energy lost in the uninstrumented regions.

Also the tile calorimeters are segmented into three layers in depth with thicknesses corresponding to
1.4, 4.1 and 1.8 λ in the barrel and 1.5, 2.6, and 3.3 in the extended barrels, respectively. The segmentation
in ∆η×∆φ is considerably coarser than in the EM calorimeters: the cell size of 0.1×0.1 and twice as coarse
in ∆η in the third layer is sufficient though to measure the energy and the spatial information of hadronic
showers with the required precision; given they tend to be wider than electromagnetic ones.

The HEC covering a pseudorapidity range of 1.5 < |η| < 3.2 overlaps in coverage both with the tile and
the forward calorimeters. Each of its endcaps is subdivided into two independent wheels with outer radii
of ∼2 m. The 25 mm (50 mm) thick copper plates serving as absorbers are interleaved with 8.5 mm wide
gaps containing LAr as active material; using twice as thick absorber plates in the rear wheels results in a
coarser sampling fraction with respect to the inner wheels. For |η| < 2.5 readout cells of ∆η×∆φ = 0.1×0.1
are used; beyond their granularity is halved. The HEC has the ability to also detect muons and measure
any radiative energy loss.

The FCal provides coverage in the very forward region of 3.1 < |η| < 4.9. As can be seen from
Fig. 2.4(a), it is recessed by about 1.2 m with respect to the EM calorimeter in order to limit the neutron
albedo into the ID. Nonetheless it is exposed to high particle fluxes, prompting very small gaps of active
material (LAr). Each endcap is composed of three parts: designed to measure the energy of electromagnetic
and hadronic interactions, respectively, the first uses copper and the other two tungsten as absorber material;
accounting for the high particle fluxes the FCal is exposed to, the LAr gaps in between are very small.

2.2.3 The Muon Spectrometer

As mentioned in the introduction, three toroid magnets deliver a magnetic field to the outermost detector
part, the muon spectrometer [136], which provides tracking and momentum information for particles exit-
ing the calorimeters in the pseudorapidity range |η| < 2.7. The large barrel toroid bends charged particles
(muons) up to |η| < 1.4 parallel to the beamline (in z direction); between 1.6 < |η| < 2.7 the magnetic field
is provided by the two smaller endcap toroids. Their coils are rotated around the beamline such that they
fit in between the barrel toroid’s coils in terms of their position in φ, as indicated in Fig. 2.5(a) showing in
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(a) (b)

Figure 2.5: (a) Cut-away view of the ATLAS muon spectrometer. The various subsystems as well as the magnets
are indicated. (b) Schematic view of the moun-spectrometer structure in the projection onto the bending plane (|η|).
Taken from Refs. [136] and [153], respectively.

a cut-away view the toroid magnets and the muon spectrometer.
Four types of tracking chambers with differing technologies and properties are exploited to provide pre-

cise tracking as well as fast trigger information. Both in the barrel as well as in the endcaps the precision-
chambers are arranged in three layers, also referred to as stations: in form of concentric cylinders around
the beamline with radii of about 5 m, 7 m and 9 m and in large wheels perpendicular to the beamline located
approximately at ±7 m, ±13 m and ±21 m in z direction [153], respectively. As illustrated in the schematic
projection onto the z-y plane in Fig. 2.5(b), the chambers in the endcaps are only located in front and be-
hind the endcap toroids, while in the barrel region chambers are also placed between the coils. Reflecting
the symmetry of the magnets, each layer is divided into eight octants in φ consisting of two sectors with
chambers of slightly differing size; numbered from 1 through 16 running with φ, they are arranged such
that there is a small overlap in the x-y plane maximising the azimuthal coverage. However, there are gaps
in the acceptance: (i) at η = 0 allowing for services to the inside of the detector and (ii) in sectors 12 and
14, at φ = 240◦ and φ = 300◦, respectively, due to the feet of the detector support structure.

Precision measurements of the track coordinates in the bending plane are mainly provided by Monitored
Drift Tube (MDT) chambers, covering |η| < 2.7; only in the innermost station of the endcap for 2.0 < |η| <
2.7 they are replaced by Cathode Strip Chambers (CSCs).

MDT chambers consist of three to eight layers of aluminium drift tubes with a diameter of ∼30 mm
and a central tungsten-rhenium wire at a potential of ∼3 kV; they are filled with an argon-CO2 gas-mixture
(97:3) operated at 3 bar. The maximum drift time is with approximately 700 ns rather long; the on average
achieved intrinsic resolution in the bending plane is with 80 µm (35 µm) per tube (per chamber) however
excellent. Due to the non-linearity of the space-drift time relation of the Ar-CO2 gas-mixture the spatial
resolution of the MDTs degrades at high interaction rates; prompting the usage of CSCs in the innermost
layer of the forward region capable of coping with the challenging rate and background conditions. The
CSCs are multiwire proportional chambers with the wires oriented in radial direction and both cathode
planes segmented into strips, one perpendicular and one parallel to the wires; thus allowing measurements
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of both η and φ coordinates. Since track coordinates are derived by interpolating between the signals of
neighbouring cathode planes (the wire signals are not used) and each chamber contains four CSC planes,
four independent measurements of the coordinates of a traversing particle are obtained.

The maximum drift time of about 20 ns is significantly shorter than for the MDTs and smaller than the
nominal bunch-spacing. In the bending direction an excellent intrinsic resolution of 60 µm per CSC plane
(40 µm per chamber) is achieved; in the non-bending (φ) direction however the resolution is only 5 mm due
to the coarser cathode segmentation.

In order to achieve standalone (i.e. without using ID information) a transverse-momentum resolution
of σpT/pT = 10 %pT at 1 TeV, the relative alignment of the chambers with respect to each other needs to
be of the order of 30 µm; for this purpose an optical alignment-monitoring system is employed.

Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) are exploited to provide fast infor-
mation at the order of 15-25 ns regarding traversing muons to the L1 trigger in the pseudorapidity range
of |η| < 2.4 (cf. Sec. 2.2.6). Furthermore, by also measuring track coordinates in the non-bending plane
they complement the MDT measurements (restricted to the bending plane). RPCs are used in the barrel
(|η| < 1.05) and are arranged in concentric cylindrical layers around the beamline, building three trigger
stations: as can be seen from Fig. 2.5(b), they are placed in front and behind the MDT layer of the mid-
dle station as well as behind the MDT layer of the outermost station. Each RPC consists of two detector
layers, where one detector consists of two parallel electrode plates separated from each other by a 2 mm
insulating spacer; the gap is filled with a C2H2F4-based gas-mixture and is penetrated by an electric field
of about 4.9 kV/mm. Two sets of strips are placed orthogonal to each other to provide read-out of the η and
φ coordinates.

In the endcap regions TGCs are employed for their high-rate capabilities: they are arranged in three
disks, where one (two) are located in front (behind) the MDT wheel of the middle station (cf. Fig. 2.5(b)).
TGCs exploit the same principle as multiwire proportional chambers.

The MS is one of the detector systems that were staged and completed to its initial design during LS1 by
adding missing MDT chambers in the barrel-endcap transition-region [154]. Furthermore, RPC-equipped
MDT chambers were mounted inside two elevator shafts, located in sectors 13 on each detector side, to
recover a ∼1 % acceptance gap. Some of the new MDT chambers rely on smaller tube radii with respect to
the ones described above providing better rate capabilities.

2.2.4 Forward Detectors

Besides the main detector subsystems described in the previous sections aiming at measuring hard-scatter
events with rather centrally produced decay products, the (current) ATLAS experiment also accommodates
four smaller subsystems dedicated to providing coverage of the very forward region. All consisting of two
identical parts located symmetrically at ±z from the interaction point (IP), these are sorted according to
increasing distance: the LUCID, the ZDC, the AFP and the ALFA detectors, where the AFP detector was
installed in two steps during Run 2.

LUCID (LUminosity measurement using Cherenkov Integrating Detector), designed to monitor online
the instantaneous luminosity and beam conditions, but also to measure the relative integrated luminosity
(cf. Sec. 2.2.5), its primary aim is to detect inelastic pp scattering in the forward direction. It is located at
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z = ±17 m in the ATLAS endcap regions with a radial distance of ∼10 cm from the beamline, resulting in
a pseudorapidity coverage of 5.6 < |η| < 6.0 [136, 155]. As already anticipated, after Run 1 the LUCID
system had to be upgraded and was completely replaced, including electronics, by LUCID-2 [156] in
order to cope with the more demanding conditions posed by the higher energy and increased luminosity in
Run 2. Already during most of the 2011 data-taking, the 20 aluminium tubes, with 15 mm diameter and
1.5 m length, making up each LUCID part were operated under vacuum, instead of being filled with C4F10

gas as originally done, to reduce the sensitivity of the Cherenkov detectors mitigating pile-up effects. Based
on the Run 1 experiences, LUCID-2 uses smaller photomultiplier tubes (PMTs) which are located further
away from the beamline: they have a diameter of 10 mm and are located at a radial distance of ∼12.6 cm
resulting in a coverage of 5.56 < |η| < 5.64. Furthermore, simply exploiting the thin quartz windows of the
PMTs as Cherenkov medium, and thus dispensing the aluminium tubes, the PMTs are placed on a support
structure surrounding the beamline.

The main purpose of the ALFA (Absolute Luminosity For ATLAS) detector [136] is to detect elas-
tic pp-scattering events at small angles; and thereby provide the possibility to measure the total cross-
section [157, 158] that is related to the elastic-scattering amplitude in the forward direction (i.e. for Man-
delstam momentum-transfer t → 0) via the optical theorem as well as the absolute luminosity. This re-
quires special beam optics, where the beam is more parallel and less divergent than usual, and the detector
to be located far away from the IP in the z direction and close to the beamline: each AFP arm consists of
scintillating-fibre trackers placed inside two Roman Pots [159], that allow them to approach the beamline
very closely;4 positioned at z = ±240 m their pseudorapidity coverage is |η| > 8.5.

The AFP (ATLAS Forward Proton Detector) detector [160, 161] is designed to measure elastic or
diffractive processes, where one or both protons remain intact and due to moderate energy losses are
scattered at small angles, in dedicated pp collisions with low pile-up. Its program is complementary
to the ALFA one, given that they target different acceptances in terms of beam optics and Mandelstam
momentum-transfer variable t. The AFP is located at z = ±210 m, combining silicon-tracking sensors
with high-resolution Time-of-Flight (ToF) detectors, it is installed in two Roman-Pot stations on each arm,
allowing it to be moved close to the beamline. While the first arm without the ToF detector was installed
during the winter shutdown in 2016, the full system was completed during the one in 2017.

The ZDC (Zero-Degree Calorimeter) detector [136] is located at z = ±140 m from the IP, where the
beam-pipe is split into two independent ones. Each arm consists of one electromagnetic and three hadronic
calorimeter modules. While its primary purpose is to measure neutrons with |η| > 8.3 in AA collisions,
by detecting neutrons and photons in that pseudorapidity range, it increases the acceptance for diffractive
processes and provided an additional minimum-bias trigger at the beginning of Run 1.

2.2.5 Luminosity Determination

The luminosity determination done by the ATLAS collaboration proceeds in two steps, based on two ex-
pressions of the luminosity [155, 162]. For a circular pp collider operated with nb bunch pairs colliding per

4A Roman Pot is a ’container’ in which a detector system can be placed; being connected to the beampipe with bellows, though
separated from the vacuum of the collider by a thin window, it can be moved very close to the beam. [136]
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revolution with frequency fr, the instantaneous luminosity can be written as

L =
µnb fr
σinel

=
µvisnb fr
σvis

, (2.1)

where σinel is the pp inelastic cross-section and µ is the average number of inelastic interactions per bunch
crossing.5 They are related to their visible counterparts, σvis and µvis, via the efficiency ε of the detector
and algorithm providing the measurement of the observed interaction rate per crossing µvis = εµ. In order
to obtain the luminosity estimate, the absolute luminosity scale of that particular detector and algorithm
combination needs to be calibrated, which is equivalent to measuring σvis = εσinel. This is done by
exploiting that the luminosity can also be expressed as function of accelerator parameters:

L =
nb frn1n2

2πΣxΣy
, (2.2)

where n1(2) is the number of protons per bunch in beam 1 (2) and Σx(y) characterise the horizontal (vertical)
beam widths. Combining this expression with Eqs. 2.1 yields

σvis = µvdM
vis

2πΣxΣy

n1n2
, (2.3)

allowingσvis to be measured in dedicated van der Meer (vdM) scans [163, 164], given the bunch-population
product n1n2 is determined separately by the LHC Bunch-Current Normalisation Working Group through
analysing the LHC beam currents (e.g. see Ref [165]). In the vdM scans, the beam separation is varied
in steps, individually in horizontal and vertical direction, and the beam parameters Σx(y) as well as µvdM

vis ,
defined as the maximal visible rate, are extracted; the beam conditions differ from nominal physics runs,
there are fewer bunches, no bunch trains and lower bunch intensities.

Several detectors are exploited to determine the luminosity and the associated systematic uncertainty:
besides the dedicated systems introduced in the previous section, this also includes the ID or the tile and
forward calorimeters, where certain rates sensitive to µvis are measured. Various algorithms have been
developed, ranging from event counting, via hit/particle counting to charge integration [156]; which de-
tectors and algorithms are used, depends also on the µ range. For the 2011 data-taking, the luminosity
was determined based on measurements performed with LUCID, the ID as well as the BCM (Beam Con-
ditions Monitor) [136].6 Measurements in the calorimeters provided cross-checks to the main luminosity
measurement; all results were in good agreement and a total relative uncertainty of 1.8 % was determined.

For the early Run-2 data-taking, the luminosity was solely determined using LUCID-2 (cf. Sec. 2.2.4);
at the time it was the only system able to measure the online per-bunch luminosity accurately for each of
the colliding bunch pairs [156]. The luminosity was measured (preliminary) with a precision of 2.1 % and
3.4 % for the 2015 and 2016 datasets, respectively; the uncertainty for the 2016 dataset was finally reduced
to 2.2 %.

5The average is performed over the nb bunches as well as over one luminosity block (LB). An LB constitutes the basic time unit
for storing luminosity information and is in general of the order of one minute; the assumption is that during that timespan data is
taken under uniform conditions.

6The BCM consists of four small diamond sensors located at z = ±184 cm. Arranged around the beam-pipe it was originally
designed to prevent damage of the ID by monitoring beam losses and to trigger a beam-abort, if thresholds are exceeded, but it
also provides luminosity signals at |η| = 4.2.
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2.2.6 The Trigger System

Due to limitations regarding the computing resources for readout, storage and offline processing of the data,
the ATLAS trigger system [136] is designed to reduce the nominal input rate of 40 MHz to an output rate
of about 200 Hz: only potentially interesting events are selected for recording based on rapidly identifying
certain signatures or topologies, e.g. of muons, electrons or missing transverse energy.

Several upgrades and changes in the trigger system were performed during LS1 [166]: in particular to
cope with the changed LHC conditions, i.e. the increase in centre-of-mass energy and the decrease in the
bunch-spacing (cf. Sec. 2.3) leading to expectedly higher trigger rates, but also to be able to make use of
the newly installed detector systems, the IBL and the additional RPC chambers (cf. Secs. 2.2.1 and 2.2.3).

In Run 1 the trigger system was composed of three levels of event selection: the hardware-based Level-1
(L1) and the software-based Level-2 (L2) and event filter (EF) collectively referred to as High-Level Trigger
(HLT); they use partial and full event information, respectively. In Run 2, L2 and EF were merged, allowing
in particular a better sharing of the available resources, but also hardware and software simplification.

The L1 trigger was designed to reduce the input rate to 75 kHz until the HLT processing farm was
upgraded to cope with 100 kHz, which happened as foreseen during LS1. Indeed, the L1 rate was always
kept below 60 Hz during the 2011 data-taking [167], and did not exceed the nominally allowed rate during
Run 2.

In nominal conditions the L2 trigger was supposed to reduce the rate to 3 kHz; in 2011 it was always
below 5 kHz. While the design output rate for recording was 200 Hz, it was possible to already increase
the limit during Run 1 to 400 Hz and further to 1 kHz in Run 2.

The L1 trigger decision is based on coarse-granularity measurements provided by a limited set of the
detector subsystems, i.e. the EM and hadronic calorimeters as well as the muon trigger chambers, RPC
and TGC. The L1 calorimeter trigger [168] aims to identify localised energy depositions compatible with
high-ET objects such as electrons, photons, jets, and hadronically decaying τ-leptons or event topologies
with large (missing) transverse energy. For this purpose it evaluates the total energy deposited in cells of
the EM and hadronic calorimeter within trigger towers, i.e. detector regions corresponding to 4× 4 the cell
area in η × φ of the middle layer of the EM calorimeter as illustrated in Fig. 2.4(b).
The L1 muon trigger aims to find hit patterns expected for high-pT muons stemming from the interaction
region. This is done by identifying hit coincidences between the various trigger stations: hits are required
to lie within roads, i.e. envelopes containing the trajectories of muons with a certain pT from the nominal
interaction point. Since this effectively defines a pT threshold, the system design allows to apply several
such thresholds simultaneously.
While the final decision of the L1 trigger is solely based on the multiplicity of objects above predefined
ET/ pT thresholds, it also provides information on the trigger object’s location in the detector defining
Regions-of-Interest (RoIs).

After being accepted by the L1 trigger, events are processed by the HLT exploiting all detector sub-
systems and their full granularity. In Run 1 the L2 trigger decision was based on fast processing partial
detector information restricted to the RoIs using custom online algorithms; at the EF the full detector in-
formation is available and reconstruction algorithms similar to the offline ones, discussed in Chap. 3, are
used. In Run 2, where the merging of the L2 and EF farms removes the rate limitation between the two
steps, providing higher flexibility of the algorithms to exploit information provided within the RoIs or the
full detector, most HLT triggers still rely on a very similar two-staged approach in order to reduce the
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processing time.
The configuration of the trigger system is done via a collection of trigger chains or triggers that, defined

by a certain event signature, specify the reconstruction sequence and selection steps from the L1 to the HLT.
By changing the selection criteria and thresholds applied to the objects, the trigger rates can be controlled.
For certain signatures, e.g. jets or missing transverse momentum, this might not be sufficient to ensure a
constant rate and the related triggers are prescaled by a factor N: only 1 in N events passing the trigger
selection are also accepted for readout. However, all of the single-object triggers used to collect the data
on which the analyses presented in Chaps. 4 and 5 are based, are unprescaled; targeting final states with at
least one electron, one muon or large missing transverse momentum they are discussed somewhat further
in Secs. 3.5, 3.6 and 3.9, respectively.

2.2.7 Detector Simulation

Simulated datasets constitute an important tool for most of the physics analyses and performance studies
carried out by the ATLAS collaboration and in particular for the analyses described in this thesis. In order to
be able to treat the simulated data in the same way as the real data, regarding object and event reconstruction
as well as analysis, the detector and the interaction of the generated decay products of a certain physics
process with it,7 need to be simulated as well. This simulation step is followed by the digitisation step,
where the hits produced in the simulation are converted into detector responses (digits).

The simulation of the ATLAS detector (response) [169] is built from databases containing in addition
to the detector geometry also information regarding the data conditions as well as detector imperfections
etc. and is integrated into the ATHENA framework [170]. A detailed (“full”) simulation exploits the
Geant4 [171] toolkit to describe interactions between particles as well as particles and the detector ma-
terial. Its precise description of the large and complex detector geometry and the interaction processes,
however, requires large computing resources and limits the size of the simulated samples, that can be pro-
cessed in a timely manner; this prompts the complementary exploitation of fast (and less evolved) simula-
tion programs to provide high statistics datasets. Currently, the ATLFAST-II (AFII) package is employed
for this purpose, which uses the Fast Calorimeter Simulation (FastCaloSim) [172] for the calorimeter sim-
ulation, while Geant4 is used to simulate the inner detector and the muon spectrometer response. This
combination of fast and full simulation reduces the overall simulation time by roughly one order of magni-
tude while reproducing key features of the reconstructed object properties [173]. FastCaloSim exploites a
simplified description of the calorimeter geometry, that is also used by the reconstruction software, as well
as parametrisations of the energy responses and distributions in the calorimeter, based on Geant4 simula-
tions of single photons, electrons and charged pions; while most calorimeter objects are well reproduced,
FastCaloSim fails to describe topo-clusters, used to reconstruct hadronic showers, properly (cf. Chap. 3.2).

2.3 Data-Taking during 2011 and 2015/2016

As mentioned in the introduction, the datasets on which the analyses described in Chaps. 4 and 5 are based,
were collected with the ATLAS experiment in pp collisions at centre-of-mass energies of

√
s = 7 TeV and

√
s = 13 TeV in the years 2011 and 2015/2016, i.e. during Run 1 and Run 2, respectively. Figure 2.6(a)

7For a basic introduction of the generation of pp events, see Sec. 1.4.
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Figure 2.6: (a) Comparison of the cumulative delivered luminosity during stable pp collisions versus the month
during data-taking in the years 2011-2017. (b) Luminosity-weighted distribution of the mean number of inelastic
interactions per pp bunch-crossing µ in the years 2015 and 2016. It is obtained from the instantaneous per-bunch
luminosity via Eq. 2.1 with σinel = 80 mb. Taken from Ref. [174].

shows a comparison of the cumulative luminosity delivered by the LHC as function of the month for
the various years of data-taking between 2011 and 2017. While the typical number of protons in the
colliding bunches varied only slightly and is close to the design value of 1.15 ·1011, the number of colliding
bunches (nb) as well as the bunch spacing changed over the years; this together with optimised beam
parameters resulted in a change of the peak values of the instantaneous luminosity and the average number
of inelastic interactions per bunch crossing µ (cf. Eqs. 2.2 and 2.1).

In 2011, the ATLAS experiment collected data between March and end of October, where the LHC
was operated with 50 ns bunch spacing and collided at most 1331 bunch pairs, reaching a peak luminosity
of 3.65 · 1033cm−2s−1. In 2015 and 2016, the LHC was nominally running with 25 ns bunch spacing and
colliding up to 2232 and 2208 bunch pairs, reaching peak luminosities of 5.0 · 1033cm−2s−1 and 13.8 ·
1033cm−2s−1, respectively; the latter being well above the design value. The data-taking period in 2015
was rather short, only from August until November, while it lasted from April until November in 2016.

In all three years, the recorded dataset corresponds to 93 % of the total integrated luminosity delivered
by the LHC from the beginning of stable beams until the end of the recording by the ATLAS experiment; the
loss is due to an inefficiency of the data-acquisition system as well as the “warm start” of the detector (only
once stable beams are reached in the LHC, the high-voltage in the tracking detectors is ramped up and the
preamplifiers of the pixel detector are turned on). The data finally analysed by the reported measurements
is yet another subset: namely events recorded during times, where all relevant detector components were
fully operational, and in which all reconstructed physics objects fulfil certain data quality criteria. The total
integrated luminosities correspond to 83 %, 76 % and 85 % of the luminosities delivered during the 2011,
2015 and 2016 data-takings, respectively; the losses in the 2015 and 2016 datasets were, for example, due
to neglected runs, where the IBL was not included and the toroid magnet not functional, respectively [175].
The luminosity is determined as described in Sec. 2.2.5 with total relative uncertainties of 1.8 %, 2.1 %.
and 3.4 % in 2011, 2015 and 2016, respectively.
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2011 2015 2016
Centre-of-mass energy

√
s [TeV] 7 13 13

Maximum number of colliding bunch pairs (nb) 1331 2232 2208
Nominal bunch spacing [ns] 50 25 25
Average µ 9.1 13.7 24.9
Peak µ 31.4 36.4 51.8
Peak luminosity [1033cm−2s−1] 3.65 5.0 13.8
Total integrated luminosity, ready for analyses [fb−1] 4.6 3.2 32.9

Table 2.1: Summary of the parameters characterising the datasets collected in pp collisions during the years 2011,
2015 and 2016. Average µ refers to the bunch-averaged pile-up parameter (cf. Eq. 2.1), and the total integrated
luminosity indicates the remaining dataset after requiring basic quality criteria (see text).

As a result of the high instantaneous luminosities, several pp collisions occur per bunch crossing: for
the 2015 and 2016 datasets the luminosity-weighted distributions of µ are shown in Fig. 2.6(b); they are
obtained via the relation in Eq. 2.1 from the measured per-bunch luminosities and taking σinel = 80 mb.
While the mean of the average inelastic interactions per bunch crossing in the 2015 and 2016 datasets is
13.7 and 24.9, respectively, there occurred also runs with a µ of up to ∼36 and ∼52.8 This is a significant
increase with respect to the 2011 data-taking, where the average µ was already 9.1 and a maximum of ∼31
was observed.

The effect of multiple interactions on the analysis of hard-scatter events is referred to as pile-up. In
order to distinguish the impact from additional pp collisions in the same and from neighbouring bunch
crossings, they are also denoted as in-time and out-of-time pile-up, respectively. The latter poses an issue
to detector systems, where the read-out time is long compared to the bunch-spacing time, e.g. in the LAr
calorimeter (cf. Sec. 2.2.2). While µ is used as a measure of the out-of-time pile-up activity, the amount of
in-time pile-up is estimated by the number of reconstructed primary vertices in an event (cf. Sec. 3.1).

All discussed characteristic parameters describing the analysed datasets are summarised in Table 2.1.

8As defined in Sec. 2.2.5, µ itself is already an average over all bunch-crossings in each LB.





3 Reconstruction and Identification of Physics Objects
at the ATLAS Experiment

Particles emerging from the pp collisions traverse the ATLAS detector and, if interacting, lead to hits
in the tracking detectors and/or energy deposits in the calorimeters. This raw data is then processed in
several steps by various, sophisticated reconstruction and identification algorithms implemented in the
ATHENA framework [170] in order to finally identify the measured signals with physics objects, such
as electrons or jets, defined by relatively few parameters. Combining all possible information from the
various subdetectors results in high identification efficiencies and background rejections as well as optimal
four-momentum reconstructions; it even allows to infer the presence of non-interacting particles from a
momentum imbalance in the transverse plane.

This chapter gives an overview of the essential reconstruction and identification steps starting from
high-level detector information, tracks and clusters, and leading to the definition of the physics objects
employed in the physics analyses presented in Chaps. 4 and 5; particular emphasis is given to the recon-
struction of three types of jets (Sec. 3.3) and the identification of b jets (Sec. 3.4). While the focus lies
on the description of the offline reconstruction and identification, the corresponding approaches exploited
by the triggers (cf. Sec. 2.2.6), used to collect the analysed datasets, are also briefly reviewed. Besides
introducing the various methods, studies of their performance and the procedures to correct the efficiencies
and scales in simulation in order to match the ones observed in data are discussed, as well as the associated
systematic uncertainties that need to be considered in the reported analyses.

Given the two analyses are based on the 2011 and 2015+2016 datasets, respectively, the exploited
reconstruction methods differ: they got improved and adapted to the changed collision and detector con-
ditions (cf. Chap. 2); the findings of the performance measurements, whose strategies also evolved over
time, might also differ. The description concentrates on the commonalities and, where necessary, on the
more recent procedures and results used for the 2015+2016 dataset, while significant differences between
the years are mentioned explicitly.

3.1 Track and Vertex Reconstruction

The reconstruction of tracks from hits in the tracking detectors1 caused by traversing charged particles con-
stitutes an important ingredient to their reconstruction and identification as well as the reconstruction of the
hard-scatter vertex described in the subsequent sections and below, respectively. The ATLAS detector has
two independent tracking systems, the inner detector (ID) and the muon spectrometer (MS) (cf. Secs. 2.2.1
and 2.2.3, respectively). As the latter is only used in the reconstruction of muons, the track reconstruction
based on hits in the MS is introduced in the context of the muon reconstruction in Sec. 3.6, and it follows

1Hits refer to clusters in the silicon detectors and drift circles in the TRT.
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a description of the track reconstruction and vertex finding of the ID.

There are currently two sequences of track-reconstruction algorithms [176, 177] employed, the main
inside-out and a consecutive outside-in track-reconstruction approach.2 The former is designed to effi-
ciently reconstruct tracks of primary charged particles produced in the hard-scatter interaction or stemming
from decays of short-lived particles; it starts in the silicon detectors and performs the track building towards
the outer border of the ID. Taking the opposite approach starting from information of the TRT left unused
by the inside-out sequence, the latter targets particles emerging from decays of long(er)-lived particles or
photon conversions tending to not have sufficient hits in the silicon detectors required by the former.

The inside-out sequence starts by creating three-dimensional measurements, space-points, from the hits
in the silicon detectors. Sets of three space-points function as seeds for the building of track candidates:
based on the seed direction a window search is performed and a combinatorial Kalman filter [178] is
exploited to associate hits to emerging track candidates. Generally, a high number of track candidates
are found, many of which share measurements, are incomplete or are fake tracks based on measurements
originating from several particles. Therefore, before performing the extension into the outer TRT and
the track refit employing the full information of all three tracking detectors, ambiguities are resolved by
employing a scoring schema [179] based on simple measures of the track quality.

The reverse outside-in sequence starts from track segments in the TRT that are built from candidates
identified with a standard Hough transform [180] using also a combinatorial Kalman filter; hits used by the
inside-out approach are neglected. By back-tracking, i.e. adding subsequently silicon hits, the segments
are extended inwards and tracks are built exploiting information missed by the first approach.

Reconstructed tracks are required to have a minimum transverse momentum (pT) of 400 MeV [181];
additional quality criteria, e.g. regarding the number of hits in the silicon detectors,3 as well as association
to the primary vertex (see below), are employed to ensure only well reconstructed tracks are considered.
Somewhat depending on the required criteria, the pile-up activity as well as the track transverse momen-
tum and pseudorapidity, the reconstruction efficiency for tracks from primary particles using the inside-out
sequence is at the level of 80 % [181, 182].

For Run 2 the ambiguity solving of the inside-out sequence was revised in order to optimise the track-
reconstruction performance in dense environments [183], e.g. inside high-pT jets, as exploited in searches
for new heavy resonances such as the one presented in Chap. 5, considering also the additional information
provided by the inclusion of the IBL (cf. Sec. 2.2.1). The reconstruction efficiency of tracks in the core of
high-pT light (b) jets is improved at the level of 10 % (14 %); resulting in a relative increase of the b-tagging
efficiency by 7-13 % for a given mistag rate of the IP3D algorithm for jets with pT > 100 GeV in simulated
Z′ events (cf. Sec. 3.4).

Based on tracks fulfilling certain quality criteria the primary interaction point, the primary vertex, of

2There is also a third sequence, the second stage pattern recognition, which is dedicated to the finding of V0 vertices, kink objects
due to bremsstrahlung and their associated tracks.

3In Run 2, standard (loose) quality criteria comprise of: (i) at least seven silicon hits, (ii) no more than one silicon hit shared by
multiple tracks, where SCT hits are weighted by a factor 0.5, (iii) no more than one (two) missing hits in the pixel (SCT), where
a hit is expected.[182] Tracks employed by the electron and muon reconstruction usually need to fulfil stricter criteria which are
optimised individually to yield maximal performance.
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the hard-scatter event is reconstructed using an iterative vertex finding approach [184]. Due to colliding
bunches of protons and the significant inelastic cross-section, several primary vertices are reconstructed in
a triggered event: the one with the highest sum of the squared pT of the associated tracks is identified with
the hard-scatter vertex; all other vertices are referred to as pile-up vertices.

The selection of tracks likely stemming from the hard-scatter vertex is mainly based on two variables,
the transverse and longitudinal impact parameters. Denoted d0 and z0, respectively, they define for a track
at its point of closest approach to the centre of the detector in the transverse plane the distance in the
transverse plane as well as to the primary vertex in the z direction [184]. 4 Expressing z0 initially relative
to the beam-spot centre [185] the global maximum of its distribution of all considered tracks, serves as seed
to the vertex finding. The vertex position is then determined using the Adaptive Vertex Fitter [186] that also
refits the tracks with the constraint that they originate from that vertex; tracks found to be incompatible by
more than seven standard deviations are used to seed a new vertex. The procedure is repeated until either all
tracks are associated with vertices or no further vertices can be built which requires at least two associated
tracks.

Considering only vertices with at least three (two) associated tracks with pT > 400 MeV as done for the
analyses performed using 2011 (2015/16) data described in this thesis (cf. Chaps. 4 and 5), assures recon-
struction efficiencies of more than 90 (85) % depending on the number of associated tracks and additional
vertices from pile-up interactions [181, 187].

3.2 Clustering of Calorimeter Cells

Electromagnetically and hadronically interacting particles usually deposit their energy in several cells of
the calorimeter (cf. Sec. 2.2.2), both in the lateral and the longitudinal direction. Two different algorithms
are used at the ATLAS experiment to group associated cells into clusters. Each cluster contains at best, but
not necessarily, the total deposited energy of one particle: the sliding-window [136] and the topological-
clustering [188] algorithms. Clusters built with the former are of fixed size in η×φ, allowing a very precise
cluster energy calibration [189]; they constitute the starting point of the reconstruction of central electrons
(and photons) and are thus further discussed in the context of Sec. 3.5. The latter algorithm is particularly
efficient regarding noise suppression in clusters with a large numbers of cells; the resulting topological
clusters, topo-clusters, are used as input to the reconstruction of jets, hadronically decaying τ (τhad) leptons
and the missing transverse momentum as described in subsequent sections.

Calorimeter cells are collected into topo-clusters according to a “spatial signal-significance pattern” [188],
where the significance is defined as the absolute ratio of the cell energy and the average (expected) noise
measured at the electromagnetic (EM) energy scale.5 Cells with a significance greater four serve as seeds
to the cluster-forming; neighbouring cells in all three dimensions are collected into the proto-cluster and,
if their significance exceeds two, their neighbours as well. Two proto-clusters are merged if (i) a direct
neighbour is a seed cell itself or (ii) two seed cells share a direct neighbouring cell. Applying this proce-
dure iteratively to further neighbours, the cluster formation stops once one set of neighbouring cells with
significances less than or equal two are collected.

4In Run 2 the beamline served as reference, accounting for the tilt of the beam.
5Using the absolute significance as measure, also allows cells with negative energies, mainly caused by fluctuations due to pile-up
interactions, to serve as seed; in which case often also the total cluster energy becomes negative. For reconstructing physics
objects, however, only clusters with a positive net energy are considered.
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Since in the cluster formation spatial signal structures are not taken into account explicitly, proto-
clusters might be built from signals belonging to two or more particles. This is remedied by splitting
proto-clusters with two or more local maxima, i.e. cells with energies above 500 MeV, guided by energy
distributions provided by the highly granular electromagnetic calorimeters; cells can only be shared by at
most two (highest-energy) proto-clusters. The obtained proto-clusters are the topo-clusters used as input
for the object reconstruction.

The EM scale at which the topo-cluster energy is determined, describes correctly the energy deposited
by electrons or photons, but not by hadrons, due to the non-compensating character of the ATLAS calorime-
ters. While therefore the energy-scale calibration of the reconstructed physics objects is particularly impor-
tant, when there is a significant hadronic component, as is the case for jets or τhad leptons (cf. Secs. 3.3 and
3.8), it is also beneficial to have a calibration scheme that does not make particular assumptions regarding
the kind of physics object the topo-cluster might belong to, e.g. for the Emiss

T reconstruction (cf. Sec. 3.9).
The local hadronic cell weighting (LCW) calibration makes such an attempt [188]: exploring topo-cluster
information sensitive to the nature of the shower, they are classified as electromagnetic or hadronic, and
topo-cluster moment-dependent calibrations derived using simulations of single pions and tested in situ
using test-beam data, are applied to correct the effects of (i) the non-compensating calorimeter response to
hadrons, (ii) accidental energy losses due to noise threshold effects inherent to the clustering strategy, and
(iii) energy loss due to passive material.

3.3 Reconstruction and Classification of Jets

3.3.1 Jet Definitions

Due to the nature of QCD, coloured objects, quarks and gluons, cannot be observed directly; they frag-
ment and hadronise almost immediately after they are produced, leading to collimated sprays of energetic
(colour-neutral) hadrons, referred to as jets.6 Jet algorithms provide a “jet definition” [190], i.e. a set of
rules for grouping particles into jets, involving a distance measure(s), and a recombination scheme de-
termining how to assign a momentum to the resulting jet, that reflects the characteristics of the original
parton. A good jet definition yields a common representation, if applied to different kinds of inputs, such
as experimental measurements and simulated particles. All jets used in this thesis are reconstructed using
the anti-kt algorithm [191] implemented in the FastJet package [192]: it is a sequential recombination jet
algorithm that, being infrared and collinear safe, “behaves like an ideal cone algorithm” [193].

Defining the distance di j between two “particles” i and j as

di j = min
(
k2p

Ti , k
2p
T j

) ∆R2
i j

R2 , (3.1)

and the distance diB between particle i and the beam B

diB = k2p
Ti , (3.2)

6The only exception is the top quark which decays before the process of hadronisation sets in.



3.3 Reconstruction and Classification of Jets 61

where ∆Ri j is the angular distance between the two particles, kTi/ j their transverse momenta and R the
radius parameter, the jet definition of the anti-kt algorithm is obtained for p = −1; the parameter p governs
the relative power of the energy versus the geometrical scales, setting p = 1 yields the definition of the kt

algorithm [194, 195]. The clustering then proceeds as follows: for each particle i, (i) compute diB and all
di j, (ii) identify the smallest of the distances, (iii) if it is a di j recombine i with j into a single new particle,
else consider i to be a jet and remove it from the list of particles, (iv) in either case, return to (i) unless no
particles are left.

The key property of the anti-kt algorithm is that the jet shape is resilient with respect to soft radiation,
while being flexible with respect to hard radiation.7 Whether reconstructed jets reflect in addition to the
characteristics of the original (single) parton, also the event topology, depends on the chosen radius param-
eter R. The optimal value of R poses a trade-off between capturing perturbative (soft) radiation preferring
larger radii and excluding contamination from the underlying event and pile-up, favouring smaller radii
(cf. e.g. Ref. [196]); partons stemming from the decay of boosted objects, e.g. the Higgs boson, might be
too collimated to be resolved individually and rather form a single jet, however, with substructure.

Therefore, there are three different types of jets exploited in the analyses presented in this thesis, jets re-
constructed from topo-clusters (cf. Sec. 3.2) (i) at the EM scale with radius parameter R = 0.4, also referred
to as small-R jets, and (ii) at the LCW scale with radius parameter R = 1.0, referred to as large-R jets, as
well as (iii) track jets with radius parameter R = 0.2 reconstructed from high-quality ID tracks identified
to stem from the hard-scatter vertex (cf. Sec. 3.1).8 While jets of types (i) and (ii) are exploited to recon-
struct single partons and boosted objects decaying to (pairs of) partons, respectively, and thus need to be
able to provide good approximations of the original particles properties, i.e. four-momentum, track jets are
exclusively used to resolve the substructure of the large-R jets (in particular regarding their heavy-flavour
content (cf. Secs. 3.4 and 5.4.2)), relying on their excellent directional resolution and pile-up resilience.
They are associated with large-R jets by means of the ghost-association technique developed to determine
the jet area [197]: “ghosts”, infinitely soft (pseudo-)particles (here corresponding to the track jets with
their pT set to a negligible amount, basically only preserving their direction) are added as input to the jet
reconstruction without perturbing its outcome; if clustered inside the jet, they are considered associated.

The impact of soft radiation, stemming from e.g. the underlying event or pile-up interactions, on the
measurement of the jet properties is (further) mitigated via two approaches that differ for small-R and
large-R jets; techniques to suppress (small-R) pile-up jets are discussed in Sec. 3.3.3. In the case of
small-R jets their measured energy is corrected based on the expected contamination as described in more
detail below; in the case of large-R jets the (soft) radiation contaminating each jet is individually identi-
fied and removed, by resolving the (hard) substructure. This latter approach is generally referred to as jet
grooming [198]; the large-R jets used in this thesis are groomed with the trimming algorithm [193]: here
(i) the constituents of a large-R jet are reclustered using the kt algorithm with radius parameter Rsub < R,
(ii) the transverse momentum pi

T of each subjet i is evaluated and (iii) if pi
T < fcut · pT, i.e. smaller than

7This can be understood by considering three representative distances ∆R12 between two hard particles 1 and 2, i.e. (i) ∆R12 ≥ 2R:
each of them clusters all soft particles within a circle of radius R, resulting in two perfectly conical jets (with jet areas πR2), (ii)
R < ∆R12 < 2R: if (a) kT1 � kT2: results in one conical jet 1 and one partly-conical jet 2, if (b) kT1 ≈ kT2: results in two jets
both with clipped cones, where the overlapping part is shared according to kT1/kT2, and (iii) ∆R12 < R: 1 and 2 (together with all
soft particles) cluster into one single jet - they are merged -, which (a) for kT1 � kT2: is conical and centred around k1, (b) for
kT1 ≈ kT2: has a more complex shape.

8In fact, the tracks are either required to be a constituent of the hard-scatter vertex or satisfy |z0 sin(θ)| < 3 mm.
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a predefined fraction of a chosen hard scale such as the pT of the (ungroomed) large-R jet, subjet i is dis-
carded and (iv) the remaining subjets are assembled to form the trimmed large-R jet; the used parameters
are Rsub = 0.2 and fcut = 5 % [199]. The kt algorithm is used for the reclustering of the subjets as it also
allows soft particles to become jets; other than the anti-kt algorithm, which, starting to cluster from the
hard particles, tends to create an imbalance by allocating most of the energy to one subjet.

3.3.2 Jet Energy and Mass Scales and Resolutions

A calibration procedure is employed aiming to restore the jet energy scale (JES) of small-R and large-R jets,
as well as the jet mass scale (JMS) of the latter, to that of jets reconstructed from simulated stable particles,
i.e. particle jets. The calibrations address not just the calorimeter non-compensation (cf. Secs. 2.2.2 and
3.2), but also several other effects, namely energy lost in inactive detector regions (dead material) or at
the outer edge of the calorimeters (leakage), due to the noise threshold and other effects inherent to the
topo-clustering strategy, due to energy not captured by the jet clustering (out-of-cone leakage), as well as
pile-up effects in the case of small-R jets. Therefore, the JES calibration of small-R jets is quite evolved
and comprises of several steps detailed below; in the case of large-R jets the calibration is particularly
focused on improving the jet mass both in terms of scale and resolution (JMR) given that the spectrum may
be studied in the context of searches for new physics in boosted scenarios (cf. e.g. Chap. 5).

Small-R Jets: JES

The JES calibration of small-R jets proceeds in Run 2 in six steps [200], starting with (i) the origin cor-
rection: here the η resolution is improved by recalculating the jet four-momenta so that they point to the
hard-scatter primary vertex instead to the centre of the detector, without changing the jet energy. It is fol-
lowed by two corrections addressing the energy contamination due to in-time and out-of-time pile-up [201]:
(ii) the jet area-based correction [202], which is an event-level jet-by-jet correction based on the jet area
A, a measure for the jet’s susceptibility to the soft contamination (“diffuse noise”) in the event, and ρ, an
estimate of the amount of contamination present: using jets reconstructed from topo-clusters with the kt al-
gorithm with radius parameter R = 0.4, ρ is determined in each event as the median of pT/A of all jets found
in the central region and referred to as pile-up pT density. As the corrected pT still shows some dependence
on NPV, the number of reconstructed primary vertices (PV), and µ, the average number of interactions per
bunch crossing (cf. Eq. 2.1), which are sensitive to the in-time and out-of-time pile-up activity, respec-
tively, a (iii) residual pile-up correction is applied. It is derived by determining the difference between the
jet-area corrected, reconstructed pT and the matched particle jet pT in simulation not subjected to pile-up
contamination; the dependence on NPV and µ is found to be approximately linear and independent of one
another. Therefore, the pile-up corrected pT can be written as

pcorr
T = preco

T − ρ · A − α · (NPV − 1) − β · µ. (3.3)

The next step, (iv) the absolute JES and η calibration [203], corrects the reconstructed (origin- and
pile-up corrected) jet four-momenta to the energy scale at particle level and accounts for biases in the η
distribution of jets caused by changing energy responses in the transition between calorimeter geometries
or technologies. Employing isolated particle jets from a sample of simulated dijet events, the correction
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Figure 3.1: Data-to-simulation ratio of the in-situ response of small-R jets as function of the jet transverse momentum
determined in Z+jet, γ + jet and multijet events. In addition to the final combined correction with its statistical and
total uncertainty, also the results of the individual measurements performed with 2015 data at

√
s = 13 TeV are

shown. Taken from Ref. [200].

factors are derived as the inverse of the average energy response9 as function of the reconstructed jet
energy and the average difference between the true and the origin-corrected jet η in bins of the detector
η, respectively. While the latter are very small for most regions of the detector, except in the transition
regions, the former can take values of up to 2 for low pT jets in the central detector region.

A remaining dependence of the JES on jet properties related to the jet’s particle composition and inter-
nal energy distribution that differ depending on the initiating parton, in particular between quarks and glu-
ons, is addressed by (v) the global sequential (GS) calibration [203]. The correction applied sequentially
based on five calorimeter, track and muon track-segment observables, without considering correlations,
aims at removing the dependence of the average jet-pT response on them, while conserving the overall
JES; i.e. its main effect is to improve the jet energy resolution (JER).

Finally, in a last step differences in the jet response between data and simulation are reduced by (vi)
the in-situ calibration. Based on comparing the pT balance of a (probe) jet against other well-measured
reference objects in data and simulation, it can be divided in two steps: (a) the η-intercalibration [204]
exploits dijet events to obtain a residual correction for jets in the forward region by using well-measured
central jets as probes; (b) three other in-situ calibrations relying on photons, leptonically decaying Z bosons
and a system of well-measured low-pT jets [204] as probes are statistically combined in order to calibrate
central jets over a wide pT range. The combined data-to-simulation ratio of the in-situ response, defined
as the average ratio of the momenta of the probe jet and the reference object, as function of the jet pT is
shown in Fig. 3.1; its inverse is applied as correction to the data: it amounts to about 4 % for low-pT jets
and decreases to 2 % at 2 TeV. The individual results obtained from the three different methods are shown
alongside: governing different pT regimes, they show good agreement in the overlapping regions.

Jets used in the analysis based on 2011 data (cf. Chap. 4) are calibrated with a slightly different, some-
what less evolved procedure [204]: most importantly the steps (ii) and (v) were not present, i.e. the area-
based pile-up and the GS correction were not applied, and a pile-up correction similar to the residual

9The average jet energy (and similarly pT) response is defined as R =
〈
Ejet/Etruth

〉
and the corresponding resolution as σR/R.
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correction in Run 2 was used. The in-situ correction was found to be a bit lower; such a difference is
not unexpected given changes in the detector (“PMT down-drift” in the tile calorimeter) and its simula-
tion [200].

JES uncertainties On the final calibration a set of systematic uncertainties is assigned that is propagated
from the individual calibration steps as well as derived from additional studies. In the context of calibration
steps (ii) and/or (iii), three (four) systematic uncertainties are considered to account for mismodelling of
NPV, µ, (ρ) and a pT dependence of the residual terms neglected in Eq. 3.3 in the calibration for 2011
(Run 2) data. While the uncertainty on ρ is evaluated by varying the underlying event contribution by
changing the event generator used to simulate the sample, the uncertainties on NPV and µ are determined
from the difference between the residual calibration obtained in simulation and in data as observed in in-
situ validation studies [203]. Repeating the absolute JES and η calibration, step (iv), for a simulated sample
relying on the fast AFII detector simulation (cf. Sec. 2.2.7) a small non-closure is found, most pronounced
for forward jets at low pT; it is assigned as an additional systematic uncertainty for AFII samples. By
resolving the dependence of JES on the number of muon-track segments ghost-associated with the jets
in the context of the GSC, step (v), the energy-response distribution of punch-through jets, i.e. high-pT

jets that are not fully contained in the calorimeter, is improved. However, an associated uncertainty is
derived as the maximum difference between the jet response in simulation and in data determined using a
dijet tag-and-probe method [203]. The majority of uncertainties (67 in Run 2) stems from the final step,
the in-situ calibration: in addition to statistical uncertainties, for all calibrations the effect of changing the
program to simulate the sample as well as the event selection dedicated to obtain the required back-to-
back topology is evaluated and assigned as systematic uncertainty. For the η-intercalibration additional
uncertainties are considered to cover the impact of pile-up and to account for a non-closure of the method
in the 2.0 < ηdet < 2.6 region [200]. Affecting only the Z/γ+jets in-situ calibrations, the uncertainties
related to the electron, muon and photon reconstruction are propagated (cf. Secs. 3.5 and 3.6).

Furthermore, systematic uncertainties related to the jet flavour and the extrapolation to high-pT jets are
considered. The latter is assigned to jets with pT greater 2 (1) TeV in Run 2 (2011) data given that even
the in-situ method exploiting a system of well-measured low-pT jets as probes becomes statistically lim-
ited in this regime; it is determined from single-hadron response measurements [203]. As the jet response
of light quark, b quark and gluon-initiated jets differs an uncertainty on the flavour composition is taken
into account. While generally analysis-dependent in Run 2, if not stated otherwise, a 50:50 composition
of quarks and gluons is assumed and a conservative uncertainty of 100 % assigned [200]; for 2011 anal-
yses results for representative samples, e.g. an inclusive sample of dijets, are provided as well as related
uncertainties obtained from generator comparisons [203]. Also the impact of a mismodelling of the jet
response for each of the jet flavours is accounted for by systematic uncertainties derived by comparing
the predictions made by different generators, in particular regarding the hadronisation model and parton
showering. For 2011 data more sources of uncertainties on the jet response of b jets are considered, namely
the b fragmentation, soft radiation and dead material in the detector.

Finally, for 2011 data another systematic uncertainty is considered related to close-by effects; taking
into account that the JES determination is only done for isolated jets, the jet response is studied for nearby
jet activity as function of the angular distance and an uncertainty is assigned from the comparison to the
track-jet response and the differences found in data and simulation [203].
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Figure 3.2: Fractional jet energy scale (JES) uncertainty for central small-R jets as function of the jet pT for (a)
2011 data and (b) 2015+2016 data; the calibration started from the EM scale. The various groups of contributions
are introduced in the text and apply to inclusive samples of dijet events. Systematic uncertainties due to the in-situ
calibration are referred to as (b) “Baseline in situ JES” and (b) “Absolute (Relative) in situ JES”, where “Relative”
stands for the η-intercalibration. In Fig. (a) the uncertainty on the JES of b jets is not included. Taken from Ref. [204]
and [200], respectively.

Figures 3.2(a) and (b) show the relative total JES uncertainty for central jets in inclusive samples of dijet
events obtained for 2011 data and in Run 2, respectively, as function of the jet pT. The contributions from
the various discussed sources grouped into certain subsets are shown as well; in Fig. 3.2(a) the uncertainty
related to the response of b jets which is at the level of 2 % is omitted. The total uncertainty is with 6 (4.5) %
largest at low pT; it decreases with increasing pT down to about 2 (1) % before it rises again sharply at
1 (2) TeV due to the large single-hadron response uncertainty in 2011 data (Run 2). With respect to η the
uncertainty is fairly constant, except in Run 2 for the range of 2.0 < ηdet < 2.6, due to the non-closure
uncertainty of the η-intercalibration. Though consistent, the total JES uncertainty in Run 2 is considerably
smaller by up to 50 % than in 2011 and clearly dominated by the in-situ calibration.

While in the analysis using 2011 data only the overall impact of the total JES uncertainty is evaluated,
in the Run 2 analysis a reduced set of 19 of the discussed uncertainties is used, which allows to take
almost precisely the correlations across pT and η between the different sources into account (cf. Sec. 5.6.1).
The reduced set is obtained following the global reduction scheme laid out in Ref. [204] through (i) an
eigenvalue decomposition of the pT-dependent uncertainties due to the in-situ calibrations (without the
η-intercalibration), (ii) keeping the seven principal components as individual nuisance parameters and (iii)
combining all remaining components into a single nuisance parameter while neglecting their correlations.

Small-R Jets: JER

In Run 1, the fractional jet-pT resolution σpT/pT of small-R jets has been measured in situ in dijet events
using two different methods, the dijet-balance and the bisector methods [205]. As shown in Fig. 3.3(a),
the results are in rather good agreement with each other: the fractional resolution decreases with increasing
jet pT and is determined to be at the level of 20 (5) % at low (high) pT. Furthermore, the measured
results agree well with the ones obtained using simulations; generally the agreement is at the level of
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Figure 3.3: Relative jet-momentum resolution as function of the (average) jet pT. The results of the dijet-balance
and bisector methods in simulation for central small-R jets (with R = 0.6) are compared to the results obtained (a)
for 2010 data at

√
s = 7 TeV and (b) for particle jets; the shown uncertainties are statistical only. (c) In addition to

the final result with its statistical and total uncertainty also the individual in-situ results determined in Z+jet, γ + jet
and dijet events using 2012 data at

√
s = 8 TeV and to which the fit using the functional form in Eq. 3.4 is performed,

are shown. Taken from Refs. [205] and [206], respectively.

10 %, only at low pT some larger deviation is observed as well as for larger rapidity values (not shown
here). That the two methods indeed provide reliable estimates of the true jet-pT resolution is confirmed
by the closure test shown in Fig. 3.3(b): the in-situ methods applied to simulated dijet events reproduce
the true jet-pT resolution at the level of 10 %. Considering both comparisons as systematic uncertainties
on the measured resolutions, they are dominating both the total systematic as well as the total uncertainty.
Accounting also experimental systematic uncertainties, such as the JES uncertainty, the former amounts
to 17-20 % at low pT (∼50 GeV), 15-18 % at medium pT (∼150 GeV) and 11-18 % at high pT (∼400 GeV)
and somewhat increases with increasing |η|. An additional systematic uncertainty is considered related to
the event modelling in simulation evaluated by comparing several variations with the default simulation
(Pythia); it is determined to be at most 5 %.

Other than in Run 1, in Run 2 the jet-pT resolution in simulation is corrected to match the values
obtained in the final Run-1 measurement [206] and extrapolated to the Run-2 conditions. The final Run-1
measurement is based on the fact that the pT dependence of the fractional calorimeter-based resolution can
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be described by the following expression

σ(pT)
pT

=
N
pT
⊕

S
√

pT
⊕C, (3.4)

i.e. made up of three independent contributions, the noise (N), stochastic (S ) and constant (C) terms de-
scribing effects (i) from electronics and detector noise as well as pile-up, (ii) arising from the sampling
nature of the calorimeters, and (iii) due to passive material. The noise term is measured in data using two
different methods, random cones in zero-bias data and the distribution of soft-jet momenta [206]; with
systematic uncertainties arising from the difference of the obtained results and the degree of non-closure of
the methods. Then, in the combined measurement of the total resolution obtained by fitting the function of
Eq. 3.4 to the fractional resolutions determined using the dijet-balance method [207] and the direct-balance
method in Z/γ+jet events [208], while the noise term is constrained by the independent measurements. The
result is shown in Fig. 3.3(c); the uncertainties related to the various in-situ methods are propagated through
the fit and result in relative uncertainties of less than 3 % at 20 GeV and below 1 % above 100 GeV on the
total jet energy resolution.

Large-R Jets: JES, JMS and JMR

As mentioned before, in the case of large-R jets the main focus lies on obtaining an accurately reconstructed
jet mass with optimal resolution and associated systematic uncertainties. Thus, the calibration of their
energy scale only comprises of step (iv) of the six-step procedure described for small-R jets above, i.e. the
absolute JES and η calibration based on a sample of simulated multijet events in order to restore the energy
scale at particle-level; following that an analogous procedure is used to correct the reconstructed jet-mass
scale [198]. This step is particularly important given that other than the transverse momentum the invariant
mass is quite susceptible to soft, wide-angle contributions. As a result a uniform mass response is obtained
within 3 % across the full energy and |η| range [209].

A priori the invariant mass of large-R jets is solely determined from calorimeter information, i.e. the
energy and the momentum of all associated with topo-clusters at the LCW scale, and is referred to as
calorimeter-based jet mass mcalo. However, its resolution (quantified as the half of the 68 % interquantile
range (IQnR) divided by the median of the response distribution) degrades with increasing jet pT, as can
be seen from Fig. 3.4(a), as the angular separation of the decay products of the boosted particle (here
W and Z bosons) falls below the calorimeter granularity. In order to overcome this limitation, tracking
information providing excellent directional resolution is exploited and the track-assisted jet mass mTA is
defined as [209]:

mTA =
pcalo

T

ptrack
T

× mtrack; (3.5)

i.e. the invariant mass of the collection of tracks associated with the large-R jet mtrack is corrected by the
ratio of the transverse momenta determined from calorimeter and tracking information, respectively, ac-
counting for the otherwise neglected neutral contributions.10 Figure 3.4(b) shows the comparison of mtrack,
mcalo and mTA both before and after the JES+JMS calibration in a jet-pT range, where including tracking
information is deemed to be beneficial: indeed mTA shows an improved resolution and peak position with

10For tracks the pion mass is assumed.
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Figure 3.4: Comparison of (a) the mass resolution as function of the true transverse momentum and (b) the
(un)calibrated mass distribution of simulated large-R W/Z jets for the calorimeter-based (mcalo) and track-assisted
(mTA) mass definitions as well as the invariant mass of the collection of tracks associated with the large-R jet (mtrack)
and the combined jet mass (mcomb), respectively. Due to the response distributions being non-Gaussian the linear
combination of mcalo and mTA according to Eq. 3.6 leads to slightly non-optimal resolution results for mcomb in the
lowest truth jet pT bins. Taken from Ref. [209].

respect to mcalo. Figure 3.4(a) reveals, however, that the resolution of mTA becomes considerably worse
than the one of mcalo for low jet momenta, i.e. pT < 1 TeV.11 One possibility to obtain a mass definition
that does not suffer from this caveat is to combine mcalo and mTA; the former is not explicitly exploited in
the definition of the latter and the responses of the calorimeter-based jet pT and mass are almost indepen-
dent leading to correlations between mcalo and mTA of at most 10 %. Thus, the combined jet mass mcomb is
simply defined as [209]:

mcomb = a · mcalo + b · mTA, (3.6)

with nearly optimal weights a = σ−2
calo/(σ

−2
calo + σ−2

TA) and b = σ−2
TA/(σ

−2
calo + σ−2

TA), where σcalo (σTA) is the
resolution function of mcalo (mTA). From Figure 3.4(a) it can be seen that the mcomb resolution for W/Z-jets
is at most as large as either of the input jet-mass resolutions, bounded by the one of mcalo at low jet pT and
the one of mTA at high jet pT.

Uncertainties related to the JES and JMS corrections are evaluated using the Rtrk-method [209, 210],
i.e. by an in-situ validation in dijet events using track jets; it exploits that the tracking system and the
calorimeters have largely uncorrelated systematic uncertainties allowing to disentangle physics and detector

11The point in pT where the resolution of mTA improves over the one of mcalo depends highly on the mass of the decaying particle
as well as the subjet multiplicity; e.g. over the considered pT range no improvement is observed in the case of boosted top-quark
decays.



3.3 Reconstruction and Classification of Jets 69

 [GeV]
T

Jet p

210×3 310 310×2

]
ca

lo
F

ra
ct

io
na

l J
M

S
 U

nc
er

ta
in

ty
 [m

0

0.1

0.2

0.3
 PreliminaryATLAS

-1 = 13 TeV, Data 2015, 3.2 fbs

 = 0.1, LCW + JES + JMS
T

/pcalo| < 2, mη|

 = 0.2)subR = 0.05, 
cut

 = 1.0 jets, Trimmed (fR tanti-k

caloTotal m
Tracking efficiency
Track momentum
Fake tracks

)m

track
Data/MC difference(r
Fragmentation modeling
Statistical

(a)

 [GeV]
T

Jet p

210×3 310 310×2

]
T

A
F

ra
ct

io
na

l J
M

S
 U

nc
er

ta
in

ty
 [m

0

0.1

0.2

0.3
 PreliminaryATLAS

-1 = 13 TeV, Data 2015, 3.2 fbs

 = 0.1, LCW + JES + JMS
T

/pTA| < 2, mη|

 = 0.2)subR = 0.05, 
cut

 = 1.0 jets, Trimmed (fR tanti-k

TA mTotal
Tracking efficiency
Track momentum
Fake tracks

)T
p

track
Data/MC difference(r
Fragmentation modeling
Statistical

calo mTotal

(b)

Figure 3.5: Fractional jet mass scale (JMS) uncertainty for the (a) calorimeter-based (mcalo) and (b) track-assisted
(mTA) large-R jet mass definition as function of the transverse momentum for m/pT = 0.1. The various groups of
contributions are introduced in the text; in Fig. (b) the total JMS uncertainty on mcalo is shown for comparison. Taken
from Ref. [209].

effects. Double ratios are defined to assess the data-simulation agreement

Rtrk =
rdata

trk

rsim
trk

with rtrk =
Xcalo

Xtrack
, where X = {pT, m}; (3.7)

and deviations from unity are considered as systematic uncertainty. The uncertainty evaluated for the
large-R jet JES also translates into a JMS uncertainty on mTA via Eq. 3.5. Further systematic uncertainties
arise from the method itself and are related to the efficiency of the track reconstruction both for isolated
tracks and tracks in the core of high-pT jets, the fake rate due to badly reconstructed tracks and the track-
momentum determination; they are treated fully correlated in the propagation to mTA, and thus largely
cancel in the mtrack/ptrack

T ratio in Eq. 3.5. Finally, also an uncertainty related to the fragmentation modelling
is considered, estimated from a generator comparison.

Figures 3.5(a) and (b) show the relative total JMS uncertainty for large-R jets in the central region with
m/pT = 0.1 for mcalo and mTA, respectively, as function of the jet pT; the contributions from the various
systematic sources are shown alongside. The total uncertainty is smallest in the pT range of 300 GeV to
1 TeV, at the level of 4(2) % for mcalo (mTA); as expected smaller for mTA due to the cancellation of the track-
related uncertainties. Although the statistical component due to the limited size of the dataset is expected
to increase with increasing pT, the extreme increase for pT > 1.5 TeV was found to be accidentally highly
overestimated (by more than a factor 2) and is much reduced in later versions of the measurement (though
direct comparisons are difficult since also the dataset was increased [211]); the impact on the measurement
presented in Chap. 5 is nonetheless small given that the targeted pT range is below, reaching at most up to
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∼2 TeV.
The systematic uncertainties on mcalo and mTA are then propagated to mcomb via Eq. 3.6, where the

track-related uncertainties between the various inputs are treated fully correlated [209].
The total uncertainty on JES is at the level of 3 % over most of the pT range with a similar increase

at low and high pT seen for the JMS uncertainty; and comes with the same caveat mentioned before. In
the analysis presented in Chap. 5 the various sources of systematic uncertainties are treated fully correlated
between the jet mass and the jet pT.

Since the jet-mass resolution (JMR) is dominated by charged-to-neutral fluctuations, its uncertainty
cannot be assessed via the Rtrk-method. In Run 1 it was evaluated using the subtraction method [212],
where a template fit to the resonance peak of the W boson reconstructed in a sample of single-lepton tt̄
events in data and simulation is performed and the difference in the obtained mass resolution is assigned as
systematic uncertainty. The obtained relative uncertainty of 20 % is confirmed by a recent Run-2 measure-
ment [211].

Also the preliminary absolute uncertainty on JER for large-R jets of 2 % assumed in the analysis pre-
sented in Chap. 5 is confirmed by a recent Run-2 measurement exploiting the dijet-balance method [211];
only at high pT somewhat larger values are found that, however, remain below 5 % up to 1 TeV.

3.3.3 Pile-up Jet Suppression

The pile-up mitigation techniques described above for small-R jets work by correcting the jet energies on
average such that the majority of pile-up jets becomes too soft to be selected in analyses; localised fluc-
tuations in the pile-up activity, however, can lead to pile-up jets passing typical pT thresholds. In order
to reject such jets further, tracking information is exploited and jets are required to be associated with the
hard-scatter vertex.

One variable to identify the primary vertex from which a jet is originating and that was mainly exploited
in Run 1 to separate hard-scatter and pile-up jets is the jet-vertex fraction [201]. Based on tracks that are
ghost-associated with the jet under consideration, it is defined as the ratio of the scalar sum of the pT

of all tracks originating from a particular primary vertex (PV) and the sum of the pT of all matched
tracks (associated with any PV). Computing JVF with respect to the PV identified as the hard-scatter
vertex (cf. Sec. 3.1), it serves as an estimate of the (charged) fraction of the jet pT that originates from
the hard-scatter interaction. Ranging from 0 to unity, pile-up jets tend to have smaller values and peak at
0, hard-scatter jets larger values and peak at unity; to jets without any associated tracks a value of -1 is
assigned.

It was shown that requiring JVF > 0.75 results in a flat mean jet multiplicity as function of the average
number of interactions per bunch crossing µ (which is sensitive to the out-of-time pile-up activity).

The explicit pile-up dependence of the denominator of JVF, resulting in a shift of hard-scatter jets
towards smaller values with increasing number of PVs (NPV), and thus a NPV-dependence of the JVT effi-
ciency, constitutes a limitation in high-luminosity conditions. Therefore, an alternative definition, denoted
corrJVF, is deployed, in which (i) the NPV-dependence is corrected and (ii) an improved track-to-vertex
association is used yielding a large performance gain for b jets.
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However, instead of exploiting corrJVF directly in analyses, it is combined with another discriminating
variable, RpT , in a two-dimensional likelihood using a multivariate approach: the jet-vertex tagger (JVT) is
the standard tool to separate hard-scatter and pile-up jets in Run 2. Being defined as the ratio of the scalar
sum of the pT of all the tracks associated with the jet under consideration originating from the hard-scatter
vertex and the calibrated jet pT (cf. Sec. 3.3.2), the efficiency of RpT is almost independent of NPV and so
is the one of JVT. As for JVF, the JVT values range from 0 to 1, where jets with values close to 1 (0) are
signal(pile-up) jet candidates, and to jets without any associated tracks a value of -1 is assigned.

Requiring JVT > 0.59 for jets with 20 GeV < pT < 60 GeV and |η| < 2.4, selects hard-scatter jets with
an efficiency of 92 %,12 while having a fake rate of about 1 % [213]. The JVT efficiency was measured in
Z(→ µ+µ−)+jets events yielding data-to-simulation scale factors that are compatible with unity within the
uncertainties, which are at the level of 1-2 % [213]. Two sources of systematic uncertainties are considered:
(i) a disagreement observed regarding the residual contamination from pile-up jets after suppression in data
and simulation, and (ii) the impact of the fragmentation model.

3.3.4 Jet Quality

In order to have a handle to suppress (fake) jets arising in the context of non-collision background processes,
such as beam-gas and -halo events, cosmic-ray muons and calorimeter electronics noise certain jet quality
criteria [203, 214] are defined. Jets failing those criteria are referred to as bad jets; and in analyses such as
the ones described in Chaps. 4 and 5, where missing transverse momentum (cf. Sec. 3.9) is part of the signal
signature, events with at least one ’bad’ jet (with pT > 20 GeV and passing the JVF/JVT requirements) are
rejected to ensure a high-quality dataset.

A number of variables are exploited to distinguish between ’good’ and ’bad’ jets; they can be roughly
separated into three classes [215]: (i) signal shape in the LAr calorimeters, (ii) shower-development via
energy ratios and (iii) charged-particle contributions from tracking information (similar to RpT). Different
sets of quality selections are defined with varying ’good’ jet selection efficiencies and ’bad’ jet rejections:
most commonly used is the one providing with > 99.8(99.5) % for pT > 20 GeV the highest ’good’ jet
selection efficiency, referred to as the Looser (Loose) selection in Run 1 (Run 2) [214, 215]. It rejects most
of the fake jets due to calorimeter noise; its overall rejection factor was found to be about 50 % in Run 1.
The selection efficiency was measured, and good agreement in data and simulation was found [214].

3.4 Identification of b Jets

3.4.1 Introduction

Several distinct properties of the production and the decay of b hadrons (cf. Secs. 1.4.5 and 1.4.6), i.e. their
relatively long lifetime, high mass and (charged) decay multiplicity, semi-leptonic decays involving muons
as well as the hard b-quark fragmentation, are exploited in b-tagging algorithms in order to identify jets
likely containing b hadrons and thus to originate from initial b quarks. Given the importance of such
tools for a variety of measurements, including the search for an A of the Two-Higgs-Doublet Model in
the ``(νν)bb final state described in Sec. 5, and the complexity of the matter, several b-tagging algorithms
were and still are developed and constantly refined in order to provide optimal performance for physics

12The majority of pile-up jets are found to have pT < 60 GeV.
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Figure 3.6: Illustration of a jet with a secondary vertex reconstructed from displaced tracks with large impact pa-
rameter (significance) and with a significant decay length indicating the decay of a heavy, long-lived particle, i.e. a b
or c hadron. Taken from Ref. [218].

analyses; they have in common that they vitally rely on tracking information provided by the inner detector
(ID) which entails that only for jets within |η| < 2.5 b-tagging information is available.

Up to date b-tagging algorithms in ATLAS are solely designed and optimised for small-R jets, referred
to as jets in the following. However, in Run 2 they are also applied to track jets providing a possibility to
use b-tagging methods also with large-R jets common to substructure techniques [216]; which is achieved
by ghost-associating track jets with large-R jets (cf. Sec. 3.3).

Tracks used for b-tagging are associated with jets based on their angular separation, i.e. ∆R(track,jet);
the maximally allowed separation decreases with increasing jet pT, accounting for the fact that the decay
objects become increasingly collimated. Only tracks satisfying certain quality criteria in order to reject
fake tracks, tracks stemming from long-lived particles or material interactions are considered; they further
need to fulfil requirements regarding a minimal pT as well as their association to the primary vertex via
transverse and/or longitudinal impact parameter criteria (cf. Sec. 3.1), which are optimised for each b-
tagging algorithm individually.

In order to develop a b-tagging algorithm and asses its performance it is vital to be able to label jets
according to their (true) flavour in simulation [4, 217]. In Run 1 (Run 2) a jet is labelled as a b jet, if a
generator-level b quark (weakly-decaying b hadron) with pT > 5 GeV is found in a cone with R = 0.3
around the jet axis.13 If no b quark (hadron) is matched, the search is repeated first for a c quark (hadron)
and, if without success, for a τ lepton; if neither is found, the jet is labelled as light jet.

3.4.2 Lifetime-based b-tagging algorithms

Most of the available (and exploited) b-tagging algorithms belong to the class of lifetime-based algorithms.
As the name suggests, they exploit the relatively long lifetime of b hadrons which being of the order

13A b hadron is only matched to at most one jet, the one closest in ∆R.
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of 1.5 ps results in a significant mean decay length of a couple of millimetres before they decay; this is
sketched in Fig. 3.6. Thanks to the relatively high mass of b hadrons, tracks stemming from their charged
decay products tend to have large impact parameters relative to tracks stemming from the primary vertex
(PV). This property is exploited by impact-parameter based algorithms, such as the IP2D and IP3D algo-
rithms [4, 219, 220]. While IP3D relies on both the signed longitudinal and transverse impact-parameter
significances (and their correlations), IP2D only exploits the latter. The positive (negative) sign indicates
that the track intersects the jet axis in front of (behind) the PV, as expected given the decay of the b hadron
occurs along its flight path. The final jet discriminant is derived using a log-likelihood ratio (LLR) method
based on comparing the measured properties for each associated track with probability density functions
for the b- and light-jet hypotheses obtained from simulation.

Vertex-based algorithms attempt to reconstruct the secondary vertex (SV) and possibly one or more
tertiary vertices (TV) from tracks associated with the jet, but significantly displaced from the PV and thus
compatible with stemming from the b-hadron and subsequent c-hadron decays. By combining all tracks be-
longing to identified two-track vertices using a χ2 fit, the SV1 algorithm [4, 220] is based on reconstructing
a single inclusive secondary vertex irrespective of whether the tracks stem from the (charged) decay prod-
ucts of the b-hadron or the subsequent c-hadron decay. Four SV-related properties are exploited, namely (i)
the vertex mass, computed as the invariant mass of all associated tracks under the pion hypothesis, (ii) the
vertex energy fraction defined as the ratio of the sum of energies of those tracks in the jet associated with
the SV and all tracks in the jet, (iii) the number of two-track vertices from which the SV is formed, as well
as (iv) the angular distance between the jet axis and the PV-SV axis, and a final discriminant defined using
the LLR method.

The vertex-finding strategy used by the JetFitter algorithm [221] exploits the expected topological
structure of the b-to-c-hadron decay chain: using a Kalman filter, secondary and tertiary vertices are recon-
structed based on the assumption that they lie on a common line with the PV approximating the b-hadron
flight direction, allowing also single-track vertices. Six variables describing the decay topology and the
vertex properties, namely (i) the number of vertices with at least two tracks, (ii) the number of tracks as-
sociated with these vertices, (iii) the number of single-track vertices on the reconstructed b-hadron flight
axis, (iv) the invariant mass of all tracks associated with the decay chain, (v) the energy fraction defined as
the ratio of the sum of energies of those tracks and all tracks matched to the jet and (vi) the flight-length
significance, computed as the weighted average of the decay length divided by the uncertainty of all dis-
placed vertices, as well as the pT and the |η| of the jets, on which the variable’s distributions depend,14 are
used as input to an artificial neural network (ANN) [4]. From its three output nodes corresponding to the
b-, c- and light-jet hypotheses, pb, pc and pl, respectively, a final discriminant separating b and light jets is
defined as w = ln(pb/pl).

While the mistag rates of the vertex-based algorithms for certain b-jet tagging efficiencies are smaller
than the impact-parameter ones, the same is true for their b-jet identification efficiency, which is limited
by the vertex-finding efficiency; thus, the most powerful and efficient tagging algorithms are obtained
by combining the different approaches. Several of such high-level tagging algorithms were and are being

14To avoid that the pT and |η| distributions that differ for b, c and light jets are used by the neural network to separate between the
jet flavours, a two-dimensional reweighting is performed to yield flat kinematic distributions for all three jet flavours prior to their
use in the neural network training.
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Figure 3.7: (a) Comparison of the output distribution for light, c and b jets and (b) performance in terms of light-jet
rejection versus b-tagging efficiency in simulated tt̄ events at

√
s = 7 TeV of the MV1 and the various b-tagging

algorithm provided for 2011 data analyses as discussed in the text, respectively. The spike around 0.15 in Fig. (a) is
caused by jets for which no secondary vertex was found. Taken from Ref. [4].

defined, differing not just by their inputs, but also by the choice of the combination technique; examples are
(i) the IP3D+SV1 algorithm [4], which is simply obtained by summation of the individual discriminants,
(ii) the IP3D+JetFitter algorithm [4] (also referred to as JetFitterCombNN), which (mainly) differs from the
previous JetFitter definition by one additional input, the IP3D discriminant, as well as the somewhat more
elaborate (iii) MV1 [4] and (iv) MV2c10 algorithms [217, 219, 220], that rely on multivariate techniques
for the combination. The MV1 and MV2c10 algorithm constitute the standard b-tagging tools used in
ATLAS physics analyses at the end of Run 1 and based on 2015+2016 data in Run 2, respectively, and in
particular also in the analyses reported in Chaps. 4 and 5.

The MV1 algorithm being an ANN with a single output node, the final discriminant, also exploits the
correlations between its inputs, namely the IP3D, the SV1 and the IP3D+JetFitter discriminants as well as a
jet category defined by the jet’s pT and η.15 While the correlations are small between the IP3D discriminant
and the vertex-based ones, they are larger between the SV1 and IP3D+JetFitter weights and different for the
various jet flavours. The algorithm is trained to separate b jets from light jets, which are mainly obtained
from simulated tt̄, but also dijet events in order to populate the high-pT regime. Figure 3.7(a) shows the
distributions of the MV1 output weight for b jets, c jets and light jets in simulated tt̄ events: b (light) jets
tend to have large (small) values close to unity (zero); the spike around 0.15 is caused by jets for which no
SV was found.

Instead of using only the final discriminants of the vertex- and impact-parameter based algorithms, the
MV2c10 algorithm takes directly all of their discussed variables (and some more) as inputs which does

15And jets in the same category receive a common weight to diminish that the ANN exploits the jet kinematic distributions to
enhance the tagging performance.
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Figure 3.8: (a) Comparison of the output distribution for light, c and b jets and (b) performance in terms of light-
and c-jet rejection versus b-tagging efficiency in simulated tt̄ events at

√
s = 13 TeV of the MV2 b-tagging algorithm

as provided for 2015+2016 data analyses. Taken from Ref. [217].

not only result in a simplified workflow, but also to an improved b-tagging performance. In total 24 vari-
ables, 22 related to the IP2D/IP3D, SV1 and JetFitter algorithms as well as the pT and η of the jets, are
used as input to a boosted decision tree (BDT).16 The training is performed with b jets as signal against a
background of 93 % light and 7 % c jets from simulated tt̄ events [217].17 The distributions of the MV2c10
output weight for b, c and light jets in simulated tt̄ events are shown in Fig. 3.8(a): b (light) jets tend to have
large (small) values close to +1(-1); c jets show a mixed behaviour, though closer to the one of light jets.

The performance of the b-tagging algorithms is evaluated using simulations by means of their b-tagging
efficiency, i.e. the efficiency to b-tag a jet labelled as b jet, as well as their ability to reject jets labelled as
c jets or light jets. The rejection is defined as the inverse of the c-jet tagging efficiency and mistag rate, i.e.
the efficiency of mistakenly identifying c jets or light jets as b jets, respectively.

Figure 3.7(b) shows the light-jet rejection as function of the b-tagging efficiency estimated in simulated
tt̄ events at

√
s = 7 TeV, i.e. the expected performance of the discussed b-tagging algorithms provided for

analyses based on 2011 data. The observed hierarchy is as expected: the combined b-tagging algorithms
provide better light-jet rejections for the same b-tagging efficiency, in particular towards lower efficiencies
corresponding to higher b-jet purities. Across most of the considered range the MV1 algorithm clearly
provides the best performance with light-jet rejections being a factor 1.3-1.7 higher than the ones of the

16In order not exploit the kinematic differences between the various jet flavours, for the training the pT and η distributions of b jets
are reweighted so that they agree with the combined c and light jet spectra [217].

17In an earlier version of the MV2 algorithm the background was composed of 90 % light and 10 % c jets motivating the notation
“c10” in its name. However, improvements to the algorithms resulted in an increased performance, yielding a better c jet rejection
while maintaining the same light-jet rejection despite reducing the c-jet fraction in the training sample. The nomenclature was not
adjusted to that change. [217]
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(a)

MV1 operating points

b-tag. eff.
rejection

c jet light jet
60 % 8 635
70 % 5 134
75 % 4 58
85 % 2 9

(b)

MV2c10 operating points: small-R (track) jets

b-tag. eff.
rejection

c jet light jet
60 % 35 1539
70 % 12 (7) 381 (120)
77 % 6 (4) 134 (58)
85 % 3 34

Table 3.1: Light and c jet rejections for the calibrated operating points of the (a) MV1 and (b) MV2c10 algorithms
defined by certain average b-tagging efficiencies in simulated tt̄ events. For the MV2c10 algorithm also the results
for track jets are shown, if available.

second best performing JetFitter+IP3D algorithm for b-tagging efficiency between 60-85 %; they show the
same c-jet rejection indicating that the SV1 and IP3D discriminants do not provide additional information
on c jets in addition to JetFitter+IP3D.

The light- and c-jet rejections as function of the b-tagging efficiency of the MV2c10 algorithm es-
timated in simulated tt̄ events at

√
s = 13 TeV, i.e. the expected performance of the standard b-tagging

algorithms as provided for analyses based on 2015+2016 data, is shown in Fig. 3.8(b). With respect to
the MV1 algorithm the light- and c-jet rejections are improved by factors of roughly 2-4 and 1.5-4, re-
spectively. Besides the more elaborated approach to combine the information provided by the standalone
b-tagging algorithms, the improved performance is also due to (i) the installation of the IBL, i.e. the ad-
ditional innermost layer of the pixel detector providing significantly better impact-parameter resolution,
(ii) an optimised track reconstruction providing higher efficiencies in dense environments such as inside
high-pT jets (cf. Sec. 3.1) and (iii) revision of the IP2/3D and SV1 algorithms, adapting also to changes
(i) and (ii) as well as harsher pile-up conditions. While the inclusion of the IBL leads to better b-tagging
performance mainly in the low to medium jet-pT range, improvements in the high-pT regime are due to the
revision of the various algorithms.

As mentioned earlier, the MV2c10 algorithm is also applied to track jets. Given its optimisation is
performed on small-R jets, it is not surprising that the obtained light- and c-jet rejections for track jets for
the same b-tagging efficiencies (in the range between 60-85 %) are significantly lower, i.e. 20-50 % and
40-80 %, respectively.

In Table 3.1 the c- and light jet rejections of selected operating points, obtained by placing cuts on
the MV1 and MV2c10 output distributions corresponding to certain average b-tagging efficiencies in sim-
ulated tt̄ events, for which data-to-simulation scale factors are provided to correct differences between data
and simulation are listed; the exploited calibration methods are discussed below. Both for MV1 as well as
MV2c10 the operating point at 70 % is the most commonly used one, given it constitutes a good compro-
mise between b-tagging efficiency (as well as purity) and background rejection.
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3.4.3 The Soft Muon Tagging algorithm

An alternative b-tagging algorithm relies on (soft) muons reconstructed inside jets: the Soft Muon Tagger
(SMT) [4]. Instead of being based on the long lifetime of b hadrons, it exploits that about 20 % of the
b-hadron decays involve muons in the final state, considering both direct and cascade decays. While
this fraction intrinsically limits the b-tagging efficiency to values usually lower than the lifetime-based
tagging algorithms, its complementarity also in terms of sources of systematic uncertainties makes the SMT
algorithm a valuable tool. For example, it is exploited to select a sample of W+c events used to calibrate
the c-jet tagging efficiency of the lifetime-based tagging algorithms as described in detail in Chap. 4.

Only combined muons, reconstructed both in the ID and the muon spectrometer (MS) as described in
Sec. 3.6, with a minimum pT of 4 GeV are considered in the SMT algorithm. Their tracks need to satisfy
certain quality criteria and to be loosely associated with the PV, thus suppressing signals from light-flavour
hadron decays in flight and from pile-up activity or material interactions, respectively. Such SMT-muon
candidates are associated with a jet if they are found in a cone with R = 0.5 around its axis; in the case of
several matches the muon is exclusively associated with the closest jet.

Finally, the decision whether a jet with an associated SMT-muon candidate is considered b-tagged is
based on the χ2

match value (normalised by the number of degrees of freedom Ndof) of the statistical combi-
nation of the muon-track parameters measured in the ID and the MS, respectively: muons stemming from
decays of light charged mesons tend to have larger χ2

match values than those from heavy hadron decays; this
can be seen from Fig. 3.9(a) showing the χ2

match/Ndof distributions for SMT-muon candidates matched to
light jets, c jets and b jets, respectively. The reason being that due to the long lifetimes of the light charged
mesons, a fraction of the decays occur between the ID and the MS, which implies that the former measures
the track parameters of the meson, while the latter the ones of its decay products. The chosen requirement
χ2

match/Ndof < 3.2 selects b jets (c jets) with an average efficiency of 11 % (4.4 %), the light-jet mistag rate is
at the level of 0.2 %, as estimated in simulated tt̄ and inclusive jet events, respectively. From Figures 3.9(b)
and 3.9(c) showing the b-/c-jet tagging efficiencies and mistag rate as functions of the jet pT, respectively,
one can see that they are increasing with growing pT and eventually flattening.

3.4.4 Calibration of the Lifetime-based b-tagging Algorithms

As mentioned earlier, the b-tagging efficiency as well as the c-jet tagging efficiency and mistag rate is mea-
sured for the discussed operating points of the various b-tagging algorithms and calibrations are provided
in terms of data-to-simulation scale factors, usually in bins of jet pT and |η|, in order to correct differences
in simulation. A key ingredient to precisely measuring the tagging efficiency (or mistag rate) for a certain
jet flavour is a sample of jets selected in data that is dominated by that jet flavour. Over the years several
approaches to obtain such samples were developed and refined within the ATLAS collaboration; those pro-
viding the scale factors for the analyses presented in this thesis are briefly described in the following and
in the next section, respectively.

Starting with the b-tagging efficiency calibration methods, they can be categorised into methods based
on soft-muon tagging18 in inclusive jet events and on di- and single-lepton tt̄ events to obtain pure samples

18Not making use of the SMT algorithm, a jet is considered tagged if a muon with pT > 4 GeV is found in a cone with R = 0.4
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Figure 3.9: (a) Comparison of the distribution of χ2
match/Ndof for SMT candidate muons associated with b, c and

light jets in simulated tt̄ events. (b) b- and c-jet tagging efficiencies as well as (c) the light-jet mistag rate of the SMT
algorithm as function of the jet pT in simulated tt̄ and inclusive jet events, respectively. The shown uncertainties are
statistical only. Taken from Ref. [4].

of b jets. Two approaches falling into the first category are the prel
T and system8 methods [4]; where the

latter was developed within the D0 collaboration [222].
The prel

T distribution, i.e. the distribution of the transverse momentum of the soft muon with respect
to the combined muon-plus-jet axis, tends to be harder for muons stemming from b-hadron decays and
associated with b jets than for those associated with light and c jets. This is exploited in the prel

T method
by fitting templates for the different jet flavours obtained from simulation to the prel

T distribution in data
and thereby extracting the fraction of b jets before and after applying a b-tagging requirement to derive the
corresponding b-tagging efficiency from the ratio.

In the case of the system8 method the fraction of b jets in the pretag and b-tagged samples are extracted
together with six other unknowns from a fully constrained system of eight equations based on the number

around its axis.
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of events passing three uncorrelated selection criteria: (i) the studied b-tagging requirement, (ii) a soft-
muon tagging requirement (prel

T > 700 MeV) and (iii) the requirement of at least one additional jet in the
event that has a reconstructed secondary vertex with a significant signed decay-length.

Three methods falling into the second category of tt̄-based calibration methods are the kinematic selec-
tion [4], the kinematic fit [4] and the combinatorial likelihood [4, 217] approaches. While the kinematic
selection method uses both, the kinematic fit and the combinatorial likelihood methods rely solely on
single-lepton and dilepton tt̄ events, respectively: the purity of tt̄-candidate events passing a characteristic
kinematic selection in data is increased by requiring one jet to be b-tagged and/or by restricting the number
of jets, respectively.

The kinematic selection approach is based on the assumption that the flavour composition of the tt̄ and
background samples is known from simulation (or control regions), i.e. the fractions fc/l/ f ake and mistag
efficiencies εc/l/ f ake for c jets, light jets and fakes, as well as the fraction of b jets fb. The b-jet tagging
efficiency εb is then obtained from the fraction of b-tagged jets in data: fb−tag =

∑
i={b,c,l, f ake} εi · fi.

The kinematic fit method is based on reconstructing the tt̄-decay event topology: the reconstructed
physics objects are assigned to the expected decay products by performing a χ2 minimisation using the
masses of the two top quarks and the W bosons as constraints. Only events where the jet identified with the
b jet stemming from the hadronic top decay are considered; the b-jet tagging efficiency is then measured
as the fraction of jets identified with the b jet stemming from the leptonic top decay that pass the tested
b-tagging requirement.

Also relying on the knowledge of the flavour composition in the selected sample from simulation, the
combinatorial likelihood method exploits correlations between the jets in the event resulting in an improved
precision with respect to the kinematic selection method. A per-event likelihood function is constructed,
where all the different jet-pair flavour fractions as well as the probability density functions (PDFs) of the b-
tagging discriminant (w) for the different jet flavours and of the jet-pair flavour compositions are estimated
from simulation; except the b-tagging discriminant PDF for b jets, Pb(w, pT), which is extracted from data.
The b-jet tagging efficiency is then determined from the integral over Pb(w, pT) for w > c, where c denotes
the cut value on the b-tagging discriminant corresponding to the tested operating point.

In order to maximise the precision, the individual measurements of the prel
T , the system8, the kinematic

selection and fit methods, that are afflicted with relative total uncertainties up to 20 % at high pT, are com-
bined to yield the data-to-simulation scale factors applied in measurements based on 2011 data, such as the
one presented in Chap. 4; they (mostly) agree with unity within the total uncertainties.19 The ones used to
correct the b-jet tagging efficiency in simulation in analyses based on 2015+2016 data, such as the search
discussed in Chap. 5, are solely obtained using the combinatorial likelihood method; which is currently the
most precise method that became available only at the end of Run 1. The results for the 70 % operating
point of the MV2c10 algorithm are shown in Figs. 3.10(a) and (b) for small-R and track jets, respectively,
as function of the jet pT. The scale factors are close to unity; the relative total uncertainties range from
2-12 % depending on the jet pT and are dominated by systematic uncertainties.

Three approaches to calibrate the c-jet tagging efficiency of the lifetime-based algorithms are currently
available: the D∗+ [4], the W+c [4] and the tt̄-based [223] calibration methods. While the tt̄-based method

19The final data-to-simulation scale factors provided for 2011 analyses were obtained by combining the results from the dijet-based
analyses with the combinatorial likelihood approach yielding uncertainties of 2-4 % for most of the pT range. [4]
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Figure 3.10: Data-to-simulation scale factors for the b-jet tagging efficiency as function of the jet pT for (a)
small-R jets and (b) track jets for the 70 % operating point of the MV2c10 algorithm. Determined in 2015+2016
data at a centre-of-mass energy of

√
s = 13 TeV using the combinatorial likelihood method described in the text.

Taken from Ref. [217].

measures the c-jet tagging efficiency in an inclusive sample of c jets, the other two are based on samples of
c jets associated with more or less exclusive c-hadron decays; thus, in the case of the latter two methods,
scale factors applicable to inclusive samples of c jets are obtained by performing a simulation-based ex-
trapolation of the measured scale factors that was developed in the course of this thesis for the W+c method
(cf. Sec. 4.6).

The D∗+ method was the standard approach to calibrate the c-jet tagging efficiency in Run 1; it is based
on a sample of jets containing D∗+ mesons reconstructed in the exclusive decay D∗+ → D0(→ K−π+)π+.
The D∗+-candidate sample is extracted from a fit to the distribution of the mass difference ∆m between
the reconstructed D∗+ and D0 mesons; the fraction of D∗+ mesons not being prompt, but stemming from
b-hadron decays, fb, is estimated from a fit to the pseudo-proper time distribution of the D0 candidates. The
c-jet tagging efficiency εc is then determined from a combined fit of both components to the background-
subtracted ∆m distribution before and after applying the b-tagging requirement: εD∗+ = fbεb + (1 − fb)εc;
together with the b-tagging efficiency εb of b jets with an associated D∗+ meson.

As described in more detail in Chap. 4, the W+c method is based on selecting a sample of W bosons
produced in association with a single c jet, which is identified via the semi-leptonic decay of the c hadron
using the SMT algorithm. Exploiting the charge correlation of the soft muon and the electron from the
W-boson decay, a very pure sample of W+c events is extracted as the difference between the number of
data events with opposite-signed (OS) and same-signed (SS) lepton charges (OS-SS). The c-jet tagging
efficiency is computed as the fraction of events in the OS-SS sample passing the studied b-tagging require-
ment.

The tt̄-based method obtains an inclusive sample of c jets from single-lepton tt̄ events, where one of
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Figure 3.11: Data-to-simulation scale factors for the c-jet tagging efficiency as function of the jet pT for the 70 %
operating point of the MV1 algorithm. Determined in 2011 data at a centre-of-mass energy of

√
s = 7 TeV using the

D∗+ method the (a) measured and (b) extrapolated scale factors applicable to inclusive samples of c jets, as described
in the text, are shown. Taken from Ref. [4].

the W bosons decays hadronically to one c quark and another (light) quark and the other leptonically to an
electron or muon and a neutrino. Similar to the kinematic fit method described above the event topology
is reconstructed using a kinematic likelihood fitter, the KLFitter [224]. The c-jet tagging efficiency is
then extracted from the expected and observed numbers of selected jet pairs identified as stemming from
hadronic W-boson decays, where exactly zero or one is b-tagged, employing a log-likelihood method.
Besides providing scale factors valid for inclusive samples of c jets, this method furthermore benefits from
the large tt̄ cross-section, in particular at

√
s = 13 TeV, where it was exploited for the first time.

As mentioned earlier the D∗+ method was the standard approach to provide the data-to-simulation scale
factors for analyses in Run 1. Figures 3.11(a) and (b) show the scale factors for the 70 % operating point
of the MV1 algorithm as function of the jet pT measured using the exclusive D∗+ sample in 2011 data
and the ones after applying the extrapolation to inclusive c jets, respectively: while both are consistent
with unity and with each other (within the uncertainties), the latter are systematically lower. The relative
total uncertainties on the inclusive scale factors range between 13-22 % depending somewhat on the jet pT;
statistical and systematic components are contributing almost equally.

Scale factors to correct the c-jet tagging efficiency in simulations used by early Run-2 analyses based
on 2015+2016 data, as the search discussed in Chap. 5, were provided by the W+c method adapted for the
increased centre-of-mass energy as well as to provide scale factors in bins of jet pT and |η| with respect
to the description in Chap. 4. Ranging for the 70 % operating point of the MV2c10 algorithm from about
0.8 to 1.2 depending on the jet pT, they were systematically lower than the corresponding scale factors
provided by the novel tt̄-based calibration shown in Fig. 3.12(a), which range between 1.3 and 1.4, indicat-
ing that the c-jet tagging efficiency is significantly underestimated in simulation. In order to acknowledge
this tension an additional uncertainty was considered covering the difference and leading to relative total
uncertainties at the level of 30-60 %. Only shortly later the tension was resolved: the W+c method repro-
duced the scale factors of the tt̄-based calibration; illustrating the importance of having several calibration
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Figure 3.12: Data-to-simulation scale factors for the (a) c-jet tagging efficiency and (b) light-jet mistag rate of the
70 % operating point of the MV2c10 algorithm as function of the jet pT. Based on 2015+2016 data at a centre-of-
mass energy of

√
s = 13 TeV they are determined using the tt̄-based and negative tag methods, respectively. Taken

from Refs. [223] and [225], respectively.

methods available to perform cross-checks on the obtained results.20

Both in Run 1 and in Run 2 the negative tag method [4, 225] constitutes the standard approach for
calibrating the light-jet mistag rate. Light jets are mistakenly identified as b jets because of (i) the finite
resolution of the track reconstruction in the ID, and (ii) material interactions. The method is based on
the assumption that the former results in signed impact-parameter and decay-length distributions that are
symmetric around zero for light jets; whereas for b and c quarks they tend to be shifted towards positive
values (as exploited by the lifetime-based algorithms). Therefore, the mistag rate of the lifetime-based
algorithms due to resolution effects is approximated by the negative tag rate, i.e. the tag rate measured in
an inclusive jet sample that is obtained by applying a modified version of the algorithm, where the selection
criteria on the signed impact parameter and decay length are reversed.

Figure 3.12(b) shows the data-to-simulation scale factors for the mistag rate of the 70 % operating
point of the MV2c10 algorithm determined by means of the MV2c10Flip algorithm [225]. The scale fac-
tors ranging between 1.5-2 indicate that the mistag rate in simulation is significantly underestimated; the
relative total uncertainties between about 20-40% are clearly dominated by the systematic component. The
results obtained for the 70 % operating point of the MV1 algorithm in 2011 data showed a similar though
less dramatic picture: scale factors of about 1.2-1.4 depending on |η| with relative total (systematically
dominated) uncertainties of 13-30 %, and up to 50 % at high pT.

Other than for the b-jet tagging efficiency, the c-jet tagging efficiency and the mistag rate are not
measured for track jets; instead their calibrations are estimated from the corresponding small-R jet scale
factors and dedicated extrapolation uncertainties are considered.

20After some refinements of the detector simulation implemented in a new release regarding the detector geometry and material
interactions affecting the tracking performance in simulation, the c-jet tagging efficiency scale factors reduced to being of the
order of unity.
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Two further simulation-based extrapolations with corresponding systematic uncertainties are performed:
(i) scale factors for the mistag rate of τ leptons are determined based on the ones for the c-jet tagging ef-
ficiency, (ii) b-jet and c-jet scale factors at high pT (pT > 300 GeV and pT > 140 GeV, respectively)
estimated based on the last measured pT-bins.

While in the analysis using 2011 data only the impact of the overall uncertainty on the scale factors
for b jets, c jets and light jets are evaluated, in the Run-2 analysis the effect on the result is estimated more
accurately by considering a reduced set of systematic uncertainties per jet flavour that still allows to take
almost precisely the correlations across pT and η between the different sources into account (cf. Sec. 5.6.1).
Reduced sets of systematic uncertainties are obtained as laid out in Ref. [217] (i) based on an eigenvalue
decomposition yielding orthogonal variations while preserving the correct pT and η dependence, (ii) ne-
glecting those variations that are negligible without impacting the correlations nor the total uncertainty as
well as (iii) removing those variations which are below a certain threshold; in the last step a compromise
between preserving the correlations and reducing the total uncertainty needs to be made leading to differ-
ent reduction schemes. The one chosen for the analysis described in Chap. 5 is referred to as Medium and
results into three independent uncertainties for b jets, four for c jets and five for light jets; with a small
underestimation of the total uncertainty and a loss of correlations across pT and η (for b jets the relative
difference is at the level of 3 %).

As discussed in some detail in the context of Chap. 4, the b-jet tagging efficiency (c-jet tagging effi-
ciency) predicted in simulation depends on several aspects related to the modelling of the fragmentation
and decay of b hadrons (c hadrons) as well as e.g. additional charged particles not stemming from the
b hadron, but arising in the fragmentation process, and as such varies for different generators. The use of
the EvtGen program [226] to perform the b- and c-hadron decays for most simulated samples in Run 2
(except those produced with Sherpa ) reduces significantly the previously observed spread; in particular
regarding the b-jet tagging efficiency. Nonetheless residual differences persist, especially in the case of
the c-jet tagging efficiency, and therefore generator-dependent scale factors are used which are determined
based on the results obtained using the common reference sample (Powheg+Pythia6) [217].

3.4.5 Calibration of the Mistag Rate of the SMT Algorithm

The light-jet mistag rate of the SMT algorithm is measured in an inclusive jet sample together with two
other unknowns from a fully constrained system of three equations based on the number of events passing
SMT requirement in two light-jet enriched samples [4]. Using only events with exactly two jets, a single-
and a double-veto sample are defined, where one or both jets fail the b-tag criterion of the IP3D+JetFitter
algorithm corresponding to the 80 % operating point, respectively.

In a preliminary version of the measurement [227], a straight-line fit was performed to the results yield-
ing a single pT- and |η|-independent scale factor of 1.44 ± 0.20, which was used in the analysis, described
in Chap. 4, to correct the SMT mistag rate in simulation.
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3.5 Electron Reconstruction and Identification

Electron reconstruction

Electrons21 traversing the central part of the detector leave hits in the inner tacking detectors, from which
a track can be reconstructed, before they deposit their energy in several cells of the (electromagnetic)
calorimeter. As mentioned already in Sec. 3.2, cluster of calorimeter cells that (supposedly) contain the
total deposited electron energy are built using the sliding-window algorithm [136]. The electron reconstruc-
tion22 [228, 229] starts by it searching for cluster seeds using a sliding window with a size corresponding
to 3 × 5 the cell size of the middle layer of the EM calorimeter in η × φ. If the total transverse energy
computed from the towers within the window, i.e. from every cell within across all EM-calorimeter lay-
ers, exceeds 2.5 GeV, a cluster seed is found. Reconstructed tracks are extrapolated to the middle layer of
the EM calorimeter; if they can be loosely associated with a cluster, they are considered as electron-track
candidates: they are refitted using the Gaussian Sum Filter (GSF) [230], which, optimised for electrons,
provides better track-parameter estimates by accounting for non-linear bremsstrahlung effects. In case
several (refitted) tracks are matched to the same seed cluster, a primary track is selected based on certain
quality-criteria and several distance measures. Treating each seed cluster-track match as electron candidate,
a cluster is built from cells across all layers within an increased window whose size is optimised to contain
(most of) the deposited energy, while limiting the noise; it differs between the barrel and the endcap: 3 × 7
and 5 × 5 the cell size of the middle layer, respectively. The electron four-momentum is determined both
from tracking and calorimeter information: while the energy is computed from the calibrated energy of the
cluster (see below), its angular directions are defined by the corresponding track parameters.

While before the standard track reconstruction described in Sec. 3.1 was used to built tracks belonging
to electron candidates, it was adapted for the data-taking in 2012 to improve the electron-reconstruction
performance [231]. The key change was to introduce in addition to the standard pion hypothesis an elec-
tron hypothesis, which allows higher energy losses due to bremsstrahlung and thereby mitigating its effects
on the reconstruction efficiency. The impact on the reconstruction efficiency is mostly at low transverse
energy; the overall improvement is at the level of 5 %.

In order to reject objects that are falsely reconstructed as prompt electrons, such as jets and electrons
from photon conversions or semileptonic heavy-flavour hadron decays, electron identification algorithms
are employed [228, 229]. They are based on a number of discriminating variables (17 in 2011; 20 in
2015/16) related to (i) the longitudinal and lateral shower development, mainly assessed through various
energy ratios exploiting the high granularity of the EM calorimeter, (ii) the track quality, such as the num-
ber of hits in the tracking detectors, (iii) the track-to-cluster matching as well as (iv) particle identification
by the TRT. The particular choice of variables was adapted over the years to cope with changed condi-
tions, such as the increased energy and instantaneous luminosities accompanied with higher pile-up, the
installation of the IBL as well as the change in TRT gas (cf. Chap. 2).

Typically three operating points are provided, Loose, Medium and Tight, with increasing (decreasing)
background rejection (signal efficiency); they are defined such that the sample selected by the tighter one is

21In the context of this thesis “electron” (e) is usually used to refer both to electrons (e−) and positrons (e+). The same applies for
muons (µ) and τ leptons.

22Since only central electrons are used in the analyses described in this thesis, the reconstruction of forward electrons which proceeds
differently is not discussed, but can be found e.g. in Ref [228].
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a subset of the looser one(s). Since the properties of electrons, in particular the shower-shape distributions,
depend on the amount of passive material they traverse before they reach the calorimeter, the operating
points are optimised in several bins of |η| and the transverse energy ET.23

While the standard identification algorithm used for 2011 data is cut-based and the three operating
points are obtained through both considering additional variables and tightening the sequentially applied
requirements with respect to the looser definition [228], the baseline used in Run 2 is the likelihood-based
(LH) method developed for the 2012 data-taking [229, 231]. Here, based on the probability density func-
tions of the discriminating variables the overall signal (S) and background (B) likelihoodsL are determined
and combined into a single discriminant: LS/(LS + LB). Using the same full set of discriminating vari-
ables, the various operating points are defined by imposing more or less strict requirements on the final
discriminant.

None of the exploited discriminating variables explicitly targets the presence of other particles in the
vicinity of the identified electrons; dedicated isolation requirements that help to further suppress non-
isolated electrons, e.g. misidentified jets or electrons stemming from heavy-flavour decays, are discussed
in Sec. 3.7.

As mentioned in Sec. 2.2.6, the clean signature of electrons is exploited to trigger the readout of po-
tentially interesting events. Having a common reconstruction sequence from the L1 to the HLT, several
electron triggers with differing rates are defined by varying selection criteria and thresholds at the individ-
ual steps. At L1 electron RoIs are defined as 2 × 2 trigger towers in the EM calorimeter, where the sum of
the transverse energy of at least one of the four pairs of nearest neighbours within exceeds a pre-defined
threshold [136]. The threshold might vary with η to account for varying detector responses; the RoIs might
be required to be isolated in the EM and/or the hadronic calorimeters. At HLT, in a first step, fast, custom
algorithms are used to (i) reconstruct electron-candidate clusters and tracks from cells and hits within the
RoIs, respectively, (ii) identify electrons based on few shower-shape variables, and (iii) match tracks to
clusters; in a second step, precise algorithms similar to the offline ones discussed above are exploited and
similar identification and isolation criteria defined and applied.

The 2011 dataset used in the analyses described in Chap. 4 was collected with three different lowest
unprescaled single-electron triggers with increasing tightness in order to maintain certain rates across the
different data-taking periods, where the instantaneous luminosity of the LHC increased; they are defined by
requiring at least one online electron passing the ET and cut-based identification criteria at HLT summarised
in Table 3.2(a). At L1 the required ET threshold is 6 GeV lower; for the trigger marked with (*) it was η
dependent, and isolation in the hadronic calorimeter was required.

In Run 2 several unprescaled single-electron triggers were available simultaneously and logical-OR
combinations thereof provide optimal selection efficiencies; the ET, likelihood-based identification and
isolation criteria applied at HLT are summarised for the 2015 and 2016 data-taking in Tables 3.2(b) and
3.2(c), respectively. For all triggers the same L1 selection is used, namely: ET > 22 GeV changing with η
and isolation both in the EM and hadronic calorimeters; except for the one with the lowest ET threshold
(ET > 24 GeV), here the maximum of the η-dependent threshold was 20 (18) GeV in data (simulation) and
only isolation in the hadronic calorimeter was required.

23Given the electron is assumed to be massless, its transverse momentum (pT) and transverse energy (ET) are identical and are used
interchangeable throughout this thesis. However, sometimes the notations ET and pT for the transverse momentum are used to
distinguish between its determination from calorimeter and tracking measurements, respectively.
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(a) 2011

ET ID & iso.
> 20 GeV Medium
> 22 GeV Medium
> 22 GeV Medium*

(b) 2015

ET ID & iso.
> 24 GeV Medium LH
> 60 GeV Medium LH
> 120 GeV Loose LH

(c) 2016

ET ID & iso.
> 26 GeV Tight LH†,

pvar−cone
T (0.2)/ET < 0.1

> 60 GeV Medium LH†

> 140 GeV Loose LH†

> 300 GeV -

Table 3.2: HLT selection of the single-electron triggers used to collect the dataset the analyses described in Chaps. 4
and 5 are based on, during the (a) 2011, (b) 2015 and (c) 2016 data-taking. The identification (ID) requirements
are introduced in the text, where “LH” refers to the likelihood-based variants and “†” indicates an alignment-robust
version, where no transverse impact parameter information is used. pvar−cone

T denotes the track-based variable-cone
isolation criterion defined in Sec. 3.7. The corresponding L1 requirements are described in the text.

The reconstruction, identification, isolation (cf. Sec. 3.7) and trigger efficiencies are measured using
tag-and-probe (T&P) methods [232, 233]; correction factors are determined as ratios of the measured
efficiencies and the ones in simulation to be applied to simulated samples in order to reproduce the observed
efficiencies. While usually being close to unity, deviating scale factors are due to the mismodelling of
tracking properties or shower shapes in the calorimeters [231]. Since in particular the latter depend both on
the energy of the electron and the traversed material before entering the calorimeters, the efficiencies and
scale factors are usually determined in bins of ET and |η|.

The efficiencies are defined and measured such that they are expressed with respect to the previous
step preserving consistency: the reconstruction efficiency is determined given the presence of the cluster,
the identification efficiency with respect to reconstructed electron candidates, the trigger efficiency with
respect to electron candidates passing certain identification criteria, as is the isolation efficiency.

Exploiting known resonances, the T&P method aims at selecting a pure and unbiased sample of probe
electrons by applying strict requirements to other tag objects in the event as well as the event topology; the
efficiencies are then determined as the fraction of probe electrons passing the tested requirements. While
primarily Z → ee decays are used, where a well-identified tag electron and the invariant dielectron mass is
exploited, J/ψ → ee (and W → eν) events are also employed to extend the reach towards lower ET (and
improve the statistical precision, respectively) of the identification-efficiency measurement (in Run 1) and
the results are combined in the region of kinematic overlap.

The cluster-reconstruction efficiency in simulation ranges from 97 % (95 %) at ET = 7 GeV to 99 %
and more for ET ≥ 15 GeV in Run 1 (Run 2) [228, 229]. The efficiency to reconstruct an electron with a
high-quality track matched to a cluster increases with ET reaching a plateau at about 50 GeV and decreases
towards high |η|, except at very high ET; lower efficiencies are also found in the calorimeter transition
region. The efficiencies measured using 2011 (2015) data range from 85-98 % (95-99 %) and agree well
with the ones in simulation. The scale factors derived for analyses based on 2015 data deviate from unity
by < 1 %, uncertainties are below 0.5 %, except at very low ET, where they reach up to 2 %.

Independent of the operating point the identification efficiencies increase with ET; while for the Loose
criterion the efficiency is fairly flat against |η|, there is a slight dependence for the tighter operating points:
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Figure 3.13: Data-simulation comparison of the combined electron reconstruction and identification efficiency as
function of (a) the transverse energy and (b) the pseudorapidity in Z → ee events for the three likelihood-based
identification operating points defined in the text. The data efficiencies are obtained through applying the scale
factors measured in 2015+2016 data both using in Z → ee and Jψ → ee events to a Z → ee simulated sample; and
shown as the ratio in the bottom pad. Taken from Ref. [234].

the efficiency tends to decrease towards higher |η| values. Integrated over the whole η range and for
ET > 20 GeV the efficiencies range from 92-99 %, 78-92 % and 65-85 % for the Loose, Medium and
Tight operating points used for 2011 analyses and 92-97 %, 87-95 % and 78-91 % for the likelihood-based
Loose, Medium and Tight operating points used for 2015 analyses [228, 229]. While for the former good
agreement between data and simulation is found resulting in scale factors deviating from unity only within
a few percent, at most up to 5 % at high |η|, for the latter the deviations can be significant and range up to
20 % for the Tight operating point.

The combined reconstruction and identification efficiencies in simulated Z → ee events are compared
to the ones measured in 2016 data for the three likelihood-based operating points as function of ET and
η in Fig. 3.13; the ratio plot in the bottom pad shows the correction factors. The data efficiencies were
obtained by applying the correction factors measured in Z → ee and Jψ → ee events to simulation [234].
That the efficiencies in simulation are overestimated over a wide range is because in addition to a known
mismodelling of the shower shapes by the detector simulation, also the conditions of the TRT in 2016 are
not well represented. The total uncertainties are at the percent level, reaching larger values, up to 10 %, at
low ET.

The efficiency of the triggers used in the 2011 data-taking is at the level of 85-90 % for offline ET values
matching the online threshold and reaching a plateau about 10-15 GeV above with values between 95-99 %
depending on the trigger when requiring the Medium identification criterion offline [167]. Good agreement
between simulation and the measurement is found resulting in scale factors agreeing with unity within 5 %;
the uncertainties are typically at the percent level. Similar results are found for the triggers used during the
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2015 and 2016 data-taking [229].

A step-wise procedure is employed to calibrate the energy response (and resolution) of reconstructed
electrons accounting for various energy losses due to energy deposits in the material in front of the EM
calorimeter as well as beyond it and in cells outside the reconstructed cluster, i.e. longitudinal and lateral
leakage, respectively [235]. In a first step the results of a data-driven intercalibration of the different LAr
calorimeters based on Z → ee events are used to equalise the layer scales in data with respect to simulation.
Then the cluster energy is corrected to restore the original electron energy in simulation by applying ET-
and |η|-dependent calibration factors obtained from simulation using multivariate techniques. Local non-
uniformities in the calorimeter response observed in data are corrected based on E/p studies in W → eν
and measurements of the dielectron invariant mass mee in Z-boson decays. Finally, the electron response in
data and resolution in simulation are calibrated to yield agreement based on an in-situ measurement. The
respective correction factors α and C (in bins of ET and |η|) are extracted simultaneously from fits to mee

in Z → ee events; assuming (i) that the relation between the masses reconstructed in data and simulation
can be parametrised in the same way as the energy-response difference, namely mdata

ee = msim.
ee (1 + α), (ii)

the mass resolution is described by Eq. 3.4 parametrising the various noise effects and (iii) the sampling
term S in Eq. 3.4 is known (at the level of 10 %), i.e. the resolution is well modelled up to a Gaussian
constant. In 2012, both factors are found to be flat versus |η| in the barrel with values at the level of -2 %
and 0.8 %, respectively, and somewhat η-dependent and larger in the endcap region [235]. The relative
total uncertainties on the energy scale and resolution are estimated to be below 1 % varying with ET and
|η| and 10-40 % increasing with ET, respectively. The calibration is validated by performing a data-to-
corrected simulation comparison of mee in Z → ee events: the agreement is at the level of 1 % at the core
of the distribution and decreases slightly towards the tails; the small deviation is covered by the assigned
systematic uncertainties [235].

3.6 Muon Reconstruction and Identification

Muons originating from the hard-scatter event and traversing the detector leave hits in the inner tracking
detectors, deposit only minimal energy in the calorimeters and reach the outermost part of the detector,
specifically designed for their identification, the muon spectrometer (MS) (cf. Sec. 2.2.3). The muon
reconstruction and identification is based on independent track reconstruction in the ID and the MS, which
proceeds as described in Sec. 3.1 and the following, respectively, and aided by calorimetric information.

The track reconstruction in the MS proceeds in four steps [154, 236]: (i) finding of hit patterns,24 which
seed (ii) the making of (track) segments in individual chambers, e.g. in the MDTs by fitting straight lines
to the hits found in each layer in the bending plane, (iii) building of muon-track candidates by combining
hits from segments in different stations and if at least two segments are matched (one high-quality segment
is sufficient in the barrel-endcap transition region), (iv) fitting of the muon track using the standard global
χ2 fit, taking into account effects such as the magnetic field (inhomogeneities), multiple scattering or inter-
chamber misalignments.

Depending on the detector information exploited in the muon reconstruction four muon types with vary-
ing purities and efficiencies are distinguished [154, 237]. Combined muons are reconstructed if tracks built

24Hit refers to drift circles in the MDT and clusters in the CSCs, RPCs and TGCs chambers, respectively.
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separately in the ID and MS are combined into a single one. Given the tracking volume of the ID, combined
muons are limited to |η| < 2.5. Low-pT muons or muons entering MS regions with reduced acceptance,
i.e. with support structures or service passages, may not traverse enough stations for reconstructing a stan-
dalone track and a combined muon. If, however, a track in the ID extrapolated to the MS is matched to
at least one track segment in the precision chambers, it is reconstructed as a segment-tagged muon. Stan-
dalone or extrapolated muons are reconstructed, if no track in the ID is found, but a standalone MS track is
found to be consistent with originating from the interaction point (IP). The muon parameters are expressed
at the IP after extrapolating the MS track inward taking the estimated energy loss in the calorimeter into
account. Standalone muons can be exploited to increase the |η| acceptance to 2.7 with respect to combined
muons. Acceptance losses in partially instrumented MS regions, in particular for |η| < 0.1, can be fur-
ther recovered with calorimeter-tagged muons which are reconstructed from ID tracks matched to energy
deposits in the calorimeter expected for minimum-ionising particles.

In Run 1 two slightly differing strategies for the track reconstruction in the MS and the muon recon-
struction by combination with ID tracks were exploited [237], referred to as Chain 1 (Staco/Muonboy) [238]
and Chain 2 (Muid/Moore) [239, 240], respectively. One particular difference is that the former obtains the
track parameters of combined muons from a statistical combination of the ID and MS tracks, while the
latter performs a global refit on the hits in both tracking detectors simultaneously. Here, hits in the MS
may be added or neglected to improve the fit quality; most muons are reconstructed with the outside-in
approach, where tracks reconstructed in the MS are extrapolated inward, taking the expected energy loss in
the calorimeters into account, and matched to ID tracks. This latter strategy is also adopted by the unified
chain (also referred to as Chain 3), which was developed in Run 1 aiming to combine the best features of
the two chains and eventually replaced them in Run 2 after some further developments [154]; in particular
the hit-pattern finding and the estimation of the energy loss in the calorimeters was improved.

Combined muons exploited in the SMT algorithm described in Sec. 3.4 and used in the analysis based
on 2011 data reported in Chap. 4 are reconstructed with the Chain 1 algorithm, which was the standard
chain in Run 1.

While in Run 1 merely requirements regarding the track quality in terms of the number of hits in the
various ID subdetectors were exploited to suppress background contributions mainly from pion and kaon
decays, several other track properties are considered additionally in Run 2 and, similar as for electrons,
certain identification operating points defined, Loose, Medium, Tight and High-pT, that provide varying
background rejections and signal efficiencies (as well as robustness regarding the momentum measurement
at high muon pT) [154]. Besides requirements regarding the standalone track quality in terms of the number
of hits in the MS, for combined-muon candidates criteria sensitive to the compatibility between the ID and
MS measurements are exploited; given it is expected to be low for muons stemming from light-hadron
decays in flight (cf. SMT algorithm in Sec. 3.4). The compatibility is evaluated by means of three variables:
(i) the ∆(q/p) significance, (ii) ρ′ = ∆pT/pT and (iii) the normalised χ2

match of the combined track fit, where
∆ indicates the difference between the ID and MS measurements.

The standard identification criterion is Medium, optimised to minimise the systematic uncertainties
associated with the muon reconstruction and calibration, it mainly relies on combined muons; standalone
muons are considered only in the 2.5 < |η| < 2.7 region in order to increase the acceptance. In addition
to requirements regarding the number of hits and how they are distributed across the MS stations, the ID
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and MS measurements of the combined muons need to be loosely compatible: ∆(q/p) significance < 7.
The analysis reported in Chap. 5, however, exploits Loose muons: designed to maximise the reconstruc-
tion efficiency and acceptance, the Loose criterion considers in addition to the muons passing the Medium
selection also calorimeter- and segment-tagged muons in the |η| < 0.1 region.

In order to further suppress background from non-prompt muons stemming from semileptonic heavy
flavour hadron decays dedicated isolation requirements targeting the detector activity in the vicinity of the
muon candidates are defined and discussed in Sec. 3.7.

As mentioned in Sec. 2.2.6, also the very clean signature of muons is exploited to trigger the readout
of potentially interesting events. While following the same reconstruction sequence from the L1 to the
HLT, various muon triggers with differing rates are defined by requiring individual selection criteria and
thresholds at each step, in particular at the HLT level. At L1, the muon candidates are required to pass pT

thresholds that are for the triggers used to collect the datasets analysed in the search reported in Chap. 5
during the 2015 and 2016 data-taking at 20 GeV; except for one low-pT trigger used in 2015, where it was
only at 15 GeV. Similar to the electron triggers, the muon reconstruction at HLT proceeds in two stages
using first a fast, custom algorithm and then a precise one which follows closely the offline reconstruction
described above [166]. At the first stage, (i) based on including precision information from the MDTs
within the L1 muon RoI, muon-track candidates in the MS are built, and (ii) using the offline outside-in
approach combined-muon candidates are formed. The reconstruction at the precision stage then starts from
the refined RoIs; by employing in addition also the complementary inside-out approach (as done offline)
recovers about 1-5 % of the muons, mainly at low pT.25

The 2015+2016 dataset analysed in this thesis is obtained from a logical OR of two or more unprescaled
triggers that evolved during the 2016 data-taking in order to cope with the increase in instantaneous lumi-
nosity. For the 2015 dataset the logical OR of two unprescaled triggers is used: one which required a
higher pT threshold of 40 GeV at HLT and a second one, where a sufficiently low rate was maintained
despite the lower pT threshold of 20 GeV by requiring a loose track-based isolation: pcone

T (0.2)/pT < 0.12
(cf. Sec. 3.7). The former was still unprescaled during the early 2016 data-taking, however, it got replaced
by one with a higher threshold of pT > 50 GeV for most of the year. The latter could not be supported
without prescale from the beginning of the 2016 data-taking; therefore, at first one with an increased
pT threshold of 24 GeV (and 20 GeV at L1) was exploited; then one with a tightened isolation criterion,
i.e. pvar−cone

T (0.3)/pT < 0.07, before another one with an even higher pT threshold of 26 GeV was used.

Also the muon reconstruction/identification, isolation (cf. Sec. 3.7) and trigger efficiencies are mea-
sured using T&P methods, introduced in Sec. 3.5, and correction factors to be applied to simulated samples
in order to reproduce the observed efficiencies determined. Mainly Z → µµ decays are used, where a
well-identified tag muon and the invariant dimuon mass is exploited to select a clean sample of probe
muons; only in the case of the reconstruction/identification efficiency measurement also J/ψ → µµ events
are employed to extend the reach towards lower pT.

The measurement of the reconstruction/identification efficiency is restricted to the ID acceptance; cor-
rection factors for standalone muons in the 2.5 < |η| < 2.7 region considered for the Medium and Loose

25Only specialised muon triggers that are not used in the analyses described in this thesis, also rely on standalone-muon candidates.
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Figure 3.14: Comparison of the reconstruction (and identification) efficiency in Z(J/ψ) → µµ in simulation and
2015 data as function of (a) the muon transverse momentum (pT) for 0.1 < |η| < 2.5 and (b) the muon pseudorapidity
(η) for pT > 10 GeV of Loose and Loose as well as Medium muons, respectively. As described in the text for
0.1 < |η| < 2.5 the Medium and Loose definitions are identical. The ratio shown in the bottom pad are the resulting
correction factors with their statistical and systematic uncertainties. Taken from Ref. [154].

operating points are then obtained by extrapolation of the results measured in 2.2 < |η| < 2.5 [237]. The
efficiency measurement of the Medium (Tight or Hight-pT) operating point is divided into two steps [154]:
(i) measuring the Medium identification efficiency using calorimeter-tagged muons as probes, (ii) mea-
suring the ID-track reconstruction efficiency using standalone muons as probes; based on the assumptions
that (a) using calorimeter-tagged muons instead of ID tracks does not affect the Medium identification effi-
ciency and (b) the ID and MS track reconstructions are independent from each other.26 A similar approach
is used to measure the Loose identification efficiency for all but the calorimeter-tagged muons in |η| < 0.1;
their measurement is based on using standalone muons as probes. Figure 3.14 shows the reconstruc-
tion/identification efficiency of Loose (and Medium) muons as function of the pT and η for 0.1 < |η| < 2.5
and pT > 10 GeV, respectively, measured in 2015 data. The expected efficiency of about 99.5 % for most of
the pT and η range is slightly overestimated, leading to correction factors that are on average around 0.5 %,
up to 2 %, below unity; in the low-pT regime they are still consistent with unity within the somewhat larger
uncertainties of the J/ψ-based measurement. Considering also calorimeter- and segment-tagged muons for
|η| < 0.1, increases the efficiency by approximately a factor 1.6; still it is with ∼96 % significantly lower
than in other η regions. The relative total uncertainty for the Medium operating point is at the level of 0.4 %
and 1 % for the Z- and J/ψ-based measurements, respectively; for the latter the statistical uncertainty is the
dominant contribution.

For measuring the trigger efficiency only combined muons within the acceptance of the muon triggers,
i.e. |η| < 2.4, are considered [166]. The efficiency of the L1 muon trigger as function of the offline muon
pT is found to be close to 70 % in the barrel and 90 % in the endcaps once reaching a plateau at around the

26In formulas that is ε(Medium) = ε(Medium|ID) · ε(ID) = ε(Medium|CT) · ε(ID|MS), under the assumption that ε(Medium|ID) =

ε(Medium|MS) and ε(ID) = ε(ID|MS).
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online threshold; relative to that the overall efficiency for a logical-OR of the lowest unprescaled triggers
is almost 100 % for offline muon-pT values above the HLT threshold.

The scale and resolution of the muon momentum obtained from the curvature of the muon track in the
magnetic field, extracted via the track fit, is measured in data and corrections are extracted to be applied to
simulation in order to achieve optimal agreement.

The calibration [154] is based on the assumption that the corrected muon momentum determined from
ID and standalone tracks, respectively, can be parametrised as function of the pT in simulation as

pcorr
T =

pT +
∑1

n=0 sn ·
(
pT

)n

1 +
∑2

m=0 rm ·
(
pT

)m−1
· gm

, (3.8)

where the η- and φ-dependent parameters sn and rm describe the scale and resolution corrections in a
certain detector region, respectively; and gm are Gaussian-distributed random variables with zero mean and
unit width. The two scale-related parameters s0 and s1 account for a mismodelling of the energy loss of
the muon traversing the material before entering the respective tracking detector and the magnetic field
integral as well as the radial dimension of the detector, respectively. Since the former is negligible for a
track measurement in the ID, sID

0 is set to zero. The same is true for fluctuations of the energy loss affecting
the resolution, and not just for the ID, but also the MS; therefore, the related parameter r0 is also set to zero.
The effects of multiple scattering, local field inhomogeneities and local radial displacements are assumed
to be independent of the pT and imperfect knowledge thereof is accounted for by r1. Finally, corrections
regarding intrinsic resolution effects caused by the spatial resolution of the hit measurements as well as the
residual misalignment of the MS are expected to be proportional to the muon pT, and are parametrised by
r2. In the case of the MS, rMS

2 is obtained from dedicated alignment studies in data.

The remaining parameters are extracted separately for the ID and the MS: binned maximum-likelihood
fits are performed to the invariant dimuon mass distribution mµµ, as well as ρ = (pMS

T − pcorr,ID
T )/pcorr,ID

T for
the latter, reconstructed in Z → µµ and Jψ→ µµ candidate events in data based on measurements from ID
and standalone tracks, respectively.

The obtained corrections are propagated to the combined muon momentum assuming that the relation,
pcomb

T = f · pID
T + (1 − f ) · pMS

T , still holds after correction; i.e. that the weight f , with which the individual
measurement contributes, remains unchanged and f can be determined from the uncorrected simulation.

The calibration is validated by performing data-to-corrected simulation comparisons of the distribution
of mµµ reconstructed from combined muons in Z → µµ and Jψ → µµ candidate events; an example is
shown in Fig. 3.15(a). The applied corrections bring the simulation in very good agreement with the data;
residual deviations are within the associated systematic uncertainties of 0.05 % increasing with |η| to about
0.1-0.3 % around |η| ≈ 2.5. Also the relative mass resolution, which is well described by the corrected
simulation, increases somewhat with |η|: it is around 1.2-1.6 % at small |η| values and increases up to 1.6-
1.9 % in the endcaps; corresponding to relative muon momentum resolutions of 1.7-2.3 % and 2.3-2.9 %,
respectively. The relative mass resolution also degrades with increasing average momentum of the muons,
as can be seen from Fig. 3.15(b); p∗T denotes an angular-based transverse-momentum definition, exploiting
the nominal Z-boson mass, which is uncorrelated with the reconstructed mµµ.
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Figure 3.15: (a) Dimuon invariant mass distribution in Z → µµ candidate events reconstructed from combined
muons. The distribution in data is compared to the combined signal and background prediction, both before
(MC(uncor.)) and after (MC) applying the muon momentum scale and resolution corrections described in the text.
The bottom pad shows the ratio between data and either of the simulations; after correction the simulation agrees with
the data within the systematic uncertainties associated with the procedure. (b) Comparison of the relative dimuon
invariant-mass resolution measured as function of the average muon transverse momentum in J/ψ→ µµ and Z → µµ
candidate events in 2015 data and simulation after application of the muon momentum scale and resolution correc-
tions described in the text. The bottom pad shows the ratio between data and simulation. Both statistical (error bars)
and total systematic (shaded band) uncertainties due to the correction procedure and the extraction method are shown.
Taken from Ref. [154].

3.7 Electron and Muon Isolation Requirements

As mentioned in Secs. 3.5 and 3.6, none of the discriminating variables exploited to define the electron and
muon identification criteria explicitly target the close-by detector activity: the presence of other particles
in their vicinity is an indication that they are non-prompt stemming e.g. from semi-leptonic heavy-hadron
decays and are reconstructed inside jets or that they are misidentified jets, which is more likely to happen
in the case of electrons; therefore, dedicated isolation requirements are defined in order to further suppress
such background contributions.

Both the calorimeter- and track-based isolation criteria exploit the total deposited transverse energy
and momentum in a region around the identified lepton, respectively, defined by a cone of a certain radius
R, excluding the (expected) contribution of the lepton itself. More specifically the analysis described in
Chap. 4, selects isolated electrons using a calorimeter-based isolation variable, denoted Econe

T (R) [231],
where the total transverse energy is computed from cells of the EM and hadronic calorimeters in a cone of
size R = 0.3 around the electron direction. The contribution of cells within η × φ = 0.125 × 0.175 around
the barycentre of the electron cluster is attributed to the electron candidate and subtracted. Corrections
regarding (i) the expected leakage of the electron shower outside of the allocated region into the cone as
well as (ii) expected pile-up contributions parametrised as function of the number of reconstructed primary
vertices (cf. Sec. 3.1) are applied.

Isolated muons in the same analysis are selected relying on a (fixed-cone) track-based isolation variable,
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pcone
T (R) [236], which is defined as the total transverse momentum computed from all tracks within a cone

of size R around the muon direction. In the computation only high-quality tracks with pT > 1 GeV that are
compatible with stemming from the primary vertex are considered; while the muon track is excluded.

The Run 2 analysis reported in Chap. 5 completely relies on track-based isolation criteria both for
electrons and muons, referred to as LooseTrackOnly [154, 229]. It is optimised to provide high signal effi-
ciencies, 99 % on average, (fairly) constant versus η and pT, and correspondingly low background rejection
(at the level of 15). It is based on the variable-cone isolation variable, denoted pvar−cone

T (Rmax), where the
cone radius R is shrinking with increasing transverse momentum (energy) of the muon (electron) candidate:
R = min(Rmax, 10 GeV/pT), with Rmax being the maximum cone size reached at low pT. With respect to
its fixed-cone counterpart, pcone

T , it provides a higher signal efficiency for leptons stemming from decays
of boosted particles. In the computation the lepton track is excluded; and for electrons also additional
tracks from converted bremsstrahlung’s photons. The LooseTrackOnly operating point is then defined by
setting Rmax to 0.3 (0.2) for muons (electrons) and varying requirements imposed to pvar−cone

T (Rmax)/pT that
provide a constant efficiency versus η and pT.

The efficiency of the LooseTrackOnly operating point is measured using the T&P approach introduced
in Sec. 3.5 for electrons and muons using Z → ee and Z → µµ events, respectively. For electrons the
efficiency rises with ET reaching at around 15 GeV a plateau with around 99 %, and is flat versus η. For
ET < 15 GeV, the efficiency in simulation is slightly overestimated leading to scale factors of up to 1.5 %
below unity; above they agree with unity within their relative total uncertainties of less than 0.5 %. The
efficiency for muons is shown as function of pT in Fig. 3.16; it reaches a minimum of about 99 % at around
pT = 50 GeV, which is well reproduced in simulation, leading to correction factors compatible with unity
within their relative total uncertainties of about 0.2%, increasing maximally to 0.5 % at high pT.
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3.8 Reconstruction and Identification of Hadronically Decaying τ Leptons

With a mass of about 1.8 GeV [45] clearly the heaviest leptons, τ leptons decay weakly, usually before or
only briefly after reaching the active regions of the detector. Leptonic decays make up about 35 % of all pos-
sible decay modes; they are not specifically targeted, but the decay electrons and muons are reconstructed
and identified with the standard methods described in Secs. 3.5 and 3.6, given they are experimentally al-
most indistinguishable from their prompt versions. Hadronically decaying τ leptons (τhad), however, have
a distinct signature that is exploited in their reconstruction and identification. The τhad decays involve an
odd number of charged hadrons, possibly accompanied by a small number of neutral hadrons and missing
transverse energy; the hadrons are mainly pions, and kaons to a lesser extent. Decays with one charged par-
ticle, 1-prong decays, clearly dominate; while 3-prong decays contribute by about 15 %, the contribution
of decays involving more charged particles is virtually negligible.

The τhad reconstruction [241, 242] starts from jets with radius parameter R = 0.4 reconstructed from
topo-clusters at the LCW scale as described in Sec. 3.3; only jets with pT > 10 GeV within the acceptance
of the ID, excluding the calorimeter transition region (1.37 < |η| < 1.52), are considered. Due to the
relatively high momenta with which τhad leptons emerge from electroweak interactions in comparison to
their mass, the τhad-decay products are expected to be highly collimated. This is exploited to define a core
region, containing most of the reconstructed decay products, and an isolation region, used to define jet-
discriminating variables, of ∆R < 0.2 and 0.2 < ∆R < 0.4 around the seed jet axis (or the τhad direction),
respectively.

The primary vertex (PV) from which a τhad candidate is originating, the τ vertex (TV), is identified
as the one PV with the highest JVF value computed from tracks27 in the core region of the seed jet
(cf. Sec. 3.3.3 for the JVF definition). In order to mitigate pile-up effects and improve the reconstruction
efficiency, the TV is used as reference to determine the τhad-candidate direction and transverse momentum,
from the topo-clusters in the core region of the seed jet,28 as well as to associate tracks: tracks matched to
the TV using impact-parameter requirements are associated with the τhad candidate if they are in its core
region. The efficiency for reconstructing the same number of τhad tracks as expected for 1- and 3-prong
decays is at the level of 70 %, degrading somewhat for the latter at high τhad-lepton pT.

The described procedure is quite susceptible to falsely reconstruct jets emerging from quarks and glu-
ons, and to lesser extend electrons, as τhad leptons. Contributions due to the latter are suppressed by a
simple overlap-removal: 1-prong τhad candidates are discarded, if they are within ∆R = 0.4 of an electron
candidate passing the Loose identification criterion defined in Sec. 3.5.

In order to reject background contributions from jets a τhad-lepton identification algorithm [241, 242] is
employed which combines 14 discriminating variables based on tracks and topo-clusters in the τhad core and
isolation regions, in particular information regarding (i) the longitudinal and lateral shower development in
the hadronic and EM calorimeters, (ii) the EM component of topo-clusters sensitive to the π0 contribution
and (iii) the charged particle content, into a single multivariate classifier; separate Boosted Decision Trees
(BDT) are trained for 1-track and 3-track τhad candidates, respectively. Three operating points, Loose,
Medium and Tight, with decreasing (increasing) τhad-identification efficiencies (jet rejection) are defined;
the requirements on the BDT scores are chosen such that they provide constant efficiencies as function

27Tracks exploited in the τhad reconstruction are reconstructed as described in Sec. 3.1 pass standard quality criteria based on the
number of hits in the ID and have pT > 1 GeV.

28Tau candidates are assumed to be massless, so that transverse momentum and energy are the same.
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of pT. The standard operating point, Medium, targets 55 % (40 %) signal efficiency for 1-track (3-track)
τhad candidates.

The search reported in Chap. 5 rejects events with Medium τhad candidates as means of background
suppression. While scale factors to correct the efficiency in simulation are derived using T&P methods
(cf. Sec. 3.5) in Z → ττ events [242], no correction regarding the inefficiency to be applied to τhad-vetoed
events is foreseen.

The τhad-lepton energy scale (TES) is calibrated in two steps in order to restore the true visible en-
ergy Etrue, i.e. the total energy at particle level carried by all τhad-decay products except the neutrinos, in
simulation and correct residual differences in the energy response and resolution between data and simula-
tion [243]. In the first step the two classes of effects are corrected [242]: (i) the energy contribution due to
pile-up, EPU, and (ii) out-of-cone leakage, topo-cluster threshold effects and decay products not reaching
the calorimeter that result in a non-closure of the energy response R = 〈(E − EPU)/Etrue〉. Extracting both
corrections from simulation (in bins of |η|, the number of primary vertices NPV and n-prong) the corrected
τhad-lepton energy is obtained as Ecorr. = (E − EPU)/R. Systematic uncertainties computed as the shift
on 〈(Ecorr./Etrue)〉 using several simulated samples with (i) an alternative underlying-event tune, (ii) var-
ied topo-cluster noise thresholds, (iii) increased passive material and (iv) an alternative shower model in
the detector simulation; the residual non-closure and pile-up dependence are also considered. The total
uncertainties vary between 2-6 % depending on pT, |η| and the number of prongs being 1 or 3.

In the second step, the calibration is refined by means of an in-situ measurement using Z → τµτhad

events, where one τ-lepton decays leptonically into a muon (τµ) [243]. Assuming the difference between
the τhad-lepton energy in data and simulation is described by a mere shift, i.e. E → (1 +α)E, α is extracted
by fitting templates of mvis, the invariant mass of the τhad-muon system, obtained in simulation to the
respective distribution in data. Systematic uncertainties related to the background modelling, the muon
reconstruction and the τhad-energy resolution. In 2015 data, α was determined to −0.7 % (−3.6 %) for
τhad candidates with 1 (3) associated tracks with total uncertainties of about 1.4 % (3 %).

3.9 Reconstruction of Missing Transverse Momentum

Particles emerging from the hard-scatter interaction that are solely weakly interacting, such as neutrinos,
escape direct detection. Their presence can only be inferred from missing transverse momentum Emiss

T ,29

i.e. a momentum imbalance in the plane transverse to the beam line, where also in pp collisions momentum
conservation is expected [244].

Defined as the negative vectorial sum of the momenta of all particles stemming from the hard interac-
tion, its reconstruction requires the most complete and precise event reconstruction involving all detector
subsystems; the limited detector acceptance and resolution as well as various sources of fake Emiss

T such as
electronics noise and pile-up events pose difficult challenges. Therefore, two terms can be distinguished
in the Emiss

T reconstruction, referred to as the hard and soft term, respectively. The former represents
the contributions from fully reconstructed and calibrated (hard) objects identified with electrons, photons,
hadronically decaying τ leptons, muons and jets (with pT > 20 GeV passing the JVF/JVT requirements

29Emiss
T denotes the magnitude of ~Emiss

T = (Emiss
x , Emiss

y ).
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(a) (b) (c)

Figure 3.17: Comparison of the three Emiss
T estimate variants introduced in the text, Emiss

T and Emiss,calo
T relying on the

track-based and calorimeter-based soft terms as well as pmiss
T , the solely track-based variant denoted Emiss

T,trk in the text,
regarding the stability of their resolution against the number of reconstructed primary vertices in the event (NPV),
sensitive to in-time pile-up, in (a) exclusive Z(→ µµ) and (a) inclusive Z(→ µµ)+jets events selected in data and (c)
the linearity of the relative deviation of their estimate from the true Emiss

T , i.e. ∆lin
T =

(
Emiss

T − Emiss,true
T

)
/Emiss,true

T , in
simulated 1-lepton tt̄ events. Taken from Ref. [245].

(cf. Sec. 3.3.3)); the latter, signals identified with stemming from the hard-scatter event, but not associated
with any of the beforementioned physics objects.

In order to best describe Emiss
T in a specific analysis, generally analysis-dependent preselections are

applied to the hard objects; an overlap procedure is employed to avoid multiple consideration of signals
arising from the same particle given that the object reconstruction is not mutually exclusive.

Two different soft-term variants are exploited in the Run 1 and Run 2 (standard) Emiss
T reconstructions,

a calorimeter-based version (CST) and a track-based version (TST), respectively.
The Run-1 definition of CST [244] involves two components, namely soft jets, with 7 GeV < pT < 20 GeV

reconstructed from topo-clusters at the LCW scale, but without JES calibration (cf. Sec. 3.3.2), and topo-
clusters at the LCW scale that are not matched to any of the described physics objects, referred to as cell-out
term. By exploiting tracking information to (i) recover contributions from particles with low pT that do
not reach the calorimeter or do not seed a topo-cluster and (ii) obtain an improved estimate by replacing
the energy measurement of topo-clusters by the momentum measurement of matched tracks, the estimate
of the cell-out term is improved. In Run 2, CST is solely based on unmatched topo-clusters at the LCW
scale [245].

The TST (in Run 2) is computed from high-quality ID tracks identified as emerging from the hard-
scatter vertex (cf. Sec. 3.1), that are not associated with any of the objects considered in the hard term.

Despite being oblivious to neutral contributions and limited in the |η| coverage, TST is generally
favoured over CST due to its excellent pile-up resilience. This can be seen from Fig. 3.17(a) showing
the Emiss

T resolution30 in exclusive Z → µµ events (without jets), where no real Emiss
T is expected, selected

in 2015 data for the two soft-term variants as function of the number of reconstructed primary vertices

30The Emiss
T resolution is estimated from the width of the combined Emiss

x(y) distributions in bins of of
∑

ET, i.e. the scalar sum of the
transverse momenta of all objects contributing to the Emiss

T reconstruction, obtained from a fit with a Gaussian.
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(NPV).31

Although by using the TST definition the soft term is almost pile-up insensitive, in particular the jet
term spoils this resilience as can be seen from Fig. 3.17(b) showing the Emiss

T resolution as function of NPV

in inclusive Z(→ µµ)+jets events in 2015 data; this motivates the definition of a pile-up independent Emiss
T

variant that (almost) completely relies on tracking information, denoted Emiss
T,trk. Otherwise purely based

on high-quality ID tracks associated with the hard-scatter vertex, only the electron and muon momentum
estimates are replaced by their superior measurements involving calorimeter and MS information, respec-
tively [246]. While it can be seen from Fig. 3.17(b) that indeed Emiss

T,trk is pile-up independent, it can be seen
from Fig. 3.17(c), showing the Emiss

T linearity as function of the true Emiss
T for the three Emiss

T definitions
in simulated 1-lepton tt̄ events, that it clearly underestimates the true Emiss

T due to neglecting the neutral
contributions. However, both of the other Emiss

T estimates relying on TST and CST, respectively, provide
an equally good estimate of the true Emiss

T within a few percent; except at small true Emiss
T values due to the

observation bias [245], i.e. the tendency to reconstruct non-vanishing Emiss
T values also in events without

genuine Emiss
T because of the limited detector resolution.

Systematic uncertainties on the Emiss
T scale and resolution arise both from the hard term by propaga-

tion of the systematic uncertainties related to the scale and resolution of the hard objects as well as from
the soft term. Contributions arising from the latter are estimated from data-to-simulation comparisons of
observables in exclusive Z(→ µµ) events (without jets) sensitive to the soft term.

In Run 1, the distribution of the mean of the Emiss
T projection onto the direction defined by the re-

constructed Z-boson pT as function of
∑

ET, i.e. the scalar sum of the transverse momenta of all objects
contributing to the Emiss

T reconstruction, sensitive to detector resolution and bias, is exploited to estimate
a systematic uncertainty on the Emiss

T soft-term scale of 5 % [247]. Analogously the data-to-simulation
agreement of the Emiss

T resolution as function of
∑

ETis evaluated to define a systematic uncertainty on the
Emiss

T soft-term resolution of 2 % [247].
Consistent results were obtained with alternative spectra also sensitive to the scale and resolution of

the soft term; they are used in Run 2 to estimate the related systematic uncertainties [245]. They are based
on the parallel (P‖) and perpendicular (P⊥) projections of ~psoft

T onto ~phard
T , where ~psoft

T is defined as the
negative of the Emiss

T soft-term vector and ~phard
T as the sum of the transverse momenta of all hard objects

considered in the Emiss
T reconstruction; in exclusive Z(→ µµ) events without genuine Emiss

T in which the
data-simulation comparison is performed, it is expected that ~Emiss

T = −(~phard
T + ~psoft

T ). While the average P‖
is sensitive to the soft-term scale, the variance of P‖(⊥) is a measure for the fluctuations in the response
(transverse angular deflection around the ~phard

T axis) of the soft term contributing to the Emiss
T resolution.

Systematic uncertainties are evaluated from the comparison of their spectra as function of phard
T ; they are at

the level of 10 %.

As mentioned in Sec. 2.2.6, the signature of large amounts of Emiss
T is used to trigger the readout of

potentially interesting events for analyses targeting final states only containing jets and Emiss
T or highly

energetic muons. Other than described above, at trigger level reconstructed muons are not considered and
only calorimeter information is used in the Emiss

T calculation. At L1, the Emiss
T reconstruction is based on

31The comparison is done with early Run 2 data, where the CST definition deviates slightly from the one in Run 1, in particular no
tracking information is exploited to improve the low momentum estimates. [245]
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jet elements defined as 2 × 2 trigger towers extending across both the EM and hadronic calorimeters; Emiss
T

is then obtained from the total transverse energy computed from jet elements in the full detector volume
at the EM scale (cf. Sec. 3.2). The Emiss

T triggers exploited to collect the dataset during the 2015/2016
data-taking, on which the analysis reported in Chap. 5 is based, are all unprescaled and seeded by the same
L1 trigger; it requires Emiss

T > 50 GeV. While the HLT trigger used for the 2015 dataset relies on the cell
algorithm for Emiss

T reconstruction, the two used for the 2016 dataset rely on the jet-based algorithm [166].
The former computes Emiss

T from summing the momenta of all contributing cells, obtained in the massless
approximation from the cell energy at LCW scale; cells with large negative energy, energy below the noise
threshold or being non-functioning are neglected. The jet-based algorithm calculates Emiss

T based on the
total transverse momentum of all jets reconstructed with the jet-trigger algorithm: they are reconstructed
and calibrated similarly to the offline small-R jet reconstruction described in Sec. 3.3; though no in-situ
correction is applied. The HLT selection of the trigger used for the 2015 dataset requires the reconstructed
Emiss

T to exceed 70 GeV, the ones used for early and later periods of the 2016 data-taking, 90 GeV and
110 GeV, respectively.

Given that the trigger efficiency is defined as the fraction of events in a sample selected by applying
criteria on the offline-reconstructed Emiss

T and Emiss
T being an event-level quantity, the efficiency of a certain

Emiss
T trigger depends on the applied offline selection. Therefore, potential correction factors to be applied

in simulation in order to match the efficiency in data need to be determined in the context of the analysis in
question. However, it is found that for offline Emiss

T values greater 200 GeV all the Emiss
T triggers are close

to fully efficient almost independent of the applied selection; and the L1 trigger efficiency ranges between
95-99 %. Thus, only in case analyses chose to apply an offline selection in the trigger turn-on, where data
and simulation differences can be large, analysis-dependent correction factors need to be determined. In
the case of the analysis described in Chap. 5 the calibration factors obtained in the context of a closely
related analysis are used; they are within 5 % of unity [248].





4 Calibration of the c-Jet Tagging Efficiency Using
Events with a W Boson Produced in Association With a

Single c Quark

4.1 Introduction

The possibility to identify jets likely originating from b-quarks, b-tagging, is exploited in many data anal-
yses performed at the LHC. Its application ranges from precision measurements of the Standard Model
to searches for new phenomena, such as the search for an A boson of the Two-Higgs-Doublet Model in
the ``(νν)bb final state described in Sec. 5. As introduced in detail in Sec. 3.4, in order to identify b jets
and separate them from c and light jets, b-tagging algorithms exploit several distinct properties of the pro-
duction and the decay of b hadrons, in particular their relatively long lifetime, of about 1.5 ps. The most
commonly used algorithms are therefore referred to as lifetime-based b-tagging algorithms.

The performance of the various b-tagging algorithms used within the ATLAS collaboration is generally
evaluated in terms of their b-tagging efficiency, i.e. the efficiency with which a b jet is identified as such,
as well as their c-jet and light-jet rejections using simulated samples of top-quark pair (tt̄) events. The
rejections are defined as the inverse of the probability to mistakenly identify a c jet or light jet as a b jet,
i.e. as the inverse of the c-jet tagging efficiency and mistag rate, respectively. Because simulations are not
expected to describe all effects that impact the performance of b-tagging algorithms accurately, in order
to use b-tagging in physics analyses, the b-tagging efficiency, as well as the c-jet tagging efficiency and
mistag rate, need to be determined from data and corrected in simulation.

The key to precisely measuring the efficiency of a b-tagging algorithm for a certain jet flavour is to
extract a sample of jets from data dominated by that jet flavour. Several strategies to obtain appropriate
samples are exploited in the various calibration methods used by the ATLAS collaboration. While several
of those methods are briefly introduced in Sec. 3.4.4, this chapter describes in detail the W+c method
developed to determine the c-jet tagging efficiency of lifetime-based b-tagging algorithms. This method
was novel when previously published in Refs. [3, 4]. It is based on a sample, where a single c jet is
produced in association with a leptonically decaying W boson and identified by a soft muon stemming
from the semileptonic decay of a c hadron.

The calibration method is demonstrated using pp-collision data at
√

s = 7 TeV collected with the
ATLAS detector during the year 2011. Only events, where the W boson decays into an electron and a
neutrino are targeted.1

At this centre-of-mass energy, W+c events are with about 80 % predominantly produced via s-quark-
gluon fusion; the subdominant production mode with a d quark instead of the s quark in the initial state

1Later versions of the calibration also consider W boson decays into a muon and a neutrino.
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Figure 4.1: Feynman diagrams for the dominant production modes of a single c quark in association with a W boson
at leading order.

contributes with about 7 %. From Figure 4.1 showing the leading-order Feynman diagrams, it can be seen
that the W boson is accompanied by a c quark with an oppositely signed charge, i.e. sg → W−c and
s̄g → W+c̄.2 Furthermore, the soft muon, that emerges in about 10 % of the c-hadron decays, carries a
charge with the same sign as the original c quark (and consequently with an opposite sign as the W boson).
Therefore, requiring that the charges of the soft muon and the electron stemming from the W-boson decay to
be of opposite sign, selects W+c events with very high efficiency. As most of the background processes are
evenly populated with events, where the charges of the decay leptons are of opposite sign (OS) and of same
sign (SS), a statistically very pure sample of c jets is obtained by extracting the number of W+c candidate
events as the difference between the number of events with opposite and with same charge (OS-SS). This
fundamental strategy was already exploited in several W+c production cross-section measurements [1,
249–252] and in particular also in the most recent one [1], in whose context the presented calibration was
conducted.

Jets that are identified to contain a soft muon by the Soft Muon Tagging (SMT) algorithm introduced
in Sec. 3.4.3,3 are referred to as SMT jets and a sample composed of such jets, extracted as the number of
OS-SS events, is referred to as the SMT-jet sample. Based on such a sample, the c-jet tagging efficiency of
the MV1 tagging algorithm, the most commonly used b-tagging algorithm in ATLAS analyses in Run 1, is
calibrated for SMT c-jets. In a second step, data-to-simulation scale factors that are applicable to inclusive,
unbiased samples of c jets are derived by performing an extrapolation procedure.

The purpose of this simulation-based and data-supported procedure that has been developed in the
course of this thesis, is to correct for the bias introduced by selecting c jets via semimuonic c-hadron
decays. Since the standard calibration method for the c-jet tagging efficiency used in Run 1 is afflicted
with a similar bias, due to selecting a sample of c jets by reconstructing D∗+ mesons in the exclusive decay
D∗+ → D0(→ K−π+)π+, it later adopted the extrapolation procedure (cf. Sec. 3.4.4, Ref. [253] vs. Ref. [4]).

Based on what is described in the following, the W+c calibration became the standard calibration
method, providing scale factors for early Run-2 analyses. With respect to the D∗+ method, it has the
advantage of smaller statistical uncertainties and a smaller extrapolation. However, it was replaced soon
after by yet another, new strategy that measures the c-jet tagging efficiency on an inclusive sample of c jets.

2In the remainder of this chapter, the notation W+c includes both W−c and W+c̄.
3The SMT b-tagging algorithm uses information complementary to the lifetime-based algorithm(s), and thus can be used for their
calibration; especially, because the induced bias is corrected later.
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It relies on tt̄ events, where one of the W bosons decays hadronically to one c quark and light quark and
the other leptonically to an electron or muon and a neutrino. Besides having the advantage of not requiring
any extrapolation, it furthermore benefits from the large tt̄ cross-section, in particular at

√
s = 13 TeV

(cf. Sec. 3.4.4). Nonetheless, the W+c method continues to be used and provides important alternative
calibration results.

4.2 Data and Simulated Samples

The presented analysis is based on pp-collision data collected with the ATLAS detector in the year 2011,
where the LHC was operated at a centre-of-mass energy of 7 TeV (cf. Sec. 2). Considering only events
that were recorded under stable-beam conditions, where all relevant detector components were fully oper-
ational and that fulfil standard data-quality requirements, the analysed dataset corresponds to an integrated
luminosity of 4.6 fb−1 [155].

The dataset used to perform the calibration was collected using single-electron triggers. As described
in Sec. 3.5, the trigger decision is based on the transverse momentum (pT) of the electron candidates as
well as on identification and isolation criteria. During the data-taking period the requirements were slightly
adjusted reflecting the increase in instantaneous luminosity; in particular the pT threshold was increased
from 20 GeV to 22 GeV(cf. Table 3.2(a)).

Simulated samples are used to model (kinematic) distributions of signal and background processes, to
compute selection efficiencies as well as to perform the extrapolation of the scale factors. The normalisation
of the signal as well as of the dominant background processes are determined from data, as discussed in
detail in Sec. 4.4.

The signal, defined as the production of a W boson in association with a single c quark, is simulated
using Alpgen 2.13 [97] for the matrix element (ME) and Pythia 6.423 [22] for parton showering (PS),
hadronisation and underlying event. This sample, with respect to which the data-to-simulation scale factors
are expressed, is referred to as the Pythia-default sample in the following. It needs to be distinguished
from a modified version, referred to as Pythia-corrected sample, where several c-quark fragmentation and
c-hadron decay properties are corrected to improve known shortcomings in the Alpgen+Pythia description.
The Pythia-corrected sample is used to validate the level of agreement between data and simulation, but
foremost to perform the scale-factor extrapolation, in whose context the details of the applied corrections
are therefore discussed (cf. Sec. 4.6).

Two alternative signal samples are exploited to obtain (i) corrections for which no measurements in
data are available, (ii) assess the validity of the extrapolation procedure, and (iii) determine associated sys-
tematic uncertainties. One alternative signal sample is obtained by replacing Pythia: the parton showering
is done by Herwig 6.520 [254, 255], the underlying event by Jimmy 4.31 [256]; this sample is referred to
as Herwig sample. In the case of a second alternative signal sample Alpgen+Pythia is interfaced to the
EvtGen [226] program, which is dedicated to modelling c-hadron and b-hadron decays. However, since in
Run 1 it was not standard to use EvtGen to describe heavy-hadron decays, the sample is without detector
simulation and can only be used to perform generator level studies.

The MLM [257, 258] matching scheme implemented in Alpgen is applied to remove overlaps between
events with the same parton multiplicity originating from the ME and the PS.
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The dominant background contribution stems from W bosons produced in association with light jets.
As the production of a W boson in association with a single b quark is generally negligible, contributions
from decays of heavy hadrons rather stem from W-boson events, where c- or b-quark pairs arise from gluon
splittings, denoted W+bb and W+cc, respectively. However, they are suppressed because (i) only events
with one jet are considered in the analysis, and (ii) the OS and SS contributions are expected to be equal,
as soft muons arise similarly from the decay of the hadron containing the quark or the one containing the
antiquark, and thus the contribution to the OS-SS sample is negligible.

Events with W bosons produced in association with light jets, referred to as W+light events, are consid-
ered as candidate events, if the light jet is falsely identified as a c jet. This happens, due to the presence of a
soft-muon candidate which is either a track mimicking a muon or a decay-in-flight muon stemming from the
decay of a light meson, such as a pion or kaon, emerging from the fragmentation process. As W bosons in
association with u/d-quarks are primarily produced in d/u quark-gluon fusion, the same charge correlation
between the W boson and accompanying light quark exists as in the case of the signal process. However,
the correlation is strongly diluted given the soft fragmentation of light hadrons, due to which the hardest
particles tracks in the jets (which have the highest probability to fake the soft muon) do not necessarily
stem from the decay of the hadron containing the initial quark. Nonetheless, it is important to determine
the residual OS/SS asymmetry and contribution to the OS-SS sample precisely in data, as described in
Sec. 4.4.2, given the relatively large cross-section of W+jets production.

Simulated events of W bosons produced in association with c jets, b jets and light jets are generated
separately, using Alpgen interfaced to Herwig+Jimmy, as for the alternative signal sample. As exclusive
samples for W+bb and W+cc production with zero to four additional partons and an inclusive sample with
five or more additional partons are used, several overlaps need to be removed: (i) between events with
the same parton multiplicity originating from the ME and the PS, using the MLM matching scheme, (ii)
between events with heavy-flavour quark pairs originating from the ME and the PS, and (iii) with the W+c
sample.

The other important background contribution is due to multijet production, in particular dijet produc-
tion originating from pairs of c quarks or b quarks. Events are considered as candidate events, if in addition
to a c-jet candidate identified by the presence of a soft muon, a signal electron is mimicked by (i) a true
(soft) electron from a c-/b-hadron decay, or by (ii) a jet, while the (soft) neutrinos from the semileptonic
hadron decays and mismeasurements of the jet energies lead to a large amount of missing transverse mo-
mentum (Emiss

T ). In particular in the case of (i) for initial c-quark pairs, the candidate leptons are expected
to have opposite charges. However, events of type (ii) and those of type (i) in the case of an initial b-quark
pair, where the candidate leptons can stem either from the b- or the subsequent c-hadron decays dilute
the OS/SS asymmetry strongly and limit the multijet contribution in the SMT-jet sample. The asymmetry,
the normalisation as well as the various distributions are obtained in a data-driven manner, as described in
Sec. 4.4.2.

Smaller background contributions arise from single and pair-produced top-quarks as well as diboson
and Z+jets events. In particular events from single top-quark production contribute to the SMT-jet sample.
Single-top events mimic the signal signature, if the W boson from the top-quark decay (or one of the
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W bosons in the Wt-channel) decays leptonically, the b-jet is identified as candidate jet and additional
objects, mainly jets, are missed in the reconstruction. Depending on the provenance of the electron and
the soft-muon candidates, events contribute either to the OS or the SS sample. For example, if both lepton
candidates stem from the top-quark decay, their charges are of opposite sign; if only one of the lepton
candidates originates from the top-quark decay, their charges are of same sign. As the events appear to be
somewhat more likely OS events, the single-top background exhibits an asymmetry.

In single- and dilepton tt̄ events, where already the decay of one of the top quarks suffices to mimic
the signal signature, several objects need to be missed in the reconstruction, and therefore the overall tt̄
contribution is small. While the W boson and the b quark from the same top decay are of opposite sign,
tt̄ events are almost equally classified as OS and SS events. This is due to events, where the candidate
leptons either stem from different top decays or the soft-muon candidate emerges from a subsequent c-
hadron decay, leading to the candidate leptons having same-signed charges. All top-background samples
are simulated using MC@NLO 4.01 [107] interfaced to Herwig for parton showering, except in the case
of single-top production in the t-channel, where AcerMC 3.7 [259] interfaced to Pythia is used.

The main contribution from diboson production arises from WV , V = W, Z, where W → eν and the
other vector boson V decays hadronically, with one jet being identified as c jet and one lost. WW-candidate
events likely contribute to the OS sample, while WZ and ZZ events dilute the OS/SS asymmetry. Simulated
diboson events are obtained using the Herwig program.

Background from Z+jets production has a nearly negligible contribution to the SMT-jet sample, given
only differently flavoured leptons are considered here. Z+jets events are simulated with Alpgen interfaced
to Herwig+Jimmy, just as in the case of W+jets events.

While the CTEQ6L1 [260] parton distribution function (PDF) set is used for all leading order (LO)
MC generators, for the next-to-leading order (NLO) ME programs the CT10 [121] PDF set is used and
CTEQ6L1 only for the interfaced PS generators.

The cross sections of inclusive W-boson, Z-boson and tt̄ production are known with NNLO accu-
racy [261, 262]; the ones of the single-top and diboson production with NLO [263, 264] accuracy.

Pythia and Herwig are both interfaced to the Tauola [265] and Photos [266] programs, which model
the decay of τ-leptons and the QED final-state radiation of photons, respectively.

For all simulated samples the effect of additional pp interactions in the same bunch crossing (pile-
up) is modelled by overlaying minimum-bias events, generated with Pythia, with the hard-scatter process
(cf. Sec. 1.4).

All simulated events are processed through a detailed simulation of the ATLAS detector (cf. Sec. 2.2.7),
and physics objects are similarly reconstructed in both data and simulated events, as described in Sec. 3.

4.3 Object Definitions and Event Selection

In this analysis, W-boson decays into an electron and a neutrino are targeted, the presence of the neu-
trino is inferred by a substantial amount of missing transverse momentum (Emiss

T ). The c-jet candidate is
identified by an associated soft muon that stems from the semileptonic decay of the c hadron using the
Soft Muon Tagger (SMT) described in Sec. 3.4.3. Before detailing the criteria aimed at efficiently selecting
signal events and suppressing contributions from background processes mimicking the signal signature, the
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physics objects involved are defined based on the reconstruction and identification strategies introduced in
detail in Sec. 3. The strategy to exploit the charge asymmetry of the signal process to finally obtain a
statistically very pure sample of W+c events is discussed in the next section.

Only electrons built from clusters unaffected by calorimeter imperfections and within |η| = 2.47, ex-
cluding the calorimeter transition region 1.37 < |η| < 1.52, are considered. Two types of electrons are
used in this analysis that are referred to as veto and signal electrons. In addition to the differing require-
ment regarding their transverse momentum (pe

T), they also differ regarding the criteria identifying them as
prompt, i.e. not stemming from decays in flight, photon conversions or additional pp interactions, and to
used to reduce the contribution of misidentified jets. While veto electrons are expected to pass the Medium
cut-based identification requirement and pe

T > 20 GeV, signal electrons need to satisfy the Tight operat-
ing point and have pe

T > 25 GeV. The latter, furthermore, need to fulfil Econe
T (0.3) < 3 GeV, where Econe

T
is the calorimeter-based isolation, and satisfy the criterion regarding the longitudinal impact parameter
significance: |σd0/d0 | < 10.

Two types of combined muons are exploited in the analysis: soft muons, used by the SMT algorithm
to identify the c-jet candidate (see below), and isolated, high-pT veto muons. While the selection of the
former is detailed in Sec. 3.4.3, the latter need to fulfil basic track-quality criteria and to be compatible
with stemming from the hard-scatter vertex, i.e. satisfy |z0| < 10 mm, have pµT > 20 GeV and satisfy the
requirement on the fixed-cone track-based isolation variable: pcone

T (0.2)/pT < 0.1.
Jets are reconstructed from calorimeter information using the anti-kt algorithm with radius parameter

R = 0.4. They are required to have pT > 25 GeV and are within |η| = 2.5. In order to suppress jets
originating from in-time pile-up activity, they further need to pass a requirement on the jet-vertex fraction:
JVF > 0.75.

Among the selected jets, a c-jet candidate is identified by the presence of a soft muon within a cone
of radius ∆R = 0.5 around the jet axis. This is done using the SMT algorithm which has an average c-jet
tagging efficiency across pT and |η| of about 4.4 % in simulated tt̄ events. The b-jet tagging efficiency is
about 11 % and the light-jet misidentification rate is around 0.2 % (in simulated multijet events).

The presence of neutrinos in an event can be inferred from the momentum imbalance in the transverse
plane, described by the missing transverse momentum (Emiss

T ). The analysis exploits a variant with a
calorimeter-based soft term (CST Emiss

T ).
As the different object reconstruction and identification algorithms exploit the same or similar detector

information independently, it is not guaranteed that only a single physics object is reconstructed from it.
As this applies in particular to electrons and jets, jets that are found within a cone of radius R = 0.2 around
the signal electron direction are discarded.

Only high-quality events are considered that fulfil standard data-quality criteria, have a primary vertex
compatible with a vertex from a hard-scatter event and are free of Loose bad jets, in order to to suppress
fake jets.

Events are required to have exactly one signal electron, Emiss
T > 25 GeV and a transverse mass of the

W-boson candidate mW
T , defined as

mW
T =

√
2pe

TEmiss
T

(
1 − cos ∆φ

(
~Emiss

T , ~pe
T

))
, (4.1)
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greater 40 GeV; ∆φ
(
~Emiss

T , ~pe
T

)
is the azimuthal angle between the Emiss

T and electron directions. As the data
is collected using single-electron triggers, the electron is required to match the one that has triggered the
event readout. Events with additional veto electrons or muons are discarded to suppress background from
tt̄ and Z+jets events.

Events are further required to have exactly one high-quality jet, and that this jet is identified as a c-
jet candidate by the SMT algorithm. The few events, where more than one soft muon is associated with
the candidate jet, are rejected; as are those, where the jet is found to be closer than ∆R = 0.5 to the signal
electron.

Systematic uncertainties related to the event reconstruction due to the basic detector response and its
description in simulations are taken into account wherever relevant as discussed throughout the subsequent
sections. The trigger, reconstruction, identification and isolation efficiencies as well as the energy scale
and resolution of electrons were measured in 2011 data and are corrected accordingly in simulation; the
corresponding uncertainties are propagated to the analysis. The same applies to the systematic uncertainties
related to the reconstruction efficiency and the energy resolution of muons.

Uncertainties related to jets mainly arise from their energy scale (JES) and resolution (JER) determi-
nations. The JES uncertainty ranges between 2-7 %, falling with increasing jet pT and relatively constant
versus η. Sources are the in-situ analyses (based on 2011 data), the non-closure of the η-intercalibration,
pile-up effects, the flavour composition and response covering differences between quark and gluon jets,
and the different responses of high-pT jets. An additional uncertainty is considered for c jets and b jets,
which is at the level of 2 %. The JER uncertainty is at the level of 15-20 % slightly varying with pT and η.

In addition to the uncertainties on the energy scale and resolution of the leptons and jets that are propa-
gated when calculating Emiss

T , extra uncertainties related to its soft term from soft jets, calorimeter cells not
associated with any reconstructed object and tracks are considered.

Also the SMT mistag rate is determined in data and the corresponding uncertainty of about 15 % is
taken into account.

4.4 Determination of the W+c Yield

As mentioned in the introduction, the calibration described here was developed in the context of the latest
W+c cross-section measurement and the extraction of the signal sample described in the next sections
follows very closely what was done in Ref. [1]. Minor differences in the results are due to a few refinements
in the cross-section analysis that were not propagated to the c-jet tagging efficiency measurement [3, 4],
because of their negligible impact.

4.4.1 Strategy

As motivated before, the final W+c candidate samples is constructed as the difference between those events
passing the event selection, where the charges of the decay leptons, the signal electron and the soft muon,
are of opposite sign (OS) and where they are of same sign (SS): NOS−SS

data , i.e. the SMT-jet sample. Although
NOS−SS

data is already a good estimator for the W+c yield, given that most background processes are evenly
populating the OS and SS subsamples, still a small correction is needed to account for residual asymmetries:
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NOS−SS
W+c = NOS−SS

data −
∑
bkg

NOS−SS
bkg . (4.2)

The W+cc and W+bb processes are found to be OS/SS symmetric as expected and therefore neglected,
i.e. NSS = NOS and NOS−SS = 0. While NOS−SS

bkg in the case of the other small background contributions,
from top-quark, diboson and Z+jets processes, are estimated using simulations (cf. Sec. 4.2), the contribu-
tions of the two dominant W+light and multijet backgrounds are determined with data-driven methods.

The W+light and multijet estimates, detailed in the following sections, exploit the fact that the number
of OS-SS events can be expressed as

NOS−SS
bkg =

2 · Abkg

1 − Abkg
· NSS

bkg, (4.3)

i.e. in terms of the OS/SS asymmetry Abkg defined as

Abkg =
NOS

bkg − NSS
bkg

NOS
bkg − NSS

bkg

, (4.4)

and the number of events in the SS subsample NSS
bkg; with NOS

bkg being the number of events in the OS
subsample. Thus, the asymmetries, Amj and AW+light, are measured individually in dedicated data regions.
Initial estimates of NSS

W+light and NSS
mj are taken from simulation and are obtained in a data-driven manner in

the course of the Amj determination, respectively. They are refined together in a common fit to the number of
SS events in the data, exploiting that the SS sample is approximately signal-free, thus providing a constraint
on the total background normalisation, which is dominated by the multijet and W+light contributions.

4.4.2 Background Determination

Determination of the Multijet Asymmetry

As basically two types of multijet events pass the event selection, namely when in addition to a c-jet can-
didate (i) a soft electron from a semileptonic c-/b-hadron decay or (ii) a (light) jet is mimicking the signal
electron, the asymmetry of the multijet background depends on its flavour composition. Only for cc̄ events
of type (i) the lepton charges are expected to be of opposite sign; bb̄ events, where the soft leptons might
originate from the subsequent c-hadron decays, and events of type (ii) dilute the asymmetry (cf. Sec. 4.2).
The flavour composition in turn depends on the respective efficiencies of the event selection for the various
sources of fake candidates, in particular the identification and isolation criteria defining the signal electron.
Both the modelling of the appropriate flavour composition and the response of fake signal electrons as
well as simulating sufficiently large samples, given the small selection efficiencies for fake leptons, is dif-
ficult. Therefore, the asymmetry, an initial estimate of the SS normalisation as well as the shape of various
kinematic distributions of the multijet background are determined with a data-driven technique that was
validated previously for inclusive W-boson measurements using simulations [267].

The multijet contribution in the OS and SS subsamples is estimated from binned maximum-likelihood
fits [268] of two templates to the Emiss

T distribution in data. One template represents the contributions from
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electroweak and top-quark processes (including the W+c signal), which, containing genuine neutrinos
from W and Z boson decays, exhibit substantial amounts of Emiss

T . The other template represents the
contribution from multijet production with a rather soft spectrum, given that Emiss

T is due to (soft) neutrinos
from semileptonic b-/c-hadron decays and mismeasurements of the jet energy. In order to maximise the
discriminating power of the Emiss

T distribution towards multijet production, the Emiss
T requirement applied in

the event selection is lifted for the purpose of the fit, and the multijet yields are obtained from the adjusted
templates in the signal region, i.e. for Emiss

T > 25 GeV.
While the templates describing the combined electroweak and top-quark spectra are taken from simu-

lations, where the relative contributions of the individual processes are fixed (according to their respective
cross-section predictions and selection efficiencies), the multijet templates are extracted from a dedicated
data sample. This sample dominated by fake electrons is obtained by applying the event selection described
in the previous section, but without the Emiss

T requirement and with a modified electron definition: (i) at
least one of the requirements of the Tight identification criterion are asked to be failed, either the one on the
number of hits in the TRT or the one identifying electrons from photon conversions, and (ii) the isolation
requirement is inverted, not just to enhance the contribution of non-isolated leptons, but to also reduce the
contamination from electroweak and top-quark processes, i.e. Econe

T (0.3) ≥ 3 GeV.4 Although the selected
sample is dominated by multijet events, there are small residual contaminations from electroweak and top-
quark processes of the order of 2 %. They are estimated using simulations and are subtracted to obtain the
multijet templates.

Since the multijet templates derived in the respective OS and SS subsamples are found to be in good
agreement with each other (within the given statistical precision), the multijet template extracted from the
OS+SS sample, which is less afflicted with statistical uncertainties, is used in the OS/SS fits. The OS and
SS templates representing all other processes differ, however, reflecting that the Emiss

T distributions of the
individual components and their relative contributions to the two subsamples are different, in particular for
the W+c signal.

The obtained fit results are shown in Fig. 4.2: the adjusted and stacked templates are in good agreement
with the data both in the OS and the SS subsamples, despite the different relative multijet contributions.
The multijet yields extracted from the signal region, i.e. with Emiss

T > 25 GeV, are NOS
mj = 1034 ± 93 and

NSS
mj = 990±64, respectively.5 This corresponds according to Eq. 4.4 to an asymmetry of Amj = 0.02±0.06

consistent with zero.

In addition to the statistical uncertainties which are taken into account in the fit procedure and are
propagated to the asymmetry, five sources of systematic uncertainties are considered: (i) the statistical
uncertainties on the templates due to the limited samples sizes, (ii) the chosen fit range in the Emiss

T distri-
bution, (iii) the choice to use the same OS+SS multijet template for the fits in the OS and SS samples, (iv)
the normalisations of the non-multijet processes affecting the template shapes, and (v) the definition of the
dedicated region in data from which the multijet template is extracted.

In order to evaluate (i) the templates are randomly varied within their statistical uncertainties, the

4The number of identification requirements asked to be failed is minimal with respect to other analyses. It is limited by the fact that
the multijet template is extracted from the nominal data sample which is collected using single-electron triggers relying on most
of the Tight criteria which thus should not be inverted.

5As a cross-check, the NOS+SS
mj and NOS−SS

mj numbers, resulting from their summation and subtraction, respectively, are compared to
the results obtained from fits to the OS+SS and OS-SS samples and good agreement is found.
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Figure 4.2: Results of the template fits to the Emiss
T distribution in data for the (a) OS and (b) SS subsample. The two

components, representing top-quark and electroweak processes, including the W+c signal, and multijet production,
respectively, are normalised according to the fit results and are drawn stacked as filled histograms. The multijet
contributions in the signal regions are determined from the adjusted templates for Emiss

T > 25 GeV.

OS and SS template fits are repeated, and the asymmetry computed. The distribution obtained for the
asymmetry after a larger number of repetitions is fit with a Gaussian distribution and the uncertainty is
determined as its width σ.

The effect of (ii) is evaluated by varying the lower and upper bounds of the nominal fit range of
10-90 GeV, the effects of (iii-v) by variation of the templates, for each variation the fit procedure is re-
peated, the asymmetry computed, and compared to the nominal result. The impact of (iii) is tested by using
the OS and SS templates in the OS and SS fits, respectively. In order to evaluate (iv) the normalisation of
each of the electroweak and top-quark processes is changed independently by ±20 %.

The shape of the multijet template depends on the composition of the dedicated region from which it is
extracted: a sample dominated by electrons stemming from heavy flavour decays, which are thus accom-
panied by neutrinos, has on average a larger amount of Emiss

T than a sample that is mainly composed of
electrons from photon conversions or fake electrons. In order to evaluate the effect on the template shape
and the fit result, various alternative region definitions are tested by (a) changing the isolation requirement
(Econe

T (0.3) ≥ 1 GeV,≥ 5 GeV or ≥ 7 GeV) and (b) varying combinations of requiring the two before-
mentioned identification criteria to pass or fail; this also includes requiring the Tight identification criterion
used in the nominal event selection to be passed. Although for (b) the isolation requirement is inverted with
respect to the nominal event selection, for certain variations especially when using the Tight identification
requirement, there are rather large contaminations by non-multijet events. They are with 20-25 % about a
factor of 10 higher than for the nominal case; they are subtracted using simulations. Despite the apparently
large variations in the composition of the samples used to extract the alternative multijet templates, the
effect on the asymmetry is within the statistical uncertainties of the fit.

The total uncertainty on the asymmetry is chosen such that it covers all discussed variations as well as
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the statistical uncertainty of the fit which is dominating. Thus, the final asymmetry estimate for the multijet
background remains Amj = 0.02 ± 0.06.

The obtained estimate of NSS
mj is refined as described below. For this purpose, an uncertainty of 50 %

is assigned to it ad hoc, covering the effect of the systematic variations and accounting for the fact that the
extraction method was not specifically validated.

Determination of the W+light Asymmetry

W+light events pass the event selection if a light jet is mistagged as a c jet due to the presence of a soft-
muon candidate; which is either a track mimicking a muon or a decay-in-flight muon (cf. Sec. 4.2). Thus,
the W+light asymmetry is determined from a dedicated region in data, based on the assumption that every
track associated with the candidate jet, that satisfies the track-quality, impact-parameter and kinematic re-
quirements of the SMT algorithm, has the same probability to mimic the soft muon.

The dedicated sample is selected by applying the event selection described in the previous section, but
replacing the requirement of a c-jet candidate by the requirement of a jet with at least one track fulfilling the
SMT-track criteria: it is referred to as pre-SMT sample. As on average 1.5 candidate tracks are found, the
lepton-charge product (and thus the asymmetry) is computed between the selected electron and each of the
track candidates. The result is shown in Fig. 4.3(a), where the multijet estimate is obtained from a template
fit to the Emiss

T distribution in the pre-SMT sample, following the same procedure described in the previous
section, and all other contributions are taken from simulation. Although dominated by W+light production,
there are substantial contributions of other processes, mainly by multijet and W+c production. They are
subtracted from the OS and SS yields in data, when computing the asymmetry Adata,tracks

W+light according to

Eq. 4.4. The resulting value is Adata,tracks
W+light = 0.12 (with a negligible statistical uncertainty).

The clear excess of data relative to the expectations in Fig. 4.3(a) is covered by the systematic un-
certainties on the background estimates; however, they are not displayed here. In any case, Adata,tracks

W+light is
independent from the absolute background normalisation and only depends on the relative contributions of
the various backgrounds and their different asymmetries, whose impact is evaluated and considered as a
systematic uncertainty as further described below.

Accounting for residual differences with respect to W+light events with an SMT jet candidate, a
simulation-based correction factor is applied to Adata,tracks

W+light to obtain the final estimate of the W+light asym-
metry:

AW+light =
AMC

W+light

AMC,tracks
W+light

× Adata,tracks
W+light . (4.5)

AMC
W+light and AMC,tracks

W+light are the OS/SS asymmetries of simulated W+light events passing the nominal
and the pre-SMT event selections, respectively. They are estimated to be AMC

W+light = 0.11 ± 0.03 and

AMC,tracks
W+light = 0.1442 ± 0.0010. Therefore, their ratio of 0.8 ± 0.2 is compatible with unity within the sta-

tistical uncertainty due to the limited simulated sample size; which is affecting in particular the precision
of AMC

W+light. This result confirms the validity of the assumption underlying the derivation of Adata,tracks
W+light and
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Figure 4.3: Distributions in the pre-SMT sample defined in the text: (a) the charge product between the signal
electron and all candidate tracks associated with the jet candidate, (b) the pT of all candidate tracks and (c) the ∆R
between all candidate tracks and the jet candidate. The signal and the various background components are drawn
stacked as coloured, filled histograms. Except for the multijet background which is obtained with the data-driven
technique described in the previous section, all other processes are taken from simulation. In the case of W+c, the
Alpgen+Pythia-corrected sample is used. “Other” combines background contributions from top-quark, diboson,
Z+jets as well as W+cc/bb processes.

using it as an estimate for AW+light.

A number of sources of systematic uncertainties both for Adata,tracks
W+light as well as for the correction factor

are considered and propagated to AW+light. For Adata,tracks
W+light systematic uncertainties arise from estimating the

contributions of the various background processes, in particular their relative contributions to the OS and
SS subsamples. They are assessed separately for the multijet, the W+c and all remaining processes. In the
case of the multijet background, both its contribution to the SS sample as well as its asymmetry are varied
independently within the assigned and estimated uncertainties, respectively.

Naively, one could expect that at pre-SMT level the W+c process exhibits the same asymmetry as
W+light given that the fraction of events with true soft muons stemming from the c-hadron decay is small.
However, the found W+c asymmetry differs quite significantly from AMC,tracks

W+light . Attributing this to the frag-
mentation and hadronisation differences between c quarks and light quarks, when computing the nominal
result of Adata,tracks

W+light , W+c is treated as a background. The impact of considering it as part of the W+jets
signal instead, is evaluated and taken into account as a systematic uncertainty.

An uncertainty on the contribution of the other background processes is estimated by varying their
combined normalisation in the OS+SS sample by ±20 %, covering uncertainties both from cross-section
predictions and detector effects, and assessing the impact on Adata,tracks

W+light .
As the simulation-based correction factor is introduced to correct residual differences between soft muons

and tracks mimicking soft muons, deviations in simulation from said differences in data need to be assessed.
Particularly relevant are differences in the kinematic distributions of candidate tracks and soft muons as well
as in their association to jets. Figures 4.3(b) and 4.3(c) show the pT distribution of candidate tracks and
their angular distance (∆R) to the candidate jet of the pre-SMT sample, respectively. Besides the previously
discussed excess, the data also shows different spectra than expected from the simulations: the track pT
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tends to be softer and the ∆R to be larger. The effect of this mismodelling on the correction factor and
AW+light is evaluated by reweighting the overall shapes of the spectra in simulations, so that they match the
ones of the multijet-subtracted data. The resulting systematic uncertainty is likely somewhat overestimat-
ing the effect, since the corresponding spectra in the SMT sample are kept unchanged (and thus is AMC

W+light),
neglecting the correlation with the pre-SMT sample.

The final asymmetry of the W+light background is computed according to Eq. e:asymwlight to AW+light =

0.09 ± 0.03. The total uncertainty is clearly dominated by the statistical uncertainty due to the limited sim-
ulated sample size entering via the correction factor. This suggests that the W+light asymmetry in data is
slightly lower than predicted by simulation. While the values agree within the large uncertainties, it needs
to be considered that they are correlated.

Determination of the Multijet and W+light Normalisations in the SS Sample

Given the signal contribution in the SS subsample is predicted to be small, at the level of 10 %, the number
of data events NSS

data can be exploited to constrain the total background contribution. Thus, considering
the signal contamination and the contributions by the subdominant background processes as known, the
number of W+light and multijet events, NSS

W+light and NSS
mj , are obtained from a constrained fit to NSS

data. The
following χ2 function

χ2 =

(
NSS

mj − NSS
mj,init

)
σ

(
NSS

mj,init

) +

(
NSS

W+light − NSS
Wlight,MC

)
σ

(
NSS

W+light,MC

) , (4.6)

is used, where NSS
mj is the only free parameter given that

NSS
W+light = NSS

data − NSS
mj − NSS

other, (4.7)

with NSS
other being the combined contribution of the W+c signal and the smaller background processes,

which are fixed to their predictions from simulations.6 The initial multijet and W+light estimates, NSS
mj,init ±

σ
(
NSS

mj,init

)
= 990 ± 495 and NSS

W+light,MC ± σ
(
NSS

W+light,MC

)
= 1189 ± 357, are obtained from the Emiss

T
template fit used to derive Amultijet and taken from simulation, respectively. The relative uncertainty of
30 % on NSS

W+light,MC is chosen conservatively to cover both theoretical and detector-related effects (already
the uncertainty of the SMT mistag rate is at the level of 15 %, cf. Sec. 4.3).

Performing the minimisation of the χ2 function yields: NSS
mj = 1011 ± 293 and NSS

W+light = 1208 ± 293,
in good agreement with the initial estimates. The associated uncertainties are significantly reduced; they
have the same absolute value, and are fully anti-correlated, as a consequence of Eq. 4.7.

Estimation of the Residual Background Contributions

The OS-SS contributions of the tt̄, single-top, diboson and Z+jets processes are expected to be small,
and thus are estimated using simulations. The W+cc and W+bb backgrounds are assumed to be perfectly
OS/SS symmetric and to not contribute to the OS-SS sample.

6The choice that NSS
mj is the free parameter and NSS

W+light is expressed as a function of it is arbitrary, the roles could also be inverted.
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Number of events NOS−SS

W+light 240 ± 110
Multijet 50 ± 130
tt̄ 13 ± 5
Single top 62 ± 10
Diboson 35 ± 5
Z+jets 6 ± 14
Total background 410 ± 160
W+c (meas.) 3910 ± 190
Data 4320 ± 100

Table 4.1: Number of data events, measured signal and estimated background yields in the SMT-jet sample. The
combined statistical and systematic uncertainties are shown; in the computation of the total background uncertainty
the correlations of the uncertainties on the various components due to exploiting the constraint in the SS sample are
taken into account.

While for the estimation of the W+light and multijet contributions in the SS sample, the contributions
of these smaller backgrounds are regarded fixed, uncertainties on their OS-SS predictions affecting the W+c
yield are still considered. As the overall background contribution in the SS sample is constrained by the
number of data events and every variation in the contribution of a certain process implies a corresponding
change in the contributions of all other processes (see above), the impact of deviations from their expected
SS normalisations and asymmetries is evaluated separately. The expected variations, δSS

bkg and δA
bkg, are

estimated from the uncertainties related to reconstruction effects and statistical fluctuations of the simulated
sample as well as the cross-section prediction, in the case of the former; they are, nonetheless, considered
to be uncorrelated.

Thus, the impact of uncertainties on the predicted SS normalisation of the various background processes
on the W+c yield is evaluated by (i) changing NSS

bkg of background “bkg” by δSS
bkg, (ii) rescaling the sum

of all other background contributions correspondingly such that the overall normalisation still matches the
number of SS events in data, (iii) recomputing the total number of events in the OS-SS sample using the
nominal asymmetries according to Eqs. 4.2 and 4.3, and (iv) deriving the difference with respect to the
nominal W+c yield; repeated for each of the considered background processes, the total uncertainty is
derived as the squared sum of the obtained differences disregarding any correlations.

While the W+cc and W+bb backgrounds do not contribute to the OS-SS sample, their normalisations
in the SS sample still affect the total background contribution in the OS-SS sample indirectly, given they
impact the SS normalisations of the other processes. Therefore, an uncertainty on their SS normalisations
is taken into account as well.

The impact of uncertainties on the predicted asymmetries is assessed analogously, where Abkg is
changed by δA

bkg and the total number of events in the OS-SS sample is recomputed using the nominal
contribution in the SS sample.
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Source Uncertainty
Multijet (or W+light) background SS normalisation 1.1%
Multijet background asymmetry 3.3%
W+light background asymmetry 2.3%
Other backgrounds SS normalisations 0.3%
Other backgrounds asymmetries 0.4%
Total 4%

Table 4.2: Breakdown of the systematic uncertainty on the measured W+c yield.

4.4.3 Results

Applying the event selection yields 7445 OS and 3125 SS events in data, resulting in 4320 ± 100 OS-
SS events in the SMT-jet sample, dominated by W+c events. The signal yield of 3910 ± 100 (stat.) ±
160 (syst.) is obtained by subtracting the total background contribution according to Eq. 4.2. In Table 4.1
the numbers are summarised together with the individual contributions of the various background processes
and their systematic uncertainties. The systematic uncertainties stated for the total background as well as
for the W+c signal yield take the correlations between the OS and SS samples into account, between the
multijet and W+light as well as the other smaller backgrounds due to the common determination of the
normalisation in the SS sample. Table 4.2 shows the breakdown of the total systematic uncertainty on the
measured W+c yield: the estimates of the W+light and multijet asymmetries dominate; the uncertainties
on the estimates of the smaller backgrounds are almost negligible.

Figure 4.4 shows a number of selected distributions in the SMT-jet sample: the pT distributions of (a)
the c-jet and (b) the soft-muon candidates, (c) the number of tracks associated with the c-jet candidate as
well as (d) those tracks that are furthermore associated with a secondary vertex (SV) reconstructed with
the SV1 tagging algorithm (cf. Sec. 3.4), compatible with a b- or c-hadron decay,7 and (e) the output
weight of the MV1 tagging algorithm, for which the c-jet tagging efficiency is calibrated as described in
the following sections. The signal and the various background components are drawn stacked as coloured,
filled histograms: their contributions are normalised to the yields presented in Table 4.1. Except the shapes
of the multijet background, which are obtained from the dedicated data sample used to extract the Emiss

T fit
templates for the asymmetry determination, all distributions are taken from simulation; in the case of the
W+c signal, the Pythia-corrected sample is used. The predictions are in reasonable agreement with the
data.

4.5 Measurement of the c-Jet Tagging Efficiency of SMT c Jets

4.5.1 Strategy

The SMT-jet sample that has a statistically high c-jet purity of approximately 90 %, is used to perform a
measurement of the c-jet tagging efficiency of the MV1 tagging algorithm. Figure 4.4(e) shows the output
weight of the MV1 tagging algorithm: the W+c signal contribution is normalised to the measured yield

7NSV
trk = 0 corresponds to events, where no SV is reconstructed, including events with 1-track vertices which can only be exploited

with the JetFitter algorithm.
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Figure 4.4: Distributions in the SMT-jet sample: the pT distributions of (a) the c-jet and (b) the soft-muon candidates,
(c) the number of tracks associated with the c-jet candidate as well as (d) those tracks that are furthermore associated
with a secondary vertex (SV) reconstructed with the SV1 tagging algorithm (cf. Sec. 3.4), where events with zero
tracks correspond to the case of no SV being reconstructed, and (e) the output of the MV1 tagging algorithm. The
signal and the various background components are drawn stacked as coloured, filled histograms: their contributions
are normalised to the yields presented in Table 4.1. Except the shapes of the multijet background which are obtained
from the dedicated data sample used to extract the Emiss

T fit templates for the asymmetry determination, the distribu-
tions are taken from simulation; in the case of the signal using the Pythia-corrected sample. “Other” represents the
background contributions from top-quark, diboson and Z+jets processes. Previously published in Refs. [3] and [4],
respectively.
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(cf. Table 4.1) while its shape is extracted from the Pythia-corrected sample. The MV1 algorithm is de-
signed such that real b jets tend to have high output-weight values close to one and light jets low values
close to zero, as illustrated in Fig. 3.7(a). The MV1 operating points that are calibrated are listed in Ta-
ble 3.1(a). They correspond to cuts on the MV1 weight distribution at approximate values of 0.07, 0.40,
0.60 and 0.91, yielding b-jet tagging efficiencies of 85 %, 75 %, 70 % and 60 % in simulated tt̄ events,
respectively.8 The most commonly exploited operating point in physics analyses in Run 1, is the 70 %
operating point with a c-jet tagging efficiency of about 20 % and a light jet mistag rate of about 0.7 %, in
simulated tt̄ events. It is used for demonstrative purposes in the following.

The c-jet tagging efficiency of SMT c-jets for a certain operating point in data, εdata
c(µ), is derived as the

fraction of W+c events9 that pass the corresponding b-tagging requirement, i.e.

εdata
c(µ) =

Nb-tag
W+c

NW+c
. (4.8)

NW+c is the W+c yield before applying b-tagging, i.e. at pretag level, corrected for the estimated contribu-
tion of W+c events, where the c-jet candidate is not a c jet, NOS−SS

W+c,non-c. Expressing NOS−SS
W+c,non-c in terms of

the expected fraction of such events in the pretag sample, f light
W+c , NW+c can be computed as

NW+c = NOS−SS
W+c − NOS−SS

W+c,non-c =
(
1 − f light

W+c

)
· NOS−SS

W+c , (4.9)

from the W+c yield measured in the OS-SS sample. Nb-tag
W+c is the subset of NW+c events that pass the

b-tagging requirement:

Nb-tag
W+c = NOS-SS,b-tag

W+c − NOS-SS,b-tag
W+c,non-c , (4.10)

= NOS-SS,b-tag
data −

∑
bkg

εbkg · NOS−SS
bkg − εW+c,light · f light

W+c · N
OS-SS
W+c . (4.11)

It is derived from the number of b-tagged events in the SMT-jet sample in data, NOS-SS,b-tag
data , by (i) subtract-

ing all expected background contributions, expressed as the product of the individual tagging rate, εbkg, and
the normalisation in the pretag SMT-jet sample, NOS−SS

bkg (cf. Table 4.1), and (ii) correcting for the expected
contribution of W+c events, where the b-tagged c-jet candidate is not a c jet, formulated as the estimated
mistag rate of such events, εW+c,light, times their contribution in the pretag sample.

Expressing the various terms in this way, i.e. by separating the tagging rate determinations and the
pretag-normalisation estimates, simplifies the propagation of the results and uncertainties derived in the
previous section and to take the correlations between the pretag samples and the tagged subsamples into
account. This is particularly relevant for the W+light and multijet contributions that are estimated in a
data-driven way.

In summary, in order to calculate εdata
c(µ), besides NOS-SS,b-tag

data , estimates of f light
W+c , εW+c,light, and εbkg, for

each of the considered background processes, need to be determined. As described in more detail in the
8The exact values are 0.0714225, 0.404219, 0.601713, 0.905363 defined by the 85 %, 75 %, 70 % and 60 % efficiencies in simulated
tt̄ events, respectively.

9Given that only events with one jet are considered, the number of W+c events and the number of c jets agree.



118
4 Calibration of the c-Jet Tagging Efficiency Using Events with a W Boson Produced

in AssociationWith a Single c Quark

following sections, εmj is obtained with the same data-driven method used for the asymmetry estimate
(cf. Sec. 4.4.2), while f light

W+c and the various (mis)tagging rates are derived using simulations.

4.5.2 Determination of the Tagging Rates of the Backgrounds

The tagging rate of a certain background is defined as the fraction of background events in the SMT-jet
sample that pass the applied b-tagging requirement

εbkg =
NOS-SS,b-tag

bkg

NOS-SS
bkg

=
NOS,b-tag

bkg − NSS,b-tag
bkg

NOS
bkg − NSS

bkg

, (4.12)

which depends on the individual flavour composition given the differing tagging efficiencies for b jets,
c jets and light jets.10 Since both the numerator and denominator is computed as the difference of (b-tagged)
events in the OS and SS subsamples, εbkg is not an efficiency in the sense that the sample of OS-SS b-tagged
events is not a subsample of the pretag OS-SS sample. Therefore, εbkg is referred to as tagging rate.

Determination of the multijet tagging rate

The multijet tagging rate εmj, or more precisely NOS/SS
mj and NOS/SS,b-tag

mj , are determined using the same
data-driven technique as used for the asymmetry estimate. They are obtained from template fits to the Emiss

T
distribution in data at pretag level and after applying the different b-tagging requirements, respectively.

The extracted number of multijet events in the OS and SS subsamples are found to be in good agreement
both at pretag level and after applying b-tagging, considering the statistical uncertainties of the fit; and
so are the respective tagging rates. Therefore, the final multijet tagging rates are derived from fits to
the OS+SS samples in order to minimise the statistical uncertainties, i.e. εmj = NOS+SS,b-tag

mj /NOS+SS
mj .

In Figure 4.5 the fit results obtained (a) at pretag level and (b) after applying the criterion for the 70 %
operating point are shown. The adjusted, stacked templates are in good agreement with the data.

In addition to the statistical uncertainties, three sources for systematic uncertainties related to the fit
procedure are considered that were also discussed in the context of the asymmetry estimate, namely: (i) the
chosen fit range in the Emiss

T distribution, (ii) the normalisations of the non-multijet processes affecting the
template shape, and (iii) the definition of the dedicated region from which the multijet template is extracted;
the statistical uncertainties on the templates due to the limited (simulated) sample sizes are neglected. The
effects of the different sources are evaluated as before (cf. Sec. 4.4.2): the tagging rates are computed for
each variation and compared to the nominal result. The total uncertainties are chosen to cover all discussed
variations as well as the statistical uncertainties from the fits which is dominating again.

In order to increase the confidence in the results, one additional consistency check is done. Template
fits are performed in the subsamples of events that fail the considered b-tagging criteria, the extracted
number of multijet events, NOS+SS,non−b-tag

mj , is added to the number determined in the b-tagged subsample,

NOS+SS,b-tag
mj , and compared to the results found in the pretag sample NOS+SS

mj . For all operating points ex-

10That is: NOS-SS,b-tag
bkg = εbkg ·NOS-SS

bkg =
∑

x=b,c,light εx ·NOS-SS,x
bkg , where εb/c/light is the b-tagging and c-jet tagging efficiencies and mistag

rate, and NOS-SS,b/c/light
bkg the subset of events, where the c-jet candidate is a b jet, c jet and light jet.
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Figure 4.5: Results of the template fits to the Emiss
T distributions in the OS+SS data samples (a) at pretag level and

(b) after requiring the MV1 criterion corresponding to εb = 70 % to be passed. The two components representing
electroweak and top-quark processes, including the W+c signal, and multijet production, respectively, are normalised
according to the fit results and are drawn stacked as filled histograms. The multijet contributions are determined from
the adjusted templates for Emiss

T > 25 GeV. Previously published in Ref. [4].

cellent agreement is found.

The multijet tagging rates, together with their total uncertainties, are summarised for the different
operating points in Table 4.3. They range from 26 % to 55 % depending on the operating point. These
results indicate that the pretag multijet sample has a significant heavy flavour component, as suspected.
For example, the multijet tagging rate for the 70 % operating is 34 %, which is significantly higher than the
average c-jet tagging efficiency in simulated tt̄ events of about ∼20 %.

Determination of the tagging rates of the electroweak and top-quark backgrounds

The tagging rates of the electroweak and top-quark backgrounds are obtained according to Eq. 4.12 using
simulation. Besides statistical uncertainties due to the limited simulated sample sizes, systematic uncer-
tainties related to reconstruction effects are considered. In addition to the ones detailed in Sec. 4.3, which
are treated coherently in the pretag sample and after applying b-tagging, for the latter also uncertainties
related to the calibrations of the b-tagging and c-jet tagging efficiencies as well as the light-jet mistag rates,
discussed in Sec. 3.4, are considered. For the 70 % operating point of the MV1 algorithm these are at the
level of 2-4 %, 13-22 % and 13-30 %, respectively, depending on the jet pT. Given the limited sizes of the
simulated OS and SS subsamples all systematic variations are afflicted with large statistical fluctuations.
Therefore, in order to derive reliable estimates, the impact of certain, dominant systematic uncertainties
on the tagging rates is evaluated on the OS+SS sample, e.g. the uncertainties on the jet energy scale and
resolution. The total uncertainties are computed as the squared sum of the individual contributions and
range for the 70 % operating point from 6-26 % depending on the background component.
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Background tagging rates

Background
Operating point of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
multijet 0.55 ± 0.08 (tot.) 0.41 ± 0.08 (tot.) 0.34 ± 0.06 (tot.) 0.26 ± 0.06 (tot.)
W+light 0.40 ± 0.12 ± 0.05 0.19 ± 0.09 ± 0.03 0.14 ± 0.08 ± 0.03 0.09 ± 0.04 ± 0.02
tt̄ 0.60 ± 0.10 ± 0.04 0.41 ± 0.13 ± 0.04 0.34 ± 0.14 ± 0.03 0.25 ± 0.14 ± 0.04
single top 0.74 ± 0.02 ± 0.03 0.61 ± 0.03 ± 0.04 0.55 ± 0.03 ± 0.04 0.43 ± 0.03 ± 0.04
diboson 0.37 ± 0.02 ± 0.05 0.18 ± 0.02 ± 0.03 0.12 ± 0.02 ± 0.03 0.05 ± 0.02 ± 0.02
Z+jets 0.75 ± 0.86 ± 0.08 1.19 ± 1.49 ± 0.17 0.53 ± 0.74 ± 0.14 -0.18 ± 0.56 ± 0.04

Table 4.3: Background tagging rates for the MV1 tagging algorithm. For the multijet background they are extracted
with a data-driven technique described in the text; for all other backgrounds they are obtained from simulations.
While for the former the total uncertainty is given, for the latter the statistical and the systematic uncertainties due to
reconstruction effects are given separately, in order of appearance.

The tagging rates of the various backgrounds with their statistical and systematic uncertainties are
summarised in Table 4.3. As a consequence of their definition according to Eq. 4.12, the tagging rates
take also values both below zero and larger than one, and may have relative uncertainties larger than 100 %
(other than efficiencies).

The high tagging rates of the top backgrounds reflect that their c-jet candidates in the pretag sample are
in fact to a significant extend b jets, as expected. However, the W+light tagging rates ranging between 9-
40 % are (significantly) higher than naively expected; even considering the large relative total uncertainties
of the order of 50 %. Similar results are also found in the OS and SS subsamples which are determined
with better precision. For a sample of pure light jets, the average tagging efficiencies of the MV1 algorithm
range between 0.1 % and 10 % in simulated tt̄ events (cf. Table 3.1(a)). Therefore, it appears the mistag
rate of the MV1 tagging algorithm is biased towards higher values for SMT-tagged light jets.

4.5.3 Estimation of the Light-Jet Contamination in W+c Candidate Events

Investigating the flavour composition of simulated W+c events in the SMT-jet sample, confirms that the
overwhelming fraction of the c-jet candidates are indeed c jets and only a tiny fraction of f light

W+c = 0.012 ±
0.003 (stat.) ± 0.002 (syst.) are mistagged light jets.11 The quoted statistical uncertainty arises from the
limited number of simulated signal events, the systematic uncertainty is due to reconstruction effects and
clearly driven by the uncertainty on the SMT mistag rate (cf. Sec. 4.3).

Applying (additional) b-tagging requirements reduces the already small contribution of non-c jets fur-
ther. The remaining fraction in the tagged subsample depends on the mistag rate of the MV1 algorithm for
light jets in this specific environment. Given the limited simulated sample size, computing εW+c,light accord-
ing to Eq. 4.12, where “bkg” is the non-c jet contribution of the W+c sample, in the OS-SS sample leads
to large statistical uncertainties. Therefore, it is derived from the OS+SS sample based on the assumption
that the mistag rate is not charge dependent, and thus does not differ for the OS and SS subsamples; and
indeed, the results obtained in the OS-SS and OS+SS samples are in good agreement.

11Jets are labelled as c jets or other according to the labelling scheme introduced in Sec. 3.4.1.
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Mistag rate of non-c jets in W+c events
Operating point of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
0.16 ± 0.03 ± 0.04 0.031 ± 0.013 ± 0.011 0.027 ± 0.012 ± 0.008 0.006 ± 0.006 ± 0.004

Table 4.4: Mistag rate of non-c jets in W+c events for the MV1 tagging algorithm. The first uncertainty is the statisti-
cal uncertainty due to the limited simulated sample size, the second is the systematic uncertainty due to reconstruction
effects.

The results for εW+c,light extracted with the OS+SS sample for the different operating points of the
MV1 tagging algorithm are listed in Table 4.4. Two sources of uncertainties are distinguished: the statistical
uncertainties due to the limited simulated sample size and the systematic uncertainties due to reconstruction
effects; the former generally dominates. The latter is driven by the uncertainties on the mistag rate of the
MV1 algorithm and the jet energy scale and resolution.

While the obtained εW+c,light values are compatible with the average mistag rate of the MV1 algorithm,
ranging between 0.1-10 %, within the large relative total uncertainties of ∼30 − 100 %, they are systemati-
cally larger. This is consistent with the findings of the previous section, supporting the conclusion that the
mistag rate of SMT-tagged light jets is biased towards higher values.

4.5.4 Results

The c-jet tagging efficiencies of SMT c-jets in data, εdata
c(µ), for the various operating points of the MV1 tag-

ging algorithm are derived according to Eqs. 4.8-4.11. The W+c yield at pretag level is NW+c = 3910 ±
100 (stat.) ± 160 (syst.) (cf.Sec. 4.4.3). For each operating point, Nb-tag

W+c is computed from the number of
data events in the SMT-jet sample passing the corresponding b-tagging criteria

85 % : 2151 ± 71, 75 % : 1292 ± 58, 70 % : 983 ± 52, 60 % : 563 ± 43;

and the results of the previous section: the εbkg and εW+c,light values summarised in Tables 4.3 and 4.4,
respectively, and f light

W+c = 0.012 ± 0.003 (stat.) ± 0.002 (syst.).

The resulting c-jet tagging efficiencies are shown in Fig. 4.6(a) as function of the operating point and
are also listed in Table 4.5. εdata

c(µ) decreases from 50 % to 13 % with increasing tightness of the operating
point, corresponding to increasing c rejection; the relative total uncertainties on the contrary increase from
3 % to 10 %. Since the statistical uncertainties are of the same order as the total systematic uncertainties,
no attempt was made to provide the results in bins of jet pT (and |η|).

The breakdown of the systematic uncertainties can be found in Table 4.6. Two sources are dominating
the total uncertainty: (i) the yield estimates of the W+light and multijet backgrounds in the SMT-jet sample
at pretag level (cf. Table 4.2), and (ii) the tagging-rate estimate of the dominant W+light background (cf.
Table 4.3).

The results are compared to the expected c-jet tagging efficiency, εsim
c(µ), defined as the fraction of SMT

c-jets in W+c events simulated using Pythia-default that pass the MV1 b-tagging requirements, both in
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Efficiencies and data-to-simulation scale factors for SMT c-jets
Operating points of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
εdata

c(µ) 0.504 ± 0.013 ± 0.009 0.302 ± 0.012 ± 0.009 0.229 ± 0.012 ± 0.007 0.129 ± 0.010 ± 0.006

εsim
c(µ) 0.507 ± 0.006 ± 0.007 0.316 ± 0.006 ± 0.006 0.248 ± 0.005 ± 0.008 0.148 ± 0.004 ± 0.005

κc(µ) 0.99 ± 0.03 ± 0.03 0.96 ± 0.04 ± 0.04 0.92 ± 0.05 ± 0.05 0.87 ± 0.07 ± 0.06

Table 4.5: Measured and expected c-jet tagging efficiencies of SMT c-jets derived using a sample of W+c events
selected in data and simulated with Pythia-default, εdata

c(µ) and εsim
c(µ), respectively, as well as data-to-simulation c-jet

tagging efficiency scale factors for SMT c-jets, κc(µ), for several operating points of the MV1 tagging algorithm. The
first uncertainty is the statistical uncertainty (in the case of εsim

c(µ) due to the limited simulated sample size), the second
is the systematic uncertainty.

Fig. 4.6(a) and in Table 4.5.12 Two sources of uncertainties on εsim
c(µ) are considered: statistical uncertainties

due to the limited simulated sample size and systematic uncertainties due to reconstruction effects. Their
contributions are of the same order, as can be seen from the summary in Table 4.5; they are shown combined
as total uncertainty in Fig. 4.6(a). The breakdown in Table 4.7 reveals that the uncertainties on the jet energy
scale and resolution are dominating the systematic uncertainties.

The level of agreement between the measured and expected c-jet tagging efficiencies can be easily as-
sessed from their ratio, κc(µ) = εdata

c(µ)/ε
sim
c(µ), the data-to-simulation scale factors for SMT c-jets. They are

shown for the different MV1 operating points in Fig. 4.6(b) and are also listed in Table 4.5. The quoted
systematic uncertainties are of the same order as the statistical uncertainties; they combine the systematic
uncertainties on εdata

c(µ), related to the background determinations, as well as the total uncertainty on εsim
c(µ), due

to the limited simulated sample size and reconstruction effects. The scale factors range from 0.87 to 0.99
with relative total uncertainties between 4-10 %; both the deviation from unity as well as the corresponding

12SMT c-jets are those c-jet candidates in the OS-SS sample labelled as c jet (cf. Sec. 3.4.1).



4.5 Measurement of the c-Jet Tagging Efficiency of SMT c Jets 123

Breakdown of uncertainties on εdata
c(µ) [%]

Source
Operating points of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
Background pretag yields 0.7 2.1 2.2 3.9
Background tagging rates 1.6 1.9 2.2 2.4
↪→ W+light 1.6 1.9 2.2 2.3
↪→Multijet 0.2 0.4 0.4 0.6
Light-jet contamination 0.3 0.4 0.4 0.4
Simulated sample size 0.4 0.6 0.6 0.9
Total systematic uncertainty 1.8 2.9 3.2 4.7
Statistical uncertainty 2.2 3.5 4.9 8.0
Total uncertainty 2.8 4.5 5.8 9.3

Table 4.6: Breakdown of the contributions of groups of systematic uncertainties on the c-jet tagging efficiency of
SMT c-jets measured in a W+c sample given in percent. Details regarding the systematic uncertainties related to the
background normalisation at pretag level can be found in Sec. 4.4.

Breakdown of uncertainties on εsim
c(µ) [%]

Source
Operating points of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
W boson reconstruction 0.5 0.4 0.5 1.0
↪→ Electron scale 0.2 0.2 0.4 0.5
↪→ Emiss

T soft term 0.4 0.3 0.2 0.7
Jet energy scale 1.1 1.7 2.4 2.6
Jet energy resolution 0.6 1.1 2.3 1.9
Soft-muon tagging < 0.1 < 0.1 < 0.1 < 0.1
Event reconstruction 1.4 2.1 3.4 3.4
Simulated sample size 1.2 1.9 2.0 2.7
Total uncertainty 1.8 2.8 3.9 4.3

Table 4.7: Breakdown of the contributions of groups of systematic uncertainties on the c-jet tagging efficiency of
SMT c-jets determined in a W+c sample simulated with Alpgen+Pythia-default given in percent. Details regarding
the systematic uncertainties related to the event reconstruction can be found in Sec. 4.3.
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uncertainty increase systematically with the tightness of the operating point. While for the looser operating
points κc(µ) is compatible with unity (within the uncertainties), this is not the case for the tighter ones. Thus,
the Pythia-default simulation overestimates the c-jet tagging efficiency of SMT c-jets for operating points
of the MV1 tagging algorithm with high(er) c-jet rejection.

This mismodelling in the simulation could be corrected in other analyses by applying the derived data-
to-simulation scale factors to SMT c-jets. However, in order to obtain scale factors that are applicable to
inclusive, unbiased samples of c jets, κc(µ) needs to be extrapolated as described in the following section.

4.6 Calibration of the c-Jet Tagging Efficiency for inclusive c-jet Samples

4.6.1 The Extrapolation Procedure

Due to several differences between samples of SMT c-jets and inclusive, unbiased samples of c jets that
are elaborated below, the c-jet tagging efficiency scale factors measured on the former are not directly ap-
plicable to the latter. However, scale factors appropriate to correct the c-jet tagging efficiency of inclusive
samples of c jets are obtained by means of an simulation-based and data-supported extrapolation of the
results, discussed in the following.

There are in particular two main differences between an SMT c-jet sample and an inclusive c-jets
sample that are introduced by selecting c jets via semimuonic decays of the associated c hadrons: (i) the
sample admixture regarding the different c-hadron types, due to their differing semileptonic branching
fractions, and (ii) the track multiplicity of the c jets, due to requiring at least one well reconstructed track
(stemming from the soft muon). The sample composition is relevant, because the various c-hadron types
differ, besides in the semileptonic branching fraction, also regarding other properties that impact the b-
tagging performance. In particular, their different lifetimes (which are correlated with the semileptonic
branching fractions), but also differences regarding the charged decay multiplicity cause the average c-jet
tagging efficiency of c jets to differ depending on the type of the associated c-hadron. For example, for the
70 % operating point of the MV1 algorithm, the c-jet tagging efficiencies of jets associated with the four
most prominent weakly decaying c hadrons in an inclusive W+c sample, simulated with Pythia-default,
are

D0 : 0.174 ± 0.001, D+ : 0.305 ± 0.002, Ds : 0.167 ± 0.003, Λ+
c : 0.041 ± 0.002,

where the quoted uncertainties are due to the limited simulated sample size.13 Thus, jets associated with a
D+ meson have on average an almost factor of two higher c-jet tagging efficiency than jets associated with
D0 or Ds mesons; the c-jet tagging efficiency of jets associated with Λ+

c baryons is particularly small.
The average c-jet tagging efficiency of an inclusive sample of c jets for a certain operating point, εc, can

be expressed as the c-jet tagging efficiency of an SMT c-jet sample, εc(µ), times an extrapolation factor α

εc = α · εc(µ). (4.13)

13In the remainder of this chapter the introduced notation is used to also refer to the charge-conjugated states, i.e. D̄0, D−, D̄s, L+
c

etc.
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Figure 4.7 shows a comparison of the expected efficiencies, εsim
c and εsim

c(µ), in W+c events simulated
with Pythia-default for several operating points of the MV1 tagging algorithm.14 εsim

c is systematically
about 20 % lower than εsim

c(µ), resulting in a correction factor αsim below unity across all operating points, as
can be seen from their ratio in the bottom pad.

If the extrapolation factor for data, αdata, deviates from αsim, which is the case if the simulation does not
describe the differences between the inclusive and the SMT c-jet sample correctly, the scale factors κc(µ),
derived for the latter, are not able to correct the c-jet tagging efficiencies of the former so that they match
the ones in data. Scale factors κc appropriate for inclusive samples of c jets are instead obtained from κc(µ)

by extrapolation

κc =
εdata

c

εsim
c

Eq. 4.13
=

αdata · ε
data
c(µ)

αsim · ε
sim
c(µ)

=
αdata

αsim
· κc(µ) = δ · κc(µ), (4.14)

i.e. by applying extrapolation factors δ, with δ , 1. Defined as the ratio of the efficiency-extrapolation
factors in data and simulation, αdata and αsim, respectively, δ is approximated as

δ ≈
αcorr

sim

αsim
, (4.15)

where αdata is estimated from αcorr
sim . αcorr

sim is determined using the Pythia-corrected sample, where several c-
quark fragmentation and c-hadron decay properties are corrected to best knowledge, as explained in detail
in the next section.

14εsim
c is computed using c jets from a sample of W+c events selected according to the event selection described in Sec. 4.3 except

the SMT requirement used to identify the candidate c jet.
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4.6.2 Corrections of c-Hadron Production and Decay Properties in Simulation

In order to obtain with αcorr
sim a reliable estimate of the efficiency-extrapolation factor, αdata, several correc-

tions are applied to the Pythia-default sample with the aim to improve the description of those c-quark
fragmentation and c-hadron decay properties that affect the c-jet tagging efficiencies in both the inclusive
and the SMT c-jet samples. In particular, the following quantities, or somewhat related ones, are studied for
the most prominent c-hadron types and corrected to best knowledge, defining the Pythia-corrected sample:

• the fragmentation fractions,

• the fragmentation functions,

• the total branching ratio of the semileptonic c-hadron decays,

• the branching fractions of certain exclusive semileptonic c-hadron decays,

• the topological branching ratios of hadronic n-prong c-hadron decays, as well as

• the momentum distribution of the soft muon (in the rest frame of the c hadrons).

As described in detail in the following, the corrections are derived where possible from results of dedicated
measurements; otherwise the improved Alpgen+Pythia+EvtGen simulation is employed (Sec. 4.2). The
overall effect of the applied corrections is evaluated and validated.

Correction of c-quark fragmentation fractions

The fragmentation fractions, the fraction with which the various c-hadron types emerge from the frag-
mentation of c quarks, as implemented in Pythia-default are compared to the combination of the results
obtained from measurements in e+e− and e±p collisions [269] for the four predominant weakly decaying c-
hadron types in Fig. 4.8(a); the values implemented in Herwig are also shown (cf. Sec. 4.2). The D0 meson
is with about 56 % the most frequently produced c hadron, followed by the D+ meson with about 23 %; to-
gether with the Ds meson (8 %) and the Λ+

c baryon these four types make up 98 % of all possible c-hadrons.
While the D0- and Ds-meson fractions implemented in Pythia-default are in very good agreement with the
measurements, the D+-meson fraction is overestimated; the situation is inverted for the Λ+

c baryon. Thus,
in order to correctly describe the c-hadron composition of the inclusive c-jet sample (to lesser extent of the
SMT c-jet sample), the fractions in the Pythia-default sample are reweighted to match the measured values.
Corresponding systematic uncertainties are evaluated for each of the considered c-hadron types separately:
their nominal fractions are changed within the uncertainties of the measurements, while maintaining the
overall normalisation.

Correction of the total semileptonic branching ratio of c hadrons

The c-hadron composition in the SMT c-jet sample is furthermore determined by the semimuonic branching
fractions that differ for the various c-hadron types, as can be seen from Fig. 4.8(b): the values implemented
in Pythia-default (and Herwig) are compared to the world average values [270] for the four previously
discussed c-hadron types.15 Because of the relatively large semimuonic branching ratio of D+ mesons of

15Assuming lepton universality in W-boson decays, the branching ratios measured in c-hadron decays involving electrons are shown
for all, but the Ds meson: in the case of the D mesons they are measured with higher precision, in the case of Λ+

c no measurements
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Figure 4.8: For the most relevant weakly decaying c hadrons (a) the fragmentation fractions implemented in the
Pythia-default and Herwig samples are compared to combined results of e+e− and e±p measurements [269], (b) the
predicted branching ratios of their semileptonic decays involving muons are compared to the world average values
(“PDG”) [270] and (c) their fraction in a sample of c jets associated with semileptonically decaying c hadrons for
which the results in data are obtained from combining the measured fragmentation fractions with the world average
values of the semileptonic branching ratios. Figures (a) and (c) were previously published in Ref. [3].
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about 16 %, the fraction of D+ mesons is enhanced in the SMT c-jet sample with respect to the inclusive
one. Thus, it is composed of almost equal amounts of D0 and D+ mesons, namely of about 43 % each.
This can be seen from Fig. 4.8(c) showing the fractions of the four predominant weakly decaying c-hadron
types in the SMT c-jet sample as predicted by Pythia-default (and Herwig). They are compared to the
results obtained by combining the measured semimuonic branching ratios with the measured fragmentation
fractions [269]. Although the semimuonic branching ratios of the D+ and D0 mesons implemented in
Pythia-default are too high (cf. Fig. 4.8(b)), the predicted sample composition is in good agreement with
the measurements due to some cancellation effects with the mismodelling of the fragmentation fractions
(cf. Fig. 4.8(a)). In the case of the Ds meson and the Λ+

c baryon, both the predicted semimuonic branching
ratios as well as their fractions in the SMT c-jet sample agree rather well with the measurements.The
semileptonic branching ratios of those four c-hadron types are reweighted in Pythia-default to match the
world average values.

Furthermore, while the semileptonic branching ratios (BRsl) of the subdominant Ξ0
c , Ξ+

c and Ω0
c baryons

are not measured, they are corrected based on: (i) the assumption that their BRsl are proportional to their
lifetimes τ,16 which are measured [270], and (ii) the BRsl(Λ+

c ) results available for the Λ+
c baryon, i.e. ac-

cording to: BRsl(B) = τB/τΛ+
c
· BRsl(Λ+

c ), with B = {Ξ0
c , Ξ+

c , Ω0
c}.

In order to conserve the overall normalisation in the inclusive c-jet sample, the total hadronic branching
ratios of all c-hadron types, whose semileptonic branching ratios were adapted, are adjusted accordingly.
Systematic uncertainties are evaluated individually for each of the considered c-hadron types by varying
their branching ratios and, in the case of the subdominant baryons, the Λ+

c branching ratio and their lifetimes
within the uncertainties reported by the measurements.

Correction of the branching fractions of semileptonic and hadronic c-hadron decays

As b-tagging algorithms rely on specific track and vertex properties characteristic for the decays of heavy
hadrons, it is crucial that these are well described in simulation. In particular the track multiplicity at the
secondary vertex is determined by the charged decay multiplicity of c-hadron decays. However, only in the
case of the D0 meson, the inclusive charged decay multiplicity, referred to as inclusive topological branch-
ing fractions, is measured, and can be used to correct the Pythia-default sample. For the two most promi-
nent weakly decaying c-hadron types, the branching fractions of an impressive number of particular decay
modes are measured (cf. Ref. [45]). This is exploited to improve the charged decay multiplicity of semilep-
tonic D0- and D+-meson decays indirectly. In addition, an improved simulation, Alpgen+Pythia+EvtGen
(Sec. 4.2), is employed to derive corrections, where no measurements are available.

The corrections are derived separately for semileptonic and hadronic decays. Besides acknowledging
that the charged decay multiplicity of the former rather affects the SMT c-jet sample and of the latter rather
the inclusive c-jet sample, this allows to correlate the corresponding uncertainties related to the corrections
of the semileptonic decays between the two samples.

For improving the charged decay multiplicity of semileptonic decays, only the two dominant c-hadron

with decays to muons exist. In the case of the Ds meson also those decays are considered in the branching ratio where the muons
stem from an intermediate τ-lepton decay.

16More precisely: BRsl = Γsl
c × τ, where the semileptonic decay width Γsl

c is assumed to be universal in the spectator model
(cf. Sec. 1.4.6).
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Figure 4.9: Comparison of the relative contributions of certain semimuonic decay modes to the total semimuonic
branching ratio of the (a) D0 and (b) D+ mesons implemented in the Pythia-default, Herwig and Pythia+EvtGen
simulations with the world average values (“PDG”) [270]. The bin in Fig. (b) labelled D+ → K̄0µ+νµ includes
contributions from D+ → π0µ+νµ.

types, D0 and D+, are considered (which make up 86 % of the SMT c-jet sample).
It is exploited that for both mesons the semimuonic decays (and the semielectronic ones alike) proceed

mostly via only two modes, namely

D0 → K−µ+νµ or D0 → K̄0π−µ+νµ and D+ → K̄0µ+νµ or D+ → K−π+µ+νµ,

whose branching ratios are measured [270]. The relative contributions of those decay modes to the total
semimuonic branching ratio are compared in Fig. 4.9 to the predictions of the Pythia-default (and Herwig)
simulation. Pythia-default is significantly overestimating the branching ratios of the most frequent decay
modes of both the D0 and the D+ meson. While the branching ratio of the second most prominent decay
mode of the D+ meson is well described, the contributions from the remaining modes are correspondingly
underestimated. The less frequent and well known modes are grouped together as “other µ+X” in the
histograms and their values are obtained by requiring the overall normalisation, i.e. the total semimuonic
branching ratio, to be maintained.17

The impact of the significant mismodelling of the D0-meson branching fractions in Pythia-default on
the decay multiplicity and the c-jet tagging efficiency is expected to be small, because both of the dominant
decay modes involve two charged decay products (K−µ+, π−µ+), and their fractions deviate in opposite
direction.

In the case of the D+ meson the situation is more complex: the dominant decay mode only involves
one charged decay product (µ+), the second dominant three (K−π+µ+) and most of the smaller decay
modes involve also three, or more, charged decay products. Since the aim is to improve the charged

17In the case of the “PDG” this implies that the large uncertainty on the second D0-meson decay mode is propagated to the last bin.
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decay multiplicity, it is beneficial to group the decay modes not only according to their dominance, but also
according to their multiplicity and the precision with which their branching ratios are measured. Therefore,
the D+ → π0µ+νµ decay with one charged decay product is considered together with the D+ → K̄0µ+νµ
decay in the first bin. As a result, mainly decay modes with more than three charged decay products, and
small and/or not measured branching fractions, are grouped in the last bin.

The relative branching fractions of each of the considered semileptonic decay modes (or class thereof)
are corrected in the Pythia-default sample to match the world average values [270], while maintaining the
overall normalisation by adjusting the collective contribution of the less frequent modes. Systematic un-
certainties are evaluated individually by varying the relative contributions within the uncertainties reported
on the measured branching ratios.

The overwhelming fraction of possible decay modes of the four prominent weakly decaying c hadrons
is hadronic. Other than for the semileptonic decays the total hadronic branching ratio is not dominated
by a limited number of modes, but their number is abundant and only the branching ratios of a relatively
small subset are measured. This means that the approach taken to correct the charged decay multiplicities
of the semileptonic decays of the dominant c-hadrons types is not feasible. However, as mentioned above,
at least for the D0 meson, which is the dominant weakly decaying c-hadron type in the inclusive sample
(cf. Fig. 4.8(a)), the inclusive topological branching fractions are measured, from which the hadronic ones
can be deduced as reasoned below.

The branching fraction of the inclusive topological D0-meson decay modes are [270]:

0-prong: (15 ± 6) %, 2-prong: (70 ± 6) %, 4-prong: (14.5 ± 0.5) %, 6-prong: (6.4 ± 1.3) × 10−4,

where (i) the 0-prong fraction is obtained from subtracting the 2-,4- and 6-prong results from unity and (ii)
the 4-prong (6-prong) results are determined from measuring the branching fractions of eight (two) exclu-
sive hadronic decays. Therefore, the hadronic topological branching fractions can be inferred assuming
that all semileptonic D0 decays are only contributing to the 2-prong fraction and correspondingly that all
other n-prong fractions are carried by hadronic decays. This assumption is supported by the fact that the
three dominant semileptonic D0-decay modes are 2-prong decays (cf. also Fig. 4.9(a)) and that the sum of
their exclusively measured branching fractions makes up the measured total semileptonic branching ratio
of (13.2 ± 0.6) %.18 Subtracting the semileptonic contribution from the inclusive result, yields a hadronic
2-prong branching fraction of (57 ± 6) %.

Expressing all results with respect to the total hadronic branching ratio of (86.8 ± 0.6) %,19 the relative
hadronic n-prong branching fractions are compared to the predictions of the Pythia-default, Herwig and
Pythia+EvtGen simulations in Fig. 4.10(a). In particular for the 0-prong and 2-prong fractions relatively
large differences between the inferred values and all predictions are found. Nonetheless, they agree within
about two standard deviations, given the large uncertainties on the inferred results. While all predictions
are quite close to each other, Pythia+EvtGen shows a tendency to agree best with the measurements; this

18In fact, the sum of the measured branching ratios of the three dominant semileptonic D0-decay modes D0 → K−µ+νµ, D0 →

K̄0π−µ+νµ and D0 → K−µ+νµπ0 is with (16 ± 3) = % even higher than the measured total semileptonic branching ratio. However,
they still agree within uncertainties given the branching ratio of D0 → K−µ+νµπ0 is measured with very low precision.

19The total hadronic branching ratio is obtained from the measured total semileptonic branching ratio assuming that their sum adds
up to 100 %.
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Figure 4.10: Comparison of the topological hadronic branching fractions of the (a) D0, (b) D+ and (c) Ds mesons
as well as the (d) Λ+

c baryon as implemented in the Pythia-default, Herwig and Pythia+EvtGen simulations. In the
case of the D0 meson the predictions are further compared to results inferred from the measured inclusive n-prong
branching fractions [270] as described in the text.
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is expected given EvtGen is dedicated to the description of heavy hadron decays.

Large differences between the predictions are found when repeating the comparison for the D+, Ds and
Λ+

c hadrons, as done in Figs. 4.10(b)-(d); it is solely done for the simulations, given the lack of suitable
measurements. Particularly relevant for the c-jet tagging efficiency of inclusive samples of c-jets are the
(relative) differences between the 1- and 3-prong fractions. This is because only the JetFitter algorithm is
able to exploit 1-track vertices, single tracks can easily be missed in reconstruction and the contributions
of higher decay multiplicities are very small.

Given the discussion above, there is good reason to assume that Pythia+EvtGen is describing the sit-
uation in data best. Still an attempt is made to use the very limited input from measurements to support
this assumption. The n-prongness of the four dominant hadronic decay modes of the D+ meson, whose
branching fractions add up to about 40 % [270], is evaluated. More precisely, their overall 3-to-1-prong
ratio is compared to the predictions of the three different simulations: the value suggested by the measure-
ments (1.4) is rather well reproduced by Pythia+EvtGen (1.3), while both Pythia-default and Herwig are
far off (2.3).20

Therefore, the topological hadronic branching fractions of the D0 meson are corrected in Pythia-default
such that they match the values inferred from the measurements. Due to the lack thereof, the ones of the
D+, Ds and Λ+

c hadrons are corrected to match the predictions made by Pythia+EvtGen; the maximum
differences with respect to the Pythia-default and Herwig predictions are assigned as uncertainties. The
uncertainties, in the case of the D0 meson from the measurements, are propagated maintaining the overall
normalisation.

Study and correction of kinematic distributions

The performance of the b-tagging algorithms depends also on the kinematic distributions of the c hadron
and its decay products, in particular on their transverse momentum spectra.

Therefore, the impact of any mismodelling of the fragmentation function, which determines the frac-
tion of the energy of the initial c quark carried by the c hadron, is evaluated. Since no measurements of
fragmentation functions at hadron colliders exist, simulations are used to assess the impact of a mismod-
elling. For this purpose the distributions of a related quantity is studied, namely the ratio of the momenta of
the c hadron and the c jet, pc hadron

T /pc jet
T , where the pT of the c jet at particle level approximates the c-quark

pT. The comparison is done between the Pythia-default and Herwig simulations which rely on different
fragmentation models, i.e. the string and the cluster fragmentation model, respectively (cf. Sec. 1.4.5). Fig-
ure 4.11(a) shows the pc hadron

T /pc jet
T distributions for D+ mesons: the spectrum in Pythia-default is softer

than in Herwig; the effect of this difference is taken into account as a systematic uncertainty.

Given that soft muons are used to identify the c-jet candidates and that their reconstruction and selection
depends on their kinematic distributions, the momentum distribution of the muon stemming from the c-
hadron decay is studied as well. In order to investigate it independently of the description of the c-hadron
kinematics, which is already accounted for, the muon momentum is expressed in the rest frame of the

20Only the ratio is compared since the branching fractions of the two classes of decays are not very well described in the simulation,
since they have to account for non-implemented decay modes. The considered decays are: D+ → K0π+(π0), D+ → K−2π+(π0),
D+ → K02π+π− and D+ → 2π+π−(π0).
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Figure 4.11: Comparison of (a) the distribution of the relative pT fraction of a c hadron with respect to the associ-
ated c jets, sensitive to the fragmentation function, and (b) the momentum spectrum of the decay muon in the rest
frame of the c hadron it is stemming from as predicted by the Pythia-default, Herwig and, in the case of the latter,
Pythia+EvtGen simulations. The distributions are normalised to unit area.

c hadron and denoted p∗. The p∗ distributions of soft muons stemming from D0 decays as predicted
by the Pythia-default, Herwig and Pythia+EvtGen simulations are compared in Fig. 4.11(b). The one
predicted by Pythia+EvtGen, which is expected to describe the data best, is the hardest; the one in Pythia-
default is corrected such that it agrees with it and the full difference is considered as systematic uncertainty,
individually for each c-hadron type.

Assessment and validation of the applied corrections

The collective effect of applying all discussed corrections to the Pythia-default signal sample, yielding
Pythia-corrected, is illustrated in Fig. 4.12. The MV1 output weight distributions are compared separately
for (a) the SMT c-jet sample and (b) the inclusive c-jet sample. Only statistical uncertainties due to the
limited simulated sample size are considered and treated uncorrelated in the ratio, despite the correlation
of the predictions given the same events, with different weights, are used.

In the SMT c-jet sample, the effect of the corrections on the MV1 weight is very small: Pythia-
corrected predicts slightly less events at high values than Pythia-default, which translates into an about 2 %
lower c-jet tagging efficiency for the 70 % operating point. The small impact is due to competing effects:
while the c-jet tagging efficiency for SMT c-jets associated with a certain c-hadron type is somewhat
increased (mainly due to the harder p∗ spectra), the changed admixture regarding the various c-hadron
types in the SMT c-jet sample leads overall to a small decrease of the c-jet tagging efficiency. This is
because the Λ+

c -baryon contribution is slightly increased in favour of the D+ meson (cf. Fig. 4.8(c)) and
c jets associated with the former (latter) have by far the lowest (highest) c-jet tagging efficiency.21

While the c-jet tagging efficiencies of SMT c-jets in the Pythia-corrected sample are still higher than
the ones measured in data (cf. Table 4.5), the corrections seem to yield a trend into the right direction.

21The estimates of the c-jet tagging efficiency of jets associated with a particular c-hadron type are fairly consistent between the
Pythia-default and Pythia-corrected samples.
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Figure 4.12: Comparisons of the output weight of the MV1 tagging algorithm. Comparison between the Pythia-
default and the Pythia-corrected predictions for (a) an SMT c-jet sample and (b) an inclusive c-jet sample. Com-
parison between the Pythia and Herwig predictions for SMT c-jets (c) before and (d) after applying all corrections
regarding the c-quark fragmentation and c-hadron decay properties described in the text. In the case of the Herwig
simulation, this includes a correction of the fragmentation functions to match the ones in Pythia. Figs. (a) and (b)
have been previously published in Ref. [3].
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In the inclusive c-jet sample, the impact of the corrections on the MV1 weight distribution is quite
pronounced, as can be seen from Fig. 4.12(b), in particular from the ratio in the bottom pad. Relative
to Pythia-default, there is a systematic shift of the MV1 weight distribution in Pythia-corrected towards
smaller values; corresponding to reduced c-jet tagging efficiencies for all operating points. For example,
for the 70 % operating point, εc is 14 % lower in Pythia-corrected than in Pythia-default. This is almost
exclusively due to the smaller charged decay multiplicities of all hadronic D-meson decays (cf. Fig. 4.10),
resulting in reduced c-jet tagging efficiencies of the associated c jets. For the 70 % operating point, the re-
duction is approximately 9 %. This trend is further pronounced by the same change in admixture regarding
the various c-hadron types also in the inclusive c-jet sample (cf. Fig. 4.8(a)): the Λ+

c -baryon component is
enhanced in favour of the D+-meson one.

One indication that the corrections affecting the SMT c-jet sample are valid, is the reasonable agree-
ment between the data and the Pythia-corrected simulation that was demonstrated in Fig. 4.4. To further
consolidate the confidence into the validity of the applied corrections as well as to demonstrate that the
most important properties affecting the c-jet tagging efficiency are addressed, their combined effect on the
alternative signal sample, Herwig, is evaluated.

As mentioned previously, Herwig relies on a different fragmentation model than Pythia; moreover,
the comparisons in Figs. 4.8-4.11 show that there are large differences in their predictions regarding the
c-hadron production and decay properties, in particular regarding the ones affecting the SMT c-jet sample.
These differences are reflected in the differing MV1 weight distributions shown in Fig. 4.12(c) for SMT
c-jets. Due to predicting less events with high MV1 weights, the c-jet tagging efficiencies of SMT c-jets in
Herwig are significantly lower than in Pythia-default, by about 16 % for the 70 % operating point.

The Herwig-corrected sample is obtained by applying all of the previously discussed corrections, and
by reweighting in addition the pc hadron

T /pc jet
T distributions of the four dominant weakly decaying c hadrons

to match the ones in Pythia. Thus, Herwig-corrected is defined such that it agrees regarding all the studied
c-hadron production and decay properties with Pythia-corrected.

Figure 4.12(d) shows the comparison of the MV1 weight distributions of the Herwig-corrected and the
Pythia-corrected predictions for SMT c-jets. Overall there is reasonable agreement, considering the large
uncertainties. In particular, the agreement at high MV1 values is improved, thus reducing the difference of
the c-jet tagging efficiencies at the 70 % operating point to ∼3 %.

The corresponding comparison of the MV1 weight distributions for inclusive samples of c jets (not
shown), reveals that the two simulations agree both before and after the applied corrections at the level of
a few percent. This is expected, given the Herwig and Pythia-default simulations predict similar charged
decay multiplicities for hadronic decays (cf. Fig. 4.10); i.e. they agree regarding the properties that have
the strongest impact on the MV1 weight distribution in inclusive c jet samples.

Nonetheless, that good agreement persists also after applying all corrections, gives confidence that no
important properties are left unaddressed nor that the application of the corrections leads to some unin-
tended side effects.
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Efficiency and scale-factor extrapolation factors
Operating points of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
αsim 0.82 ± 0.01 0.79 ± 0.01 0.80 ± 0.02 0.83 ± 0.02
αcorr

sim 0.76 ± 0.01 0.70 ± 0.01 0.69 ± 0.02 0.72 ± 0.02
δ 0.93 ± 0.03 0.89 ± 0.05 0.87 ± 0.06 0.86 ± 0.07

Table 4.8: Efficiency-extrapolation factors for SMT c-jets, αsim and αcorr
sim , obtained using the Pythia-default and

Pythia-corrected simulations, respectively, as well as the scale-factor extrapolation factors, δ, for several operating
points of the MV1 tagging algorithm. For αsim and αcorr

sim only statistical uncertainties due to the limited simulated
sample size are quoted. For δ only systematic uncertainties due to the corrections regarding the c-quark fragmentation
and c-hadron decay properties, described in the text, are considered. Statistical uncertainties are neglected, since the
numerator and denominator of δ is computed using approximately the same simulated events.

Breakdown of systematic uncertainties on δ [%]

Source
Operating points of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
Fragmentation fractions 0.5 0.8 0.9 1.1
↪→ Λ+

c baryon 0.5 0.7 0.9 1.0
Fragmentation functions 0.5 < 0.1 0.14 0.19
Total semileptonic branching ratios 1.4 1.7 1.7 1.8
↪→ Λ+

c baryon 1.3 1.8 1.7 1.8
Exclusive semileptonic branching ratios 1.5 2.2 1.4 2.2
↪→ D0 meson 1.4 2.2 1.4 2.0
Topological hadronic branching ratios 2.1 3.7 4.8 6.3
↪→ D0 meson 1.9 2.5 2.7 2.8
↪→ D+ meson 0.9 2.6 3.8 5.5
p∗ 0.4 0.13 0.8 1.6
Total 3.0 4.7 5.4 7.2

Table 4.9: Breakdown of the contributions of groups of systematic uncertainties on the scale-factor extrapolation
factor δ for several operating points of the MV1 tagging algorithm in percent. A further breakdown of certain sources
of systematic uncertainties are indicated by “↪→”.

4.6.3 Results: Extrapolation Factors

As discussed in detail in the previous section, the corrections applied to the Pythia-default sample regarding
c-quark fragmentation and c-hadron decay properties hardly affect the c-jet tagging efficiencies of SMT c-
jets, εsim

c(µ). However, relative to the Pythia-default sample, they lead to significantly reduced c-jet tagging
efficiencies of inclusive c-jet samples, εsim

c . Therefore, using the Pythia-corrected sample to compute the
efficiency-extrapolation factor αcorr

sim , according to Eq. 4.13, results in values that are systematically lower
than αsim determined using the Pythia-default sample. This can be seen from their comparison in Table 4.8,
for all considered operating points of the MV1 tagging algorithm. Since the αcorr

sim are also further away
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Figure 4.13: Extrapolation factor δ between the c-jet tagging efficiency scale factors applicable to SMT c-jet samples
and inclusive c-jet samples for several operating points of the MV1 tagging algorithm. Only systematic uncertainties
due to the corrections regarding the c-quark fragmentation and c-hadron decay properties, described in the text, are
indicated by the error bands. Statistical uncertainties are neglected, since the numerator and denominator of δ is
computed using approximately the same simulated events. Previously published in Ref. [3].

from unity, this result suggests that the c-jet tagging efficiency of the two samples differ more strongly than
suggested by Pythia-default and that a larger extrapolation is needed.

This difference in the efficiency-extrapolation factors is naturally reflected in the scale-factor extrapo-
lation factors δ, shown in Fig. 4.13 as function of the MV1 operating points and summarised in Table 4.8:
δ ranges between 0.86-0.93, and thus is systematically below unity, with a decreasing trend towards tighter
operating points.

Given the efficiency-extrapolation factors are computed using approximately the same simulated events,
their statistical uncertainties due to the limited sample sizes are neglected. Thus, only the systematic uncer-
tainties discussed in the context of the modelling studies and corrections, in the previous section, are taken
into account. Adding the various contributions in quadrature, results in relative total uncertainties between
3 % and 7 %, increasing with the tightness of the operating points.

From the breakdown of the various groups of systematic uncertainties in Table 4.9, it can be seen that
for all operating points, the uncertainties related to the modelling of the topological hadronic branching
ratios are dominating. They are driven by the contributions related to the most frequent D0 meson and the
D+ meson, whose associated jets exhibit the largest tagging efficiencies.

Other, subdominant contributions arise from the systematic uncertainties related to (i) the total semilep-
tonic branching ratios, driven by the large uncertainties on the Λ+

c -baryon branching ratio (cf. Fig. 4.8(b))
affecting the c-hadron composition of the SMT c-jet sample, and (ii) the branching ratios of the exclusive
semileptonic D0- and D+-meson decays, which are driven by the large uncertainties on the subdominant
semileptonic D0 decay mode (cf. Fig. 4.9(a)).

The impact of the uncertainties related to the correction of the topological hadronic branching ratios is
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Data-to-simulation scale factors for inclusive c-jet samples
Operating points (εb) of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
0.92 ± 0.02 ± 0.02 ± 0.03 0.85 ± 0.03 ± 0.03 ± 0.04 0.81 ± 0.04 ± 0.04 ± 0.04 0.75 ± 0.06 ± 0.05 ± 0.05

Table 4.10: Data-to-simulation c-jet tagging efficiency scale factors for inclusive c-jet samples for several operating
points of the MV1 tagging algorithm. They are derived with respect to a W+c sample simulated with Alpgen+Pythia-
default. The given uncertainties are in order of appearance: the statistical uncertainty, the systematic uncertainty on
the measured scale factors for SMT c-jets (cf. Sec. 4.5) and the systematic uncertainty due to the simulation-based
extrapolation procedure (cf. Sec. 4.6).
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Figure 4.14: Data-to-simulation c-jet tagging efficiency scale factors for inclusive c-jet samples for several operating
points of the MV1 tagging algorithm. They are derived with respect to a W+c sample simulated with Alpgen+Pythia-
default. Previously published in Ref. [4].

particularly large, because, in addition to being estimated conservatively, they only enter via the numerator
in the definition of the efficiency-extrapolation factors. This is different for all the other uncertainties
related to the corrections that are applied to both the SMT c-jets and inclusive c-jet samples: they enter the
numerator and the denominator, and thus partially cancel.

The scale-factor extrapolation factors being below unity implies that the scale factors measured for
SMT c-jets, shown in Fig. 4.5, are not applicable for inclusive samples of c jets. Instead (even) lower scale
factors are necessary to bring the c-jet tagging efficiency in simulation closer to the one in data; i.e. the
c-jet tagging efficiency of inclusive c-jet samples is overestimated in Pythia-default.
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Breakdown of uncertainties on κc [%]

Source
Operating points of the MV1 tagging algorithm

85 % 75 % 70 % 60 %
Event reconstruction 1.4 2.1 3.4 3.4
Background pretag yields 0.8 2.1 2.3 4.0
Background tagging rates 1.6 1.9 2.2 2.4
c-quark fragmentation 0.7 0.7 0.9 1.0
Hadronic c-hadron decays 2.1 3.7 4.8 6.3
Semileptonic c-hadron decays 2.1 2.9 2.5 3.3
Simulated sample size 1.2 1.9 2.0 2.7
Total systematic uncertainty 4.0 6.2 7.4 9.6
Statistical uncertainty 2.2 3.5 4.9 8.0
Total uncertainty 4.6 7.1 8.9 12

Table 4.11: Breakdown of the contributions of groups of uncertainties on the c-jet tagging efficiency scale factors for
inclusive c-jet samples, κc, for several operating points of the MV1 tagging algorithm in percent. Details regarding
the various groups of systematic uncertainties can be found in Tables 4.6, 4.7 and 4.9.

4.7 Results and Discussion

The data-to-simulation scale factors for the c-jet tagging efficiency of several operating points of the
MV1 tagging algorithm are presented in Fig. 4.14 and in Table 4.10. They are expressed relative to a
W+c sample simulated with Alpgen+Pythia-default. Derived from the measured c-jet tagging efficiency
scale factors for SMT c-jets, they are valid for inclusive samples of c jets due to the simulation-based ex-
trapolation procedure described in detail in the previous section. The values of the final scale factors range
between 0.75 and 0.92, decreasing with increasing tightness of the operating points; the relative total un-
certainties are instead increasing, from about 5 % to 13 %. This suggests that the Pythia-default simulation
systematically overestimates the c-jet tagging efficiency of inclusive c-jet samples with respect to the one
in the data; the disagreement increases with increasing c-jet rejection.

Three main sources of uncertainties can be distinguished, which are of the same order, as can be seen
from Table 4.10: (i) statistical uncertainties, (ii) systematic uncertainties on the measured scale factors
for SMT c-jets (cf. Table 4.6), and (iii) systematic uncertainties due to the extrapolation procedure (cf.
Table 4.9); the dominant contributions are summarised in Table 4.11. While there are several groups
of systematic uncertainties contributing at a similar level, the limited knowledge of the charged particle
multiplicity of (hadronic) c-hadron decays, affecting the scale-factor extrapolation, has a quite significant
impact.

Since it is not trivial to improve the modelling of the c-hadron properties in the simulations - it needs
dedicated measurements and tuning of the event generators-, the required extrapolation constitutes a clear
limitation of the presented calibration method. This applies as well to any other method that exploits
c hadron characteristics to select the c-jets sample used for the calibration, such as the D∗ calibration
method which adopted the presented approach. In fact, given that the D∗ calibration method relies on
reconstructing D∗+ mesons in a single exclusive decay mode, D∗+ → D0(→ K−π+)π+, the extrapolation to
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an inclusive sample of c-jets is even larger than for the W+c calibration method. In this regard, the rather
new tt̄-based method that measures the c-jet tagging efficiency directly on an inclusive sample of c jets is
clearly superior.

Nonetheless, it is beneficial to have several calibration methods for the c-jet tagging efficiency avail-
able; as it is also the case for the b-tagging efficiency calibrations (cf. Sec. 3.4.4). Besides providing the
possibility to cross-check the various results (which proved important), it also allows analyses to chose
among the sets of scale factors those that are determined using independent datasets and are afflicted with
different systematic uncertainties. For example, for an analysis studying 1-lepton tt̄ events, it might be
preferable to use W+c-based scale factors. Furthermore, the different scale-factor results may be combined
to achieve optimal precision, in particular in certain phase-space regions; for instance, at small or high jet
pT.

Finally, the W+c calibration method may have an advantage over the tt̄-based calibration method, when
it comes to measuring the c-jet tagging efficiency of track jets (cf. Sec. 3.3), in particular at very low jet
pT. This is because the tt̄-based calibration exploits a kinematic likelihood fit in order to assign the physics
objects to the top-quark decay products requiring jets to reflect the kinematics of the original quarks. Track
jets, however, miss the information on the neutral components. While there are possibilities to handle this
difficulty, it does constitute a current limitation of the method.

In summary, the demonstrated W+c method constitutes an important alternative to other c-jet tagging
efficiency calibration approaches and established to one of the standard calibration methods used by the
ATLAS collaboration in Run 2.



5 Search for the Higgs Boson A Decaying to Zh in the
νν̄bb̄ and ` ¯̀bb̄ Final States

5.1 Introduction

All test carried out after the discovery of a Higgs boson in the year 2012 by the ATLAS and CMS collabora-
tions [7, 8], so far confirm its compatibility with the predictions of the Standard Model (SM). Nonetheless,
the question remains whether the Higgs boson is part of an extended scalar sector suggested by many theo-
ries beyond the SM. To date, its couplings have been only measured for a number of SM particles and with
a limited precision that still leaves room for deviations from the SM expectation.

Two-Higgs-Doublet Models (2HDMs), introduced in Sec. 1.2, allow to search for such an extended
Higgs sector in a rather generic way, as they do not make assumptions on a particular underlying theory.
Assuming that the scalar sector is CP and lepton-flavour conserving, they suggest the existence of five
Higgs bosons - two CP-even, one pseudoscalar and two charged Higgs bosons - and four model types - the
Type-I, Type-II, Lepton-specific and Flipped Model - that differ regarding the couplings of the Higgs bosons
to the charged SM fermions.1 The couplings of the scalars to SM particles can be readily expressed relative
to the couplings of the SM Higgs boson by factors that depend on two free parameters (in addition to the
Higgs-boson mass): α and β. In the alignment limit, i.e. cos(β − α) = 0, the couplings of the light CP-
even scalar h become identical to the ones of the SM Higgs boson. Therefore, the observed Higgs boson
is typically identified with the h boson, whose mass is determined by the measured value of ∼125 GeV.
That the couplings of the observed scalar are so far found to be SM-like, constraints the allowed 2HDM
parameter space already considerably, and in particular to cos(β−α)→ 0, as discussed in Sec. 1.3. Hence,
one approach to elucidate whether the observed Higgs boson is the one predicted by the SM or part of an
extended scalar sector is to measure the couplings of the observed Higgs boson with higher precision.

In this chapter a complementary approach is presented, where the observed scalar is used to search for
the CP-odd Higgs boson A by targeting its decay into a Z boson and an h boson.2 As shown in Sec. 1.3, the
branching ratio for A→ Zh is large in most of the parameter space and may even dominate the decay width;
not only for A-boson masses, mA ≤ 350 GeV, i.e. below the threshold, where the decay into a top-quark
pair (tt̄) becomes kinematically accessible. Although it vanishes for cos(β − α) = 0, the decay rate is still
significant close to the alignment limit.

The analysis considers those events, where the Z boson decays leptonically into an electron or muon
pair, Z → ``, or into two neutrinos, Z → νν, and the Higgs boson into a b-quark pair, h → bb, as depicted

1While 2HDMs are a wide class of models, in the context of this chapter, 2HDMs always refer to the four 2HDM types: Type-I,
Type-II, Lepton-specific and Flipped Model.

2Throughout this chapter, “the Higgs boson” refers to the CP-even Higgs boson, h, while the CP-odd Higgs boson, A, is usually
referred to as “the A boson”.
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Figure 5.1: Feynman diagrams for the production of the A boson via (a) gluon fusion and (b) b-associated production
and its decay via Zh into the ``bb and ννbb final states in the CP-conserving 2HDMs (cf. Sec. 1.2).

in the Feynman diagrams in Fig. 5.1.3 Similarly to the situation in the SM, at a mass of ∼125 GeV, the
h → bb decay is dominant in most of the parameter space. In the Type-II and the Flipped Model, the
branching ratio can become especially large due to the tan β-enhanced couplings to down-type quarks.

The leptonic Z-boson decays provide good trigger efficiencies and means to suppress background con-
tributions; the h → bb decay mode allows the full reconstruction of the Higgs-boson kinematics. The
invariant mass or transverse mass, in the case of Z → νν, of the Zh system is used to search for an A-boson
signal with masses between 220 GeV (approximately the threshold for on-shell Zh decays) and 2 TeV.
With increasing A-boson mass, mA, the Z and Higgs bosons tend to acquire larger transverse momenta
and their decay products become collimated. In order to efficiently reconstruct A-boson candidates with
mA ≥ TeV, techniques adapted to such boosted topologies are required. Since this applies especially to
the reconstruction of the Higgs-boson candidates, the strategy used to reconstruct them changes over the
considered mA range: once the b quarks become too close to be reconstructed as two individual jets (with
small radius), the b-quark pair is jointly reconstructed as one jet with larger radius. The two reconstruction
methods are associated with two different kinematic regimes, referred to as resolved regime and merged
regime, respectively. While in an intermediate mass range a transition region occurs, where both recon-
struction techniques can be exploited, to obtain orthogonal analysis regions, events are exclusively assigned
to either regime. In both regimes, jets containing b hadrons that emerge from the b quarks are identified by
means of b-tagging.

In most of the parameter space of the four considered 2HDMs, the A boson is mainly produced in
gluon fusion via a top-quark loop (ggF), as indicated in the Feynman diagram in Fig. 5.1(a). However,
in the Type-II and the Flipped Models, also the contribution of the b-quark associated production (bbA),
depicted in Fig. 5.1(b)), becomes significant and even dominant at high tan β values due to the enhanced
couplings to down-type quarks. The signature of the latter, involving further b quarks in addition to the ones
stemming from the Higgs-boson decay, is addressed with dedicated analysis regions containing additional
b-tagged jets.

The analysis discussed in the following uses pp-collision data at a centre-of-mass energy of 13 TeV
collected with the ATLAS experiment in the years 2015 and 2016. It has been previously published in

3In this chapter, the notation Z → ``, Z → νν and h→ bb is used for Z → `+`−, Z → νν̄ and h→ bb̄, respectively.
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Ref. [6],4 with several changes to an earlier version based on the 2015 dataset alone [5]. Since a significant
part of the improvements and additions were developed in the course of this thesis, their impact is demon-
strated with respect to the strategies used to obtain this preliminary result.

While this chapter focuses on the description of the search for an A boson of the 2HDM in the Zh →
``(νν)bb decay channels, two additional results are presented.

First of all, the results of a search for new heavy vector bosons, V ′ = W′, Z′, with masses between
500 GeV and 5 TeV in their decays Z′ → Zh → ``(νν)bb and W′ → Wh → `νbb are presented. Given this
analysis targets the same and similar final states, respectively, the general search strategy is very similar to
the one of the A→ Zh analysis. In fact, the Z′ search is based on a subset of the ``(νν)bb analysis regions
of the A→ Zh search. Since the ννbb channel has also some sensitivity to a W′ signal, it is combined with
the `νbb channel to search for a W′ boson. As the latter channel is not considered in the search for the
A boson, it is not further discussed; details can be found in Ref. [6].

Such heavy versions of the SM Z and W bosons are predicted by various models that attempt to solve
the naturalness problem of the Higgs-boson mass by introducing a new strong interaction at a higher energy
scale, e.g. Minimal Walking Technicolour [272–274] or composite Higgs models [275, 276]. In order to be
able to interpret the results in the context of a range of models with heavy vector triplets (HVT), they are
presented using a simplified model [277, 278]. Searches for V ′ bosons received some particular attention
after two W′ searches conducted by the ATLAS and CMS collaborations in Run 1 observed an excess over
the SM background expectation at a similar mass of about 2 TeV [279, 280].

Second of all, the results of the A→ Zh search are also interpreted in the context of the hMSSM [281,
282]. As a simplified version of the Minimal Supersymmetric Standard Model (MSSM), where the mass
of the lightest CP-even Higgs boson h is fixed to the mass of the observed Higgs boson, the hMSSM is a
concrete realisation of a Type-II 2HDM (cf. Sec. 1.2).

5.2 Previous Results

This section briefly summarises the results of a number of searches published by the ATLAS and CMS col-
laborations addressing the same final states and interpretations as the analysis described in the following.

The ATLAS collaboration presented a first search for a pseudoscalar Higgs boson A decaying to Zh
in the ννbb and ``bb final states (where ` = e or µ) using pp-collision data at a centre-of-mass energy of
√

s = 8 TeV corresponding to an integrated luminosity of 20.3 fb−1 [283]. Targeting A-boson masses up to
1 TeV, the analysis restricted to what was introduced as the resolved regime: only events with exactly two
b-tagged jets are considered. The resolution of the final discriminants, the invariant and transverse masses
of the Zh system, respectively, is improved by employing the observed Higgs-boson mass, i.e. scaling each
candidate jet four-momentum such that the reconstructed Higgs-boson mass agrees with 125 GeV.

The analysis did not find any significant deviation from the SM expectation. The significance of the
largest local excess at mA = 220 GeV was estimated to be about two standard deviations (2σ). Figure 5.2(a)
shows the obtained upper limit on the A-boson production cross-section (in gluon fusion) times the branch-
ing ratios of the A → Zh and h → bb decays at the 95 % confidence level (CL) as function of the A-boson

4Ref. [6] supersedes Ref. [271] describing the same results in a slightly different presentation.
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Figure 5.2: Observed and expected upper limits at the 95 % CL on the cross section for A-boson production in
gluon fusion times the branching ratios of A → Zh and h → bb (a) obtained by the ATLAS collaboration from the
combination of the ``bb and ννbb channels [283] and (b) as well as the branching ratio Z → ``, where ` = e, µ,
obtained by the CMS collaboration [284], as function of the A boson mass in the narrow-width approximation using
8 TeV pp collision data.

mass mA; it ranges between 0.57 − 0.014 pb for mA of 220 − 1000 GeV. The sensitivity is driven by the
``bb final state, in particular at low A-boson masses.

The results are combined with those obtained in an analysis targeting the Z → `` and h → ττ decays
and interpreted in the context of the four before-mentioned 2HDMs. The obtained exclusion regions are
shown in Figs. 5.3(a)-(d) for mA = 300 GeV in the tan β versus cos(β − α) plane and in Figs. 5.3(e)-(h)
for cos(β − α) = 0.1 in the tan β versus mA plane. Given b-associated production dominates over gluon
fusion for large tan β values in the Type-II and Flipped models, the relative selection efficiency and the
expected cross-section ratio with respect to gluon fusion are accounted for. While in most of the parameter
space the h → bb decay dominates, and thus the constraints are driven by the respective analysis, in the
Lepton-specific model the h→ ττ decay becomes dominant at large tan β values (cf. Table 1.3) and mainly
determines the exclusion limit shown in Figs. 5.3(c) and 5.3(g). Vanishing branching ratios for the h→ bb
and/or h → ττ decays cause the narrow regions without any exclusion power far from cos(β − α) = 0 in
Figs. 5.3(a)-(d).

Although the natural width (ΓA) of the A boson is generally small, justifying the used narrow-width
approximation, it may be larger than the experimental mass resolution in certain regions of the 2HDM
parameter space, and thus is taken into account in the exclusion regions in Fig. 5.3 for ΓA/mA up to 5%
(cf. Sec. 5.3).

The results of a search for a heavy Higgs boson decaying into a τ-lepton pair [285] are re-interpreted as
an A → ττ decay, where the A boson is produced exclusively in gluon fusion or b-associated production,
and the regions of parameter space excluded at 95 % CL are overlaid in Fig. 5.3. They are providing
complementary information in particular in the alignment limit (cos(β − α) → 0) and at large tan β values
in the Lepton-specific model, where the branching ratio for the A→ Zh decay vanishes and becomes small,
respectively (cf. Eq. 1.35 and Fig. 1.7).

The results of the ννbb and ``bb channels were further interpreted in the context of the hMSSM. Its
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Figure 5.4: Observed and expected exclusion regions at the 95 % CL in the context of the hMSSM model as function
of mA and tan β obtained from several direct searches for heavy Higgs bosons, including A → Zh → ``(νν)bb, and
fits to the measured production and decay rates of the observed Higgs boson performed by the ATLAS collaboration
using pp-collision data at 7 and 8 TeV. Taken from Ref. [67].

Higgs sector is (to good approximation) described by only two free parameters, tan β and mA; i.e. with
respect to the general Type-II 2HDM, the parameter α is not a free parameter, but determined by tan β and
the masses of the Z and A bosons. Figure 5.4 shows the obtained exclusion region in the tan β versus mA

plane [67]. The results from various other direct searches for heavy Higgs bosons as well as from fits to the
measured rates of the production and decay of the observed Higgs boson are overlaid. At low tan β values
the latter is providing stronger constraints than the direct searches; only at high tan β the direct searches, in
particular the search for A/H → ττ, extends the excluded space significantly to higher mA values.

In addition, the CMS collaboration published a search for A → Zh based on pp-collision data at
√

s = 8 TeV corresponding to 19.7 fb−1 [284]. While considering only the ``bb final state and A-boson
masses up to 600 GeV, the analysis sensitivity and conclusions in this range are similar to those of the
ATLAS results. The analysis exploits as final discriminant the two-dimensional distribution of the Zh
invariant mass, which is improved by means of a kinematic fit constraining the mass of the reconstructed
Higgs boson to 125 GeV, and the discriminants of multivariate analyses, used to define signal regions in
three mass intervals.

No significant excess in the data over the SM background expectation is observed; the largest excess
with a significance of 2.6 σ is found for mA = 560 GeV. Figure 5.2(b) shows the exclusion limit at the 95 %
CL on the A-boson production cross-section times the branching ratio of the A→ Zh, h→ bb and Z → ``

(with ` = e or µ) decays as function of mA. Considering BR(Z → ee or µµ) = 0.067 the limits ranging from
17.9 − 1.93 pb for mA = 225 − 600 GeV compare well with the results of the ATLAS collaboration, and so
do the exclusion regions in the tan β versus cos(β− α) plane derived for the Type-I and Type-II models and
mA = 300 GeV (not shown here).
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Figure 5.5: (a) Combined observed and expected upper limits at the 95 % CL on the cross section for A-boson
production in gluon fusion times the branching ratios of the A → Zh and h → bb decays as function of the A-boson
mass, using pp-collision data at 13 TeV collected with the ATLAS experiment. The expected upper limits considering
only the ``bb and ννbb channel, respectively, are also shown. (b) Comparison of the combined upper limits for pure
gluon-fusion and pure b-associated A-boson production. Previously published in Ref. [5].

The ATLAS collaboration presented a preliminary update of the search for A → Zh using 3.2 fb−1 of
pp-collision data at

√
s = 13 TeV [5]. Since in particular cross sections of predicted high-mass resonances

were expected to experience a boost from the increase of centre-of-mass energy with respect to
√

s = 8 TeV
(cf. Sec. 1.4), the analysis mainly focused on increasing the mass reach of the search up to 2 TeV. This was
achieved by introducing additional analysis regions in the merged regime, where the h → bb candidates
are reconstructed from one large-radius jet.

The analysis did not observe any significant deviation from the SM expectation. The two largest ob-
served excesses have local significances of about 2 σ and occur at mA = 260 GeV and mA = 440 GeV.
Figure 5.5(a) shows the upper limit on the A-boson production cross-section times the branching ratio of
the A → Zh and h → bb decays at the 95 % CL as function of mA considering pure gluon-fusion pro-
duction; Figure 5.5(b) shows the comparison with considering pure b-associated production, to which the
analysis was not optimised. The 95 % CL upper limits range from 4.0 − 0.017 pb (6.9 − 0.026 pb) for
mA = 220 − 2000 GeV assuming pure gluon-fusion (b-associated) production.

As mentioned before, the choices of this preliminary analysis served as a baseline for the analysis
presented in the following sections, and comparisons are drawn wherever relevant in order to motivate de-
viating approaches.

Several HVT searches in the same intermediary (Vh) and also the same final states have been presented
previously by the ATLAS and CMS collaborations using both pp-collision data at

√
s = 8 and 13 TeV.

They typically considered two benchmark models: Model A, where the coupling of the new heavy vector
bosons to fermions and bosons is of comparable strength, as predicted by some models with an extended
gauge symmetry [287], and Model B, where the couplings to fermions are strongly suppressed, as required
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Figure 5.6: (a) Combined observed and expected upper limits at the 95 % CL on the Z′-boson production cross-
section times the branching ratios for the Z′ → Zh and h → bb /cc decays. The predictions for the benchmark
Model A (gV = 1) and Model B (gV = 3) are shown for comparison. (b) Combined observed 95 % CL exclusion
contour in the HVT parameter space [gVcH , (g2/gV )cF] for V ′ bosons of mass 1.2 TeV, 2.0 TeV and 3.0 TeV. The
parameter space outside of the contours, i.e. towards larger parameter values, is excluded for a resonance with corre-
sponding mass. The parameters of the benchmark Model A (gV = 1), Model A (gV = 3) and Model B (gV = 3) are
also shown. Taken from Ref. [286].

by e.g. the Minimal Composite Higgs Model [288]. By fixing the model parameters cH and cF that modify
the coupling to the SM Higgs boson and the fermions, respectively, they leave gV , representing the strength
of the new interaction, the only free parameter in addition to the masses of the new resonances (m′V ).

The ATLAS analyses [286, 289] based on the ννbb, `νbb and ``bb final states exclude at the 95 %
CL W′ (Z′) bosons with masses below 1.75 (1.49) TeV and 2.22 (1.58) TeV for the benchmark Model A
(gV = 1) and Model B (gV = 3), respectively. Combining all three channels assuming the Z′ and W′ boson
have equal masses (mZ′ = mW′), allows to exclude V ′ bosons with m′V < 1.73 (2.31) TeV at the 95 % CL
for Model A (Model B) with coupling constant gV = 1 (gV = 3).

Figure 5.6(a) shows as an example the upper limit at the 95 % CL on the Z′-boson production cross-
section times the branching ratios for the decays to Zh and h → bb /cc as a function of mZ′ obtained by
the latest ATLAS search based on 13 TeV data. This search focused on resonances with masses between
700 GeV and 5 TeV and considered exclusively the merged regime.

Figure 5.6(b) shows the observed exclusion contours in the HVT parameter space [gVcH , (g2/gV )cF]
for resonances of mass 1.2 TeV, 2.0 TeV and 3.0 TeV obtained when combining all three channels and as-
suming mW′ = mZ′ . The parameter combination gVcH describes the couplings of the new resonances to the
Higgs and gauge bosons, the combination (g2/gV )cF the couplings to the fermions, where g is the SU(2)L

gauge coupling (cf. Sec. 1.1). The areas outside of the contours, i.e. towards larger parameter values, are
excluded for a V ′ resonance with corresponding mass.

The CMS search [290], similarly targeting new, heavy resonances with masses between 800 GeV and
4 TeV and exploiting the merged-regime reconstruction, excludes V ′ bosons with masses below 2.0 TeV for
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Model B (gV = 3).
Analyses considering the hadronic decays of the vector bosons have also been performed with 13 TeV

data and exclude W′ (Z′) resonances with masses below 3.15 (2.6) TeV for benchmark Model B (gV =

3) [291, 292].
Other searches with Vh intermediate states, but where the h decays to pairs of τ leptons, vector bosons

or photons, and targeting either HVT or 2HDMs interpretations, were also presented by both collaborations
using 8 TeV data [283, 293, 294].

5.3 The Data Sample, Signal and Background Modelling

The Data Sample

The pp-collision data searched by this analysis was collected with the ATLAS detector in the years 2015
and 2016, where the LHC was operated at a centre-of-mass energy of 13 TeV (cf. Sec. 2). Considering
only events that were recorded under stable-beam conditions, where all relevant detector components were
fully operational and that fulfil standard data-quality requirements, the analysed dataset corresponds to an
integrated luminosity of 36.1 fb−1 [162].

The data used in the analysis channel targeting the ``bb final state was recorded using a combination of
lowest, unprescaled single-electron and single-muon triggers, respectively.5 As described in Secs. 3.5 and
3.6, the trigger decision is based on the transverse momentum (pT) of the objects as well as on identification
and isolation criteria; varying thresholds and combinations of these requirements are exploited to provide
high trigger efficiencies. In order to cope with the increasing instantaneous luminosity throughout the
data-taking periods the requirements were occasionally adjusted and tightened. In particular the lowest pT

threshold of the single-muon (single-electron) trigger was increased from 20 (24) GeV used in the 2015
data taking to 24-26 (26) GeV in the 2016 one.

The data used in the analysis channel targeting the ννbb final state was recorded with missing transverse
momentum (Emiss

T ) triggers with thresholds of 70 GeV in the 2015 and 90−110 GeV in the 2016 data-taking
periods (cf. Sec. 3.9).

Signal and Background Modelling

For this analysis the various simulated samples used to model the potential signal and several background
processes are crucial. Based on the expected signal and background distributions strategies are defined
to maximise the signal sensitivity by optimising the signal selection efficiency and the suppression of
background contributions. But more importantly even, they are relied on to finally test the different signal
and background hypotheses against the data as discussed in Sec. 5.7. While all background processes
are normalised to theoretical cross-section predictions, their contributions to the analysis phase space are
adjusted in the fit to the data.

5The acceptance gain by also considering dilepton triggers was found to be marginal.
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The A→ Zh Signal

Matrix elements for signal events with A bosons decaying to Zh with h → bb and Z → `` and Z → νν,
where ` = e, µ, τ, are generated with MadGraph5_aMC@NLO 2.2.2 [295] at leading order (LO) accuracy
using the NNPDF 2.3 LO [296] set of parton density functions (PDF) for the gluon-fusion production
mode and with MadGraph5_aMC@NLO 2.2.3 at next-to-leading order (NLO) with massive b quarks
using the CT10F4 NLO [121] PDF set for b-associated production. Parton showering and hadronisation
are performed with Pythia 8 [94] using the NNPDF 2.3 LO [296] PDF set where parameters have been
tuned according to the “A14” [297] set. Events are simulated for varying A-boson masses, mA, ranging
between 220 GeV and 2 TeV at different intervals, assuming zero natural width (ΓA). Since this assumption
is deviating from the 2HDM predictions, where the width is a function of the model parameters and exceeds
the experimental resolution in certain parts of the parameter space (cf. Sec. 1.3), for the interpretation of
the results a procedure is employed, where the reconstructed invariant (transverse) mass of the Zh system
is smeared according to a Breit-Wigner function. This approach has been verified to produce at generator
level line-shapes that are in agreement with the ones obtained considering a more complete model, which
takes non-resonant and interference effects into account, for widths ΓA/mA < 10%.

As the Higgs boson h is identified with the observed SM-like Higgs boson, its mass, mh, is fixed to
125 GeV and its width is assumed to be narrow with respect to the limited resolution of the reconstruction
in the h → bb decay mode. For the interpretation of the results the masses of the other Higgs bosons, H
and H±, are assumed to be equal to the mass of the A boson and their natural width to be zero.

For developing the analysis strategy the product of A-boson production cross-section and the branching
ratios for the A→ Zh and h→ bb decays, σ(gg→ (bb)A)×BR(A→ Zh)×BR(h→ bb), is set to an value
of 0.5 pb independent of the A-boson mass. The value corresponds to the expected upper limit at the 95 %
confidence level (CL) set onσ(gg→ (bb)A)×BR(A→ Zh)×BR(h→ bb) for an intermediate mass point by
the analysis based on 8 TeV data (cf. Sec. 5.2). However, when interpreting the results in terms of 2HDMs,
it is considered that the cross sections and the branching ratios of the Higgs bosons are in fact functions of
the masses as well as the model parameters with dependencies that are different for each of the considered
models (cf. Secs. 1.2 and 1.3). The particular choice of the 2HDM parameters as well as the procedure for
the calculation of the cross sections and the branching ratios follows the suggestions laid out in Ref. [70].
Therefore the cross sections for A-boson production both in gluon fusion and b-quark associated production
are calculated in the five-flavour scheme as implemented in Sushi [71–74] considering up to next-to-next-
to-leading order (NNLO) QCD corrections.6 The results for the b-quark associated production are then
combined with calculations performed in the four-flavour scheme [298, 299], following a prescription
reported in Ref. [300], referred to as “Santander matching”. The calculation of the A-boson width and the
branching ratios for the A→ Zh and h→ bb decays was done using 2HDMC [78, 79].

Background Processes

The level of background contribution and composition due to different SM processes is different for the
analysis channels targeting the ``bb and the ννbb final states and also varies between the resolved and

6The five- and four-flavour schemes refer to whether or not b quarks are considered being part of the initial state when computing
hard-processes involving them. Both schemes have (dis)advantages, the latter scheme allows to correctly consider the b-quark
mass.
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merged regimes as well as the categories targeting the different A-boson production modes. Still, two pro-
cesses clearly dominate all regions, namely Z-boson production in association with quarks or gluons, in
particular with pairs of c quarks and b quarks, and top-quark pair production (tt̄). Smaller background con-
tributions arise from various other sources foremost single top-quark and diboson processes. All processes,
how they act as a background contribution for the A → Zh signal and their modelling is described in the
following.

Z(W)+jets With the Z boson decaying to pairs of charged leptons and neutrinos and being produced in
association with a b-quark pair, denoted Z + bb, the former process exhibits a signature identical to the
signal, only few kinematic differences can be exploited to reduce its contribution. Also events where the
Z boson is produced in association with a single b quark, single or several c quark(s) and/or light quarks
or gluons need to be considered as a background source at reconstruction level, where c jets and light jets
happen to be misidentified as b jets; they will be referred to as Z + cc/bc/bl/cl/l, respectively, according to
the flavour of the jets building the Higgs-boson candidate as discussed in more detail in Sec. 5.4.2.

The corresponding processes where the vector boson is a W boson decaying leptonically to `ν con-
tributes only little to the overall background contribution as there are either additional or missing objects
with respect to the signal signature. Events are passing the ννbb and ``bb selections at reconstruction level
when the lepton is lost or jets are misidentified as a second lepton, respectively.

Events with W or Z bosons decaying to `ν and νν or ``, respectively, where ` = e, µ, τ, and produced in
association with partons are simulated with Sherpa 2.2.1 [96]. Using the Comix [98] and OpenLoops [301]
generators, matrix elements are calculated at NLO in QCD for up to two and at LO for three or four ad-
ditional partons. Higher parton multiplicities are modelled with the Sherpa parton shower [302], where
double counting is avoided by following the matching and merging procedure of the MePs@NLO [118]
prescription. Since Sherpa 2.2.1 adopts the five-flavour scheme, b and c quarks are treated massless in the
matrix element, but massive in the parton shower. The NNPDF 3.0 NNLO [124] PDF set is used with a
dedicated parton shower tuning developed by the Sherpa authors in order to improve the description of the
LHC data. Sherpa 2.2.1 provides a model for multiple-parton interactions (MPI), and b and c quarks can
be produced directly in the hard-scatter process of the underlying event (UE).

In order to ensure that the simulated sample sizes across the full phase space studied in this analysis
(and others) are comparable with the expected statistical precision in data, the simulated W and Z samples
are split at generation level according to the maximum of the transverse momentum of the vector boson
(pV

T ) and the scalar sum of the transverse momenta of all objects (HT) in the event, obtaining six intervals
with the following boundaries: [0, 70, 140, 280, 500, 1000, > 1000] GeV. To further provide simulated
samples with sufficient statistical precision also in the specific b- and c-quark-enriched phase space of the
analysis, they are also sliced according to the flavour of the hadrons evolving from the partons produced
in association with the vector bosons; an exception are the samples of the highest max(HT,pV

T ) category,
they are inclusive in the flavour of the accompanying hadrons. Events are categorised into three classes
containing either at least one b hadron within |η| < 4.0 or at least one c hadron with pT > 4 GeV and
|η| < 3.0 or no identified b and c hadrons. All simulated Z → `` events moreover satisfy that the invariant
mass of the dilepton system (m``) at generation level is greater than 40 GeV.

The normalisations of the individual simulated samples are such that the sum of all contributions cor-
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responds to the total cross section of W or Z production in association with partons calculated with NNLO
accuracy in QCD [303].

In order to assess systematic uncertainties related to the modelling of the V+jets processes, as discussed
in somewhat more detail in Sec. 5.6.2, an alternative simulation is used. MadGraph5_aMC@NLO is used
to generate matrix elements up to four additional partons in LO, based on the five-flavour scheme, thus
treating b and c quarks as massless, as well as the NNPDF v2.3 LO PDF set. Higher parton multiplicities
are modelled by the parton shower which is provided by the Pythia 8 generator, using the same PDF set
and the “A14” tune. Here b and c quarks are treated as massive.

Top-quark pairs Although decays of tt̄ pairs, where each top quark almost exclusively decays to a W bo-
son and a b quark, exhibit additional objects (or is missing some) with regard to the final states of the signal
processes, they constitute an important background source in particular for the ννbb final state due to the
large cross-section of tt̄ production. With the W bosons decaying either hadronically into pairs of quarks
or leptonically into `ν, with ` = e, µ, τ, three different final states can be distinguished, where the fully
hadronic one can be neglected in this analysis due to leptons missing to mimic the signal signatures. While
in the analysis channel targeting the ``bb final state, background mainly originates from the fully leptonic
tt̄ decay, in the channel targeting the ννbb final state background arises from tt̄ decays where one W boson
decays leptonically and the other one hadronically. The tt̄ contribution in the channel targeting the ``bb
final state can be reduced efficiently given the presence of neutrinos that are missing in the signal signature,
but even more so kinematic differences. In particular requiring leptons with Z-decay-like features, namely
being of the same family and that m`` is compatible with the nominal Z mass, allows to strongly diminish
the tt̄ contribution. Missing those handles at reconstruction level in the analysis channel targeting the ννbb
final state, here the tt̄ contamination can only be reduced by vetoing additional leptons with respect to the
signal final state, making tt̄ production the dominant background process.

Matrix elements for the production and decay of tt̄ events are generated at NLO with Powheg-Box (Ver-
sion v2) [102–105], using the CT10 [121] PDF sets and preserving the top-quark spin correlations. For
parton showering as well as for modelling the fragmentation and the UE, Pythia 6 [22] is used with the
CTEQ6L1 [260] PDF set and the corresponding Perugia 2012 tune (P2012) [304]. The resummation damp-
ing factor hdamp that controls the matching between matrix element and parton shower is chosen to be equal
to the top-quark mass, which is set to 172.5 GeV. As it determines the transverse momentum of the first
additional emission beyond Born level, it effectively regulates the scale of the hard emission against which
the tt̄ system is recoiling. The particular choice of hdamp to be equal to the top-quark mass was shown
to yield a good description of the LHC data collected at 7 TeV, also at large pT of the top quarks and the
tt̄ system [305]. In order to obtain a better agreement with data collected at 13 TeV, the predicted pT spec-
tra of the top quarks and the tt̄ system are reweighted sequentially to agree with the corresponding NNLO
parton-level spectra [306], referred to as NNLO reweighting in the following. Since, as reasoned above, the
fully hadronic decay of the tt̄ system can be neglected in this analysis, already at generation level at least
one W boson is required to decay leptonically.

The normalisation of the simulated events is such that it agrees with the cross sections for tt̄ production
calculated with NNLO accuracy, including the resummation of next-to-next-to leading logarithm (NNLL)
soft gluon terms with top++ 2.0 (cf. Ref. [307] and references therein).

As described in more detail in Sec. 5.6.2, in the case of the tt̄ process related modelling uncertainties are
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assessed by comparisons of the nominal predictions to those obtained with both the same generators, but
different settings than described above, or using two alternative simulations. in the case of both alternative
samples the parton showering, hadronisation and UE are modelled by the Herwig++ [95] generator using
the CTEQ6L1 PDF set and the “UE-EE-5” [308] tune, provided by the authors to better describe UE and
the effective cross-section of double-parton interactions (DPI). While for one of them also the Powheg-
Box v2 is used to generate the matrix elements, the other relies on the MadGraph5_aMC@NLO generator
equally using the CT10 PDF sets.

Single top Also the production of single top quarks constitutes a background for this analysis, in par-
ticular when produced in the Wt-channel in association with a W boson. While exhibiting the same or
similar final state objects as the decay of the before discussed tt̄ process, due to the smaller cross section
and differences in the event topology its contribution to the total background contamination is very small
and almost negligible in both the analysis channel targeting the ννbb and ``bb final states.

Events for single-top processes are simulated separately for the different production modes, s-, t- and
Wt-channel, as well as for top and anti-top quarks. Similarly as for the production of tt̄ events, Pythia 6 is
interfaced to Powheg-Box which is an earlier version (Version v1). Powheg-Box v1 bases the NLO matrix
elements calculations on the four-flavour scheme together with the fixed four-flavour CT10F4 [121] PDF
set. Preservation of the top-quark spin correlations is achieved here by using MadSpin [309] to decay the
top quarks. For simulating single-top events produced in the s- and t-channels, the W boson is required
to decay leptonically at generation level; in the case of the simulation of the Wt-channel production used
in the analysis channel targeting the ``bb final state this requirement is applied to both W bosons in the
event, while no such requirement exists for the simulation of this channel used in the analysis targeting the
ννbb final state. Event samples for s- and t-channel production are normalised such that the assumed cross
sections match those calculated at NLO in QCD with the Hathor v2.1 [310, 311] program for a top-
quark mass of 172.5 GeV. The cross section used as reference for the Wt-channel production is obtained
from an approximate NNLO calculation [312, 313] for the same top-quark mass using the MSTW2008
NNLO [122, 123] PDF set.

Diboson Another background source with a rather small contribution arises from diboson production,
i.e. WW, WZ and ZZ, where one of the vector bosons decays leptonically, Z → ``, Z → νν or W → `ν, and
one hadronically, W/Z → qq. In particular ZZ → ``(νν)bb mimics the signal signature in the considered
decay channels; smaller contributions arise at reconstruction level from misidentification of non-b jets as b
jets or failing to identify leptons from W boson decays, e.g. from WZ → ``(νν)qq or WZ → `νbb.

Diboson production in those particular final states (i.e. leptonic-hadronic) is simulated using the Sherpa 2.1.1
generator. It provides matrix elements calculated at NLO for up to one parton in the case of ZZ production
and for no additional partons in the case of WW and WZ production as well as LO matrix elements for up
to three additional partons via the Comix and OpenLoops generators. Also here, higher parton multiplicities
are modelled with the Sherpa parton shower and double counting is avoided following the ME+PS@NLO
prescription. Using the CT10 PDF set, an improved description of data is obtained by a dedicated parton
shower tuning provided by the Sherpa developers. The normalisations of the simulated samples are as
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predicted by cross-section calculations with NLO accuracy.7

Other processes Also the production of a Higgs boson h with a mass of 125 GeV in association with
a Z (W) boson as expected in the Standard Model is considered as a background source, exhibiting the
same final state objects as the searched for decay modes of the A boson. Events are simulated at LO
with Pythia 8 using the NNPDF 2.3 LO PDF set, except for the gluon-initiated Zh production where
Pythia 8 with the CTEQ6L1 PDF set is only used for parton showering as well as UE and MPI modelling
and the matrix elements are calculated at NLO with Powheg-Box v2 using the CT10 NLO PDF set. In
both setups parton shower (and MPI) tunes were applied, namely the “A14” and the “AZNLO”[314] tunes,
respectively. The normalisations of the simulated samples is such that the Wh and the total Zh contributions
correspond to the respective cross sections calculated with NNLO accuracy in QCD and considering NLO
EW corrections [19].

Despite the very small cross section it is necessary to also consider contributions from tt̄ production in
association with a vector boson or a SM Higgs boson h; in particular in analysis categories targeting the
b-associated A-boson production their contribution is not negligible. Both the tt̄V and the tt̄h processes are
simulated with MadGraph5_aMC@NLO 2.2.2 interfaced to Pythia 8 as for the signal, using also the same
settings as described above. The mass of the Higgs boson is set to 125 GeV, and all decay modes allowed
in the Standard Model are considered with the predicted branching fractions. The provided normalisations
correspond to cross sections calculated at NLO.

Given the large cross section, multijet production via strong interactions potentially contributes to the
overall background despite lacking prompt leptons. Charged leptons stemming from b and c hadron decays
or misidentified jets generally fail to mimic leptons compatible with coming from a Z-boson decay as ex-
pected for the ``bb final state: they are usually not isolated and the lepton pair only exhibits by chance the
same flavour and an invariant mass that is in agreement with the nominal Z mass. This assumption was con-
firmed by a data-driven estimate performed in the context of the analysis searching for the SM Higgs boson
in the decay to a b-quark pair and produced in association with a vector boson [248], thus targeting the
same final state.

In the channel targeting the ννbb final state multijet contamination mainly arises due to mismeasure-
ments of the jet energy at reconstruction level leading to missing transverse momentum expected from the
presence of (prompt) neutrinos in the final state. Kinematic differences with respect to the signal are ex-
ploited as detailed in Sec. 5.4.3 to suppress this background source sufficiently so that it can be neglected
afterwards. Both for deploying the kinematic selection as well as estimating the remaining, negligible mul-
tijet contribution, events are simulated with Pythia 8 using the NNPDF2.3LO PDF set and the “A14” tune.
The result was furthermore confirmed by a data-driven estimate performed as well in the context of the SM
Vh analysis targeting the same ννbb final state.

Interfaced Generators and Detector Simulation

Acknowledging the importance of an improved modelling of b- and c-hadron decays with respect to what
most parton showers have implemented so far, as well as to ensure a consistent treatment across simu-
lations obtained using different event generators [315], b- and c-hadron decays are commonly described

7The cross sections are directly computed with the Sherpa 2.1.1 generator, but since a set of slightly outdated electroweak parame-
ters was used a correction factor of 0.91 needs to be applied taking this difference into account.
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exploiting an interface to the EvtGen [226] program. Only simulations provided by the Sherpa generator
are exceptions; mainly because of technical reasons, but great effort was made by the Sherpa authors to
reach a similar level of describing b- and c-hadron decays as with EvtGen.

In the case the Pythia 6 generator is used, Photos [266] is interfaced for modelling QED final-state
radiation and Tauola [265] for simulating τ-lepton decays.

In all simulated event samples the effect of additional pp interactions in the same and neighbouring
bunch crossings (pile-up) is taken into account by overlaying minimum-bias events with the single-, double-
and non-diffractive pp processes simulated by the Pythia 8 generator using the MSTW2008 LO PDF set
with the “A2” tune.

All simulated events are processed through a full ATLAS detector simulation; only in the case of the
signal samples for b-associated production AFII is exploited (cf. Sec. 2.2.7).

5.4 Event Reconstruction and Selection

A-boson candidates are reconstructed via their decay to a Z boson and a Higgs boson h, where the former
decays leptonically to a pair of charged leptons or neutrinos and the latter to a pair of b quarks, defining
two final states, ``bb and ννbb, respectively. In the analysis channel targeting the ``bb final state Z-boson
candidates are fully reconstructed from pairs of electrons or muons, while in the analysis channel targeting
the ννbb final state the decay of Z-boson candidates can only be inferred by the presence of large amounts
of missing transverse momentum. As the aim of the analysis is to search for A bosons in a wide mass
range from 220 GeV to 2 TeV, different strategies are employed to efficiently reconstruct the Higgs-boson
candidate in the different event topologies. They define two kinematic regimes: the resolved and the merged
regime.

The physics objects used in the analysis are defined in Section 5.4.1 based on the reconstruction and
identification techniques laid out in Chap. 3.

Section 5.4.2 details the event reconstruction, in particular of the Higgs-boson and the A-boson candi-
dates, and the related regime definitions. The final discriminants of the analysis, the reconstructed invariant
and transverse mass of the A-boson candidates, are defined and strategies to improve their resolutions are
discussed.

In Section 5.4.3, the event selections for the two analyses channels are described, which somewhat
differ for the resolved and merged regimes. The impact of an optimised selection in the channel targeting
the ``bb final state is assessed with respect to the previous result.

5.4.1 Definition of the Physics Objects

This section defines the physics objects used to reconstruct A-boson candidates in the targeted ``bb and
ννbb final states or to suppress background contributions: muons, electrons, missing transverse momen-
tum, jets - identified as originating from b-quarks-, as well as τhad leptons (cf. Chap. 3).

In order to only consider muons of good quality, while maximising the selection efficiency, muons
are required to pass the Loose identification criterion. Muons likely stemming from secondary processes
(e.g. b/c-hadron decays) or pile-up interactions are discarded by (i) requirements on the transverse and
longitudinal impact parameters d0 and z0 (cf. Sec. 3.1): |σd0/d0| < 3, with σd0 being the uncertainty on d0,
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and |∆z0 sin(θ)| < 0.5 mm, as well as (ii) considering only candidates which pass the variable-cone track-
based isolation criterion LooseTrackOnly that provides a constantly high signal efficiency also for high-pT

muons. Muon candidates with pµT > 7 GeV and |η| < 2.7 satisfying the above criteria are referred to as
loose muons in the following; those with pµT > 25 GeV and |η| < 2.5 as medium muons.

Only electrons built from clusters unaffected by calorimeter imperfections that are within |η| = 2.47 are
considered. They are required to fulfil criteria identifying them as prompt, i.e. not stemming from decays
in flight, photon conversions or additional pp interactions, and isolated, in order to reduce the probability of
having them incorrectly identified as jets. They are similar to the ones for muons described above: in addi-
tion to passing the Loose likelihood-based identification and LooseTrackOnly isolation criteria, their tracks
need to satisfy |σd0/d0| < 5 and |∆z0 sin(θ)| < 0.5 mm. Electron candidates fulfilling such characteristics
with pe

T > 7 (25) GeV are referred to as loose (medium) electrons.

Since the analysis is not targeting the Z-boson decay to τ leptons, hadronically decaying τ leptons,
τhad, are identified to (i) disentangle them from jets and thereby improve the jet-multiplicity estimate and
(ii) to suppress contributions from background processes in the analysis channel targeting the ννbb final
state. Focusing on 1- or 3-prong τhad-leptons, candidates are required to have exactly one or three associated
tracks. In order to reject jets being incorrectly identified as τhad objects, candidates need to pass the Medium
identification criterion. Only τhad leptons with pT > 20 GeV and within |η| = 2.5, excluding the transition
region (1.37 < |η| < 1.52), are considered.

This analysis makes use of three types of jets that are all reconstructed with the anti-kt algorithm, but
differ regarding the used input information and radius parameter (R), as described in detail in Sec. 3.3.
The first type are calorimeter-based jets with R = 0.4, also referred to as small-R jets. Central small-R jets
(|η| < 2.5) with a minimum pT of 20 GeV, for which b-tagging information is available, are distinguished
from forward small-R jets which fulfil 2.5 < |η| < 4.5 and have a minimum pT of 30 GeV. In order to
suppress jets originating from in-time pile-up activity, small-R jets with pT < 60 GeV and |η| < 2.4 need to
pass a requirement on the jet-vertex tagger: JVT ≥ 0.59.

Jets, referred to as large-R jets, are also reconstructed from calorimeter information, but with a larger
radius parameter of R = 1.0. In order to remove contaminations from energy deposits that originate from
initial-state radiation, pile-up interactions or underlying event, they are trimmed as described in Sec. 3.3.1.
Only large-R jets with pT > 250 GeV and |η| < 2.0 are selected. In order to exploit the optimal jet-mass
resolution over the full pT range the combined jet mass definition is used.

The third type of jet utilised in this analysis are track jets built from high-quality ID tracks with radius
parameter R = 0.2. Only track jets with at least two track constituents, pT > 10 GeV and |η| < 2.5 are
considered. While track jets are lacking information on neutral components, also emerging in the hadroni-
sation process, they are pile-up resistant and provide excellent directional resolution. This is exploited to
resolve the substructure of large-R jets and/or to obtain b-tagging information, as discussed in some more
detail in Secs. 5.4.2 and 5.5.2.

The presence of neutrinos in an event can be inferred from a momentum imbalance in the transverse
plane, the missing transverse momentum (Emiss

T ): computed as described in Sec. 3.9, the analysis relies on
a variant with a track-based soft term which is pile-up resistant (TST Emiss

T ). In addition a (almost) com-
pletely track-based missing transverse momentum, denoted Emiss

T,trk, is exploited in the analysis; oblivious to
any neutral contributions, and thus not able to provide a reliable estimate of the total missing transverse
momentum in the event, it is used because of its pile-up independence.
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As the different object reconstruction and identification algorithms exploit the same or similar detector
information independently, it is not guaranteed that only a single physics object is reconstructed from it.
Potential ambiguities are removed by following an overlap-removal prescription which was optimised for
boosted topologies, where different physics objects happen to be very close to each other. In particular
the overlap between loose electrons or muons, τhad candidates and jets, as defined above, is resolved with
the following step-wise procedure, where in a certain step only those objects are considered that were not
already discarded in previous ones.

Thus, any τhad object is removed, if a loose electron or muon is found with ∆R(τhad, e/µ) < 0.2,
where ∆R is the angular distance defined in Sec. 2.2. If a loose electron is sharing an inner-detector
track with a loose muon, it is removed; unless the muon is of type Calorimeter-tagged, in which case the
muon is removed instead. If a small-R (large-R) jet is found closer to an electron than ∆R = 0.2 (1.2),
the jet is removed; since energy deposits in the calorimeter stemming from an electron are expected
to be clustered as a jet as well. If an electron with transverse momentum pe

T is reconstructed within
∆R = min[0.04 + 10 GeV/pe

T, 0.4] to the axis of a small-R jet, it is removed; it likely stems from a semi-
leptonic heavy flavour decay. Similarly, if a small-R jet is found closer to a loose muon than ∆R = 0.2, it
is removed; unless the jet has at least three associated tracks and the muon energy contributes only little to
the total jet energy,8 making it unlikely that the jet is actually a muon, in which case the muon is removed
instead. Muon candidates likely originating from semi-leptonic heavy flavour decays are removed based
on the same criterion as electron candidates. Finally, small-R jets found within ∆R = 0.2 to a τhad object
are discarded. Overlap between small-R and large-R jets is not resolved at this stage, but rather as part of
the analysis strategy described in detail in Sec. 5.5.1.

As indicated before, b-tagging information is only available for small-R and track jets in the central
region. In this analysis, the MV2c10 discriminant is exploited and jets passing the criterion of the 70%
operating point are referred to as being b-tagged. This operating point provides in simulated tt̄ events on
average a b-jet tagging efficiency of 70 % with a light-jet mistag rate and a c-jet tagging efficiency of 0.26%
(0.84%) and 8.2% (14.1%) for small-R jets (track jets), respectively.

5.4.2 Event Reconstruction

This section details the reconstruction of A → Zh candidates in the ``bb and ννbb final states using the
physics objects defined in the previous section. In particular the two strategies that are used to efficiently
reconstruct the h → bb candidates across the searched A-boson mass range are discussed, and the corre-
sponding resolved and merged analysis regimes are defined.

The reconstructed invariant and transverse mass of the A-boson candidates are introduced as final dis-
criminants in the analysis channel targeting the ``bb and ννbb final state, respectively.

Since the Higgs-boson reconstruction involving jets in general and b jets in particular results in a limited
resolution of the candidates’ mass, several dedicated corrections are employed to improve especially the
mass resolution of the A-boson candidates.

8More precisely it is required that less than 30% of the sum of the pT of the tracks associated with the jet and less than 50% of the
jet pT is contributed by the muon.
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Higgs-boson candidate reconstruction: the resolved and merged regimes

If the b-quarks stemming from the Higgs-boson decay are separated, each of them can be reconstructed, or
resolved, by one small-R jet, defining the resolved regime. Since the small-R jets are built using the anti-kt

algorithm with a distance parameter R = 0.4, the minimum distance between the b quarks, in order to be
identified as two individual jets, is approximately of the same order: ∆R(b1, b2) = 0.4.

The angular separation between the decay products is closely related to the transverse momentum of the
mother particle: is the Higgs boson produced at rest, or with low ph

T, the b quarks are emitted in opposite
directions, or at least far away from each other; with increasing boost of the Higgs boson, the angular
separation of the b quarks gets reduced, up to the point, where it falls below the before-mentioned threshold
and the previously individual jets “merge”. For large Higgs-boson transverse momentum ph

T � mh and
assuming that the energy of the Higgs boson is equally distributed to the two b quarks, their angular
separation can be approximated via

∆R(b1, b2) ≈
2 · mh

ph
T

, (5.1)

suggesting that the point of merging is reached, when ph
T ≈ 625 GeV (assuming mh = 125 GeV).

Such boosted topologies are addressed by using another strategy to reconstruct the Higgs-boson can-
didate: it is identified with a large-R jet (and its substructure is resolved using track jets); this scenario is
referred to as merged regime. Since the large-R jets are built with a radius parameter R = 1.0, Eq. 5.1
indicates that the b-quark pair starts to be captured by a single large-R jet for ph

T ≈ 250 GeV; motivating
the pT threshold for large-R jets of the same value as discussed in the previous section. It was shown in
simulation that the efficiency to reconstruct a Higgs boson decaying to a b-quark pair in this way, increases
rapidly with the transverse momentum and is above 95 % for ph

T > 400 GeV (and |η| < 2.0) [316].

While it happens only in about 10 % of the simulated signal events that more than one large-R jet is
found - in which case the leading large-R jet is identified with the Higgs-boson candidate-, in the resolved
regime there are on average three to four small-R jets expected, from which two candidate jets need to be
selected for reconstructing the Higgs-boson candidate.

Considering also the available b-tagging information, several strategies were tested and the following
one was found to perform best, when taking the impact on the background contribution into account as
well. In events, where at least two b-tagged jets are found, the two (leading ones, i.e. with highest pT) are
identified as stemming from the Higgs-boson decay. While this choice is obvious for events with exactly
two b-tagged jets, this is not necessarily the case in events with more than two b-tagged jets, as expected
for b-associated A-boson production. However, basic studies considering (in addition) spatial information
did not indicate there was a better assignment strategy.

Due to the limited b-tagging efficiency, in a large fraction of signal events only one small-R jet is iden-
tified as containing a b hadron (independent of the considered A-boson production mode, cf. Sec. 5.5.2). In
this case, the Higgs-boson candidate is reconstructed from the b-tagged jet and the leading non-b-tagged jet.
In events, where none of the jets are b-tagged, the leading two small-R jets are selected for the Higgs-boson
reconstruction.

While in the merged regime the Higgs-boson candidate is selected without making use of the avail-
able b-tagging information, it is exploited to define similar b-tag categories as in the resolved regime, as
discussed in more detail in Sec. 5.5.2.
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Figure 5.7: Comparison of the expected acceptance times efficiency of A → Zh → ``bb as function of the A-boson
mass mA between the resolved and merged regimes, as defined in the text, after the event selection targeting this final
state described in Sec. 5.4.3.

Since b-tagging information is not available for large-R jets, whether or not they are likely to contain
b hadrons is identified by means of track jets. In a first step, track jets are matched to large-R jets using the
ghost-association technique described in Sec. 3.3. According to Eq. 5.1, this procedure allows to resolve
the substructure of Higgs-boson candidates with (at least) two track jets with radius parameter R = 0.2 up
to ph

T ≈ 1.2 TeV; beyond that, it is expected that the b-quark pair gets captured by a single track jet. Al-
though this extreme phase space is only probed by the HVT search, the candidate large-R jet is commonly
required to have at least one associated track jet; especially since no loss in sensitivity was observed for
the presented analysis. In a second step, the b-tagging information available for the track jets is used for
the event categorisation. In the case, that there are more than two track jets associated to the candidate
large-R jet, only the two leading ones are considered for b-tagging; following the strategy proposed in
Ref. [317].

Given the close linear relation between the transverse momentum of the Higgs (and Z) boson and the
mass of the A boson, which of the described reconstruction strategies is more appropriate and provides a
better signal efficiency, depends strongly on the considered A-boson mass and, to a lesser extent, on the
required selection criteria that are somewhat tailored to the topology of each regime (cf. Sec. 5.4.3). Fig-
ure 5.7 shows for the analysis channel targeting the ``bb final state a comparison of the product of the
expected signal acceptance and reconstruction efficiency in the resolved and merged regimes, after apply-
ing event selections detailed in the next section, as a function of the true A-boson mass mA. As expected, the
resolved regime clearly dominates at low A-boson masses, corresponding to low Higgs-boson transverse-
momenta and widely separated decay products; the merged regime has a turn-on at mA ≈ 500 GeV, reflect-
ing the required minimum pT of the large-R jets of 250 GeV. At mA ≈ 1 TeV, the merged regime starts to
be dominant; Higgs-boson transverse-momenta are reached that cause the b quarks to become collimated
and no longer reconstructable as two separate small-R jets. Nonetheless, the contribution by the resolved
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regime stays significant up to the highest considered masses. As a consequence, over a wide mA range, there
are events that can be successfully reconstructed with both strategies, and thus are considered in Fig. 5.7 in
both the resolved and the merged regime; their fraction reaches a maximum of about 60 % in the transition
region at mA ≈ 1 TeV. Several different approaches were tested to avoid such a double-counting and to
define orthogonal analysis categories by assigning events exclusively to one regime; they are extensively
discussed in Sec. 5.5.1.

The final discriminants: mVh and mT,Vh

The information on the Higgs-boson candidate is combined with the available knowledge on the Z-boson de-
cay in order to build the final discriminants of the analysis that approximate the A-boson mass. In the
analysis channel targeting the ``bb final state, the A-boson candidate mass can be fully reconstructed as
the invariant mass of the two leptons and the Higgs-boson candidate, and is denoted mVh. As this is not
possible in the ννbb final state due to the presence of neutrinos, the transverse mass defined as

mT,Vh =

√(
Eh

T + Emiss
T

)2
−

(
~ph

T + ~Emiss
T

)2
, (5.2)

is used as a final discriminant; where Eh
T is the transverse energy and ~ph

T is the transverse-momentum vector
of the Higgs-boson candidate. The mVh and mT,Vh distributions are used to search for a signal as described
in Sec. 5.7.

Corrections to the candidate-mass resolution

Since the mass of the Higgs-boson candidate is not only entering the definition of the final discriminants,
but is also an important kinematic quantity to discriminate between the signal and the dominant, non-
resonant background processes, tt̄ and V+jets, a good resolution is beneficial both in terms of signal accep-
tance and sensitivity. Therefore, it is improved by means of dedicated corrections applied sequentially to
the jet(s) it is reconstructed from. Originally developed for the SM Vh (h → bb) analysis [318], the meth-
ods were revisited for the resolved regime of this analysis and partially adapted in order to be applicable in
the merged regime as well [317].

The peculiarities of jets emerging from b quarks (and to a lesser extent c quarks) demand corrections
beyond the standard jet calibration which, as discussed in Sec. 3.3, is designed to improve the response of
a sample inclusive in the jet flavour, and thus dominated by light jets. Since b hadrons in the ground state
decay via the weak interaction, about 40% of their decays involve neutrinos and about 20 % also muons;
the former completely escape detection and the latter are not contained in the calorimeter, leading to a jet
response for b jets away from unity.

However, since soft muons (pT > 5 GeV) can be reconstructed efficiently from tracking information,
the latter effect can be mitigated with the muon-in-jet correction: if a non-isolated, soft muon is found
inside a b-tagged small-R or track jet (i.e. ∆R( jet, µ) < 0.4 and 0.2, respectively), its four-momentum is
added to that of the small-R jet, or the large-R jet with which the track jet is ghost-associated; the energy
expected to be deposited by the muon in the calorimeter is removed. In the case that more than one soft
muon is found inside the b-tagged small-R or track jet, only the one closest to the jet axis is taken into
account.
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Figure 5.8: Reconstructed Higgs-boson candidate mass in the (a) resolved regime and (b) merged regime in simulated
A → Zh → ``bb events with A-boson masses of mA = 500 GeV and mA = 1500 GeV, respectively. Compared are
the spectra after the sequential application of the different b-jet energy corrections described in the text and after the
event selections targeting this final state (except the Higgs-boson-mass requirement) described in Sec. 5.4.3. The
shown resolution parameter σ is obtained from a fit of an asymmetric function described in Ref. [319]. Previously
published in Ref. [6].

The impact of this correction on the reconstructed Higgs-boson mass in simulated signal events is
shown for the analysis channel targeting the ``bb final state in Fig. 5.8, separately in the resolved and
merged regimes for representative A-boson masses of mA = 500 GeV and 1.5 TeV. Relative to the standard
jet calibration, the resolution of the Higgs-boson-candidate mass improves by 14 (15)% in the resolved
(merged) regime. The magnitude of the improvement varies with the considered A-boson mass and also
depends on the regime: it ranges from about 9% at very low mA in the resolved regime to almost 20 % at
high mA in the merged regime. The improvement also translates into a better resolution of the invariant
mass of the Zh system by about 5-10 %. (Also the mT,Vh resolution is improved, however to a lesser extend
given the generally limited resolution.)

In the resolved regime, a second dedicated correction is applied that improves the jet response, and thus
the mh and mVh (mT,Vh) resolutions, denoted PtReco. It is derived from the jet response determined in a
simulated SM Vh (h → bb) sample as the difference between the transverse momentum of reconstructed
b-tagged small-R jets, after muon-in-jet correction, and small-R jets built from the simulated final state
particles including muons and neutrinos. This procedure corrects both for energy that is deposited outside
the jet cone, which happens more frequently for b jets compared to light jets, as the decay products are
emitted under a wider angle due to the larger b-hadron mass, and the energy carried away undetected by
neutrinos. The magnitude of the correction depends not only on the pT of the small-R jets, but also on
whether soft muons or electrons are found inside them; in that case the correction is higher, accounting for
an on average larger missing momentum fraction from the accompanying neutrinos.

After applying the PtReco correction, the transverse momentum of b-tagged small-R jets (containing
soft muons or electrons) is increased by up to 12 (24)% at low pT and by up to 1.0 (10)% for pT > 100 GeV.
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Figure 5.9: Impact of the m j j-rescaling in the resolved regime on the reconstructed mass of the A-boson candidate
mVh in simulated A → Zh → ``bb events with A-boson masses (a) mA = 500 GeV and (b) mA = 1500 GeV. In
Figure (b), the mVh distribution obtained in the merged regime is overlaid for illustration.

While the resolution of the reconstructed Higgs-boson mass is only slightly further improved, by 3 to 6 %
depending on the considered mA, the maximum of the spectrum is shifted closer to the target value of
mh ≈ 125 GeV, as can be seen from Fig. 5.8(a). The improvement is propagated almost undiminished to
the mVh resolution.

A per-event kinematic likelihood fit, constraining the ``bb system to be balanced in the transverse plane
(in events with zero or one additional (large-R) jet), as used instead of the PtReco correction in the SM Vh
(h → bb) analysis, was investigated. However, the achieved improvement beyond the PtReco correction
was considered not sufficient (at the time).9

The largest improvement of the mVh and mT,Vh resolutions is obtained by employing the measured
nominal values of the Higgs- and Z-boson masses in their calculation. In the signal regions of the resolved
regime, where the Higgs-boson-candidate mass is required to be compatible with the nominal value of
125 GeV (cf. Sec. 5.4.3), the four-momentum of the dijet system is scaled by 125 GeV/m j j, where m j j

is the dijet invariant mass. In addition, in all regions of the ``bb analysis channel, the four-momentum
of the dimuon system is scaled by 91 GeV/mµµ, with mµµ being the dimuon invariant mass. Given that
the energy and momentum resolution of the calorimeter improves with increasing energy/momentum and
the momentum resolution of the tracking systems decreases with increasing momentum, the m j j-rescaling
particularly helps to improve the mVh (an mT,Vh) resolution at small mA, while the mµµ-rescaling shows its
rather small effect only for (very) large mA. Evaluating the effect of the rescalings on the mVh resolution in
simulated ``bb signal events shows that the improvement indeed decrease with increasing A-boson mass:
it is as high as 60 % at (very) low mA and up to 15 % at (very) high mA.10

Figure 5.9 demonstrates the impact of the m j j-rescaling on the mVh distribution in simulated ``bb

9There are indications that a dedicated optimisation of the Higgs-boson-mass window would help to reveal a stronger impact on
mVh.

10A corresponding rescaling of the dielectron invariant mass, that would also address the limited energy resolution of the calorimeter
for small energies, is omitted since its impact on the mVh resolution is negligible with respect to the m j j-rescaling.
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signal events. The comparison of the mVh distribution before and after the m j j-rescaling in Fig. 5.9(a),
clearly illustrates the significant improvement of the mVh resolution and peak position for an hypothesised
A boson with mA = 500 GeV. The same comparison shown in Fig. 5.9(b) for a signal with mA = 1.5 TeV,
conveys a much smaller effect on the mVh resolution; while the tail towards low mass gets reduced, a slight
shift of the maximum away from the true mA can be observed. For illustration, in Fig. 5.9(b) also the mVh

distribution is overlaid that is obtained in the merged regime, where only the mµµ rescaling is performed: it
is broader and exhibits in particular a tail towards low mVh values relative to the mVh shape in the resolved
regime. However, a corresponding rescaling of the large-R jet mass was not considered, given that no gain
in sensitivity was found when studied in the context of Ref. [286].

5.4.3 Event Selection

The event selection described in the following aims not only at efficiently selecting high-quality events
matching the A → Zh signature in the ``bb and ννbb final states, but also at suppressing background con-
tributions mimicking the signal signature (cf. Sec. 5.3). The signal selection is completed, and independent
regions with varying signal fractions and signal-to-background ratios are defined, by further categorising
the events passing the selection, as discussed in Sec. 5.5.

Only high-quality events are considered that (i) fulfil standard data-quality criteria, (ii) have a primary
vertex compatible with a vertex from a hard-scattering event (cf. Sec. 3.1), and (iii) are free of Loose bad
small-R jets to suppress fake jets (cf. Sec. 3.3.4).

In order to be able to reconstruct a Higgs-boson candidate as described in the previous section, only
events containing either at least two small-R jets or at least one large-R jet with one ghost-associated
track jet are selected. In addition, the leading small-R jet of the pair building the Higgs-boson candidate
is required to have pT > 45 GeV. While the two reconstruction schemes in principle define two analysis
categories - to which dedicated selection criteria are applied-, they do not constitute independent regions
at this point: there is a rather large fraction of events that end up in both the resolved and merged regimes.
Thus, the orthogonality of the kinematic regimes needs to be enforced by defining a strategy according to
which events are assigned exclusively to one regime; this is the topic of Sec. 5.5.1.

The orthogonality between the channels targeting the ννbb and ``bb final states is established by re-
quiring events to have exactly zero or two charged leptons of type loose electron or loose muon, as defined
in the previous section. These channels are therefore referred to as 0-lepton and 2-lepton channel, re-
spectively.11 Additional selections are tailored specifically to the two different final states and background
compositions. They are summarised together with the common selection in Table 5.1 and are discussed
separately in the following.

0-Lepton Channel

Inferring the presence of neutrinos in the ννbb final state, only events with a large amount of missing
transverse momentum are considered for the 0-lepton channel. As the analysed data was collected using
Emiss

T triggers with thresholds ranging from 70 to 110 GeV (cf. Sec. 5.3), Emiss
T is required to be larger

11Other than expected for the signal, at this point the pair is not required to have the same flavour. This ensures that the 0-lepton
channel is also orthogonal to the dedicated tt̄ control region of the 2-lepton channel defined in Sec. 5.5.3.
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Variable
Regime

Resolved Merged

Common selection

Number of jets ≥2 small-R jets ≥1 large-R jet

Leading-jet pT [GeV] > 45 > 250

mh [GeV] [110,140] (0-lep.), [75,145]

[100,145] (2-lep.),

0-lepton selection

Emiss
T [GeV] > 150 > 200

S T [GeV] > 150 (120∗) –

∆φ( j1, j2) < 7π/9 –

Emiss
T,trk [GeV] > 30‡

∆φ(Emiss
T , Emiss

T,trk) < π/2

∆φ(Emiss
T , h) > 2π/3

|min(∆φ(Emiss
T , j))| > π/9 (2 or 3 jets), > π/6 (≥ 4 jets)

Number of τhad 0∗∗

2-lepton selection

Number of medium leptons ≥ 1 2

Emiss
T /

√
HT [

√
GeV] < 1.15 + 8 × 10−3 · mVh

pV
T [GeV] > 20 + 9 ·

√
mVh − 320††

m`` [GeV] [max[40 GeV, 87 − 0.030 · mVh], 97 + 0.013 · mVh]

Table 5.1: Topological and kinematic selections for the 0- and 2-lepton channels as described in the text. For the
kinematic selection in the 2-lepton channel, mVh is in GeV. ∗ In the case of 2 small-R jets. ‡ Dropped in events with
at least two b-tagged jets. ∗∗ Dropped for the W ′ and V ′ search. †† Applied if mVh > 320 GeV.

than 150 GeV. Since even at this value the trigger efficiencies are not yet saturated, but are at the level
of 80-90 %, correction factors are applied to simulation. They were obtained in a dedicated measurement
performed in the context of the SM Vh (h→ bb) analysis [248], and are within 5 % of unity. In the merged
regime, the Emiss

T threshold is raised to 200 GeV, in accordance with the pT requirement on the large-R jet;
at this value the efficiency plateau is reached.

Since at least in the past a mismodelling in simulation due to a non-trivial dependence of the trigger
efficiency on the jet activity was observed [318], the affected region of phase space is removed in the
resolved regime. This is done by placing a requirement on the scalar sum of the transverse momenta of up
to three (forward) small-R jets, denoted S T. For events containing exactly two small-R jets, S T > 120 GeV
is required. In the case an event has additional jet activity, the threshold is raised to 150 GeV, and S T is
calculated including either the third leading small-R jet or the leading forward small-R jet.12

12While there are indications that the mismodelling is no longer present in Run 2, there was no need to drop the requirement given
that the signal efficiency is high.
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In order to remove non-collision background mimicking jets, mainly muons from the beam halo,
Emiss

T,trk > 30 GeV is required; except in events where both candidate small-R jets are b-tagged and the
fraction of fake jets is found to be very small.

While the Emiss
T requirements already eliminate a large fraction of the multijet background (in partic-

ular in the merged regime), exploiting kinematic differences with respect to the signal signature allow to
suppress it sufficiently so that it can be neglected in the rest of the analysis. Since the multijet contamina-
tion mainly arises from mismeasurements of the jet energy leading to (large) Emiss

T , other than for the signal
signature expected, the jets and Emiss

T tend to be aligned, while the (candidate) jets are rather separated from
each other, as are Emiss

T and Emiss
T,trk. These differences are exploited and reflected in the following selection

requirements:

• |min(∆φ(Emiss
T , j))| > 20◦ (40◦), for < (≥) 4 small-R jets, including forward small-R jets,

• ∆φ(Emiss
T , h) > 120◦,

• ∆φ( j1, j2) < 140◦,

• ∆φ(Emiss
T , Emiss

T,trk) < 90◦,

where j refers to the two leading small-R jets and the third leading (forward) small-R jet in the resolved
regime and any (forward) small-R jet in the merged regime. Depending on the regime, h stands for the
Higgs-boson candidate either reconstructed from the two candidate small-R jets ( j1, j2) or the candidate
large-R jet. After applying these requirements the remaining multijet background contamination was esti-
mated to be at the level of 1 % of the total background contribution using simulation.

While events containing two loose leptons, electrons or muons, are vetoed to establish the orthogonality
with the 2-lepton channel, this requirement also significantly reduces the contamination by backgrounds
involving leptonically decaying W bosons. Hence, by also discarding events containing hadronically de-
caying τ leptons, the same background processes are suppressed further: in the resolved regime, the total
W+jets (tt̄) background contribution is reduced by 9 (14) %, and in the merged regime, even by 22 (21) %,
leading to a decrease of the total background contribution of 6 % and 13 %, respectively. Since on the other
hand, the signal acceptance over the full considered mass range is hardly affected (< 1 %), this requirement
leads to a better sensitivity by 5 % at low and up to 15 % at high A-boson masses.13

Finally, the signal region is defined by requiring the reconstructed Higgs-boson mass to be compatible
with the mass of the observed Higgs boson of 125 GeV, i.e. to be within the range of 110 (75) GeV and
140 (145) GeV in the resolved (merged) regime. While the mass window in the resolved regime was op-
timised to yield a high sensitivity over the entire considered mass range, the mass window in the merged
regime was adopted from Refs. [286, 317] to yield a high signal efficiency of about 90 %.

2-Lepton Channel

In order to be in agreement with the expectation of a Z-boson decay, only events where the two loose
leptons are of the same flavour, i.e. electron or muons, are considered. In the resolved regime the muons in
the pair are also required to be of opposite charge; neither muons in the merged regime nor electrons need

13Due to leptons missed in the reconstruction, the 0-lepton channel has some sensitivity to the `νbb final state of the W ′ → Wh
search. In order to increase the Wh acceptance, for this particular interpretation as well as the V ′ combination, the τ-lepton veto is
dropped.
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to fulfil this criterion due to the higher charge misidentification rate. In the resolved (merged) regime, one
(both) of the leptons needs to fulfil the medium criterion (cf. Sec. 5.4.1).

As the data is collected using varying combinations of single-lepton triggers (cf. Sec. 5.3), one lepton
is required to match the one that has triggered the event readout and to have a transverse momentum greater
than 27 GeV; the latter requirement ensures that the trigger with the highest threshold was operated fully
efficiently.

The kinematic selection, discussed in the following, has been optimised regarding both sensitivity
and efficiency with respect to the one used in the previous analysis. The latter acting as a baseline and
reference,14 was based on choices made in the Run-1 analysis [283] (resolved regime), the early Run 2
HVT analysis [286] (merged regime), as well as in the 0-lepton channel. The aim of the optimisation
was to find a selection that is suitable (i) across the whole A-boson (and Z′) mass range, (ii) for the two
different production modes (gluon fusion vs. b-associated production), as well as (ii) for both the resolved
and merged regimes.

In the end, four kinematic distributions are exploited to suppress the background contaminations for
the various signal signatures efficiently: (i) the dilepton invariant mass, m``, (ii) the Higgs-boson candidate
mass, mh, (iii) Emiss

T /
√

HT (defined below), and (iv) the transverse momentum of the Z-boson candidate,
pV

T ; several additional variables were tested, but no further improvement was found (which is in agreement
with the findings of the Run-1 analysis). Figures 5.10(a)-(d) show the expected distributions of the dis-
criminating variables for the total (tt̄) background and two benchmark signals with masses mA = 500 GeV
and mA = 1.5 TeV. Apart from the latter signal, all distributions are obtained in the resolved regime.

From Figure 5.10(a) it can be seen, that requiring m`` to be compatible with the nominal Z-boson mass
of about 91 GeV, allows to suppress in particular the dominant tt̄ background; but in general any back-
ground process without on-shell Z-boson production.

The tt̄ background, and other processes involving leptonically decaying W bosons, can be further re-
duced by exploiting that they exhibit prompt neutrinos in addition to the objects expected from the consid-
ered A-boson decay. However, instead of applying criteria on Emiss

T directly, the related quantity Emiss
T /

√
HT

is employed which shows for the same level of rejection a better acceptance at high A-boson masses (it was
already used in the Run-1 analysis). Since HT is computed from the scalar sum of the pT of the two leptons
and all small-R jets (including forward jets), HT is proportional to the Emiss

T resolution, and thus Emiss
T /

√
HT

can be seen as an estimate of the Emiss
T significance. In events lacking prompt neutrinos (as is the case for

the signal process), Emiss
T arises from mismeasurements of jet energies as well as from semileptonic b-

hadron decays; the dedicated b-jet corrections, discussed in Sec. 5.4.2, are not applied to the jets entering
the Emiss

T /
√

HT computation, since dedicated systematic uncertainties were not available. Thus, the signal
and the total background, dominated by Z+jets production, tend to exhibit small Emiss

T /
√

HT values, while
the expected distribution for tt̄ production is broader and peaking at higher Emiss

T /
√

HT values, as can be
seen from Fig. 5.10(b).

Since only a few, rare background processes involve a Higgs boson, h, the mh distribution of the total
background is rather peaking at low values and falls off smoothly, as can be seen from Fig. 5.10(c). There-
fore, selecting events, where mh is compatible with the nominal mass of 125 GeV, strongly diminishes
almost all background processes. While for both benchmark signal masses the mh distribution exhibits a

14Starting as a supervised bachelor project [320], the results were finalised in the course of this thesis.
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Figure 5.10: Comparison of the simulated distributions for (a) the invariant dilepton mass, m``, (b) Emiss
T /

√
HT

approximating the Emiss
T significance, (c) the Higgs-candidate mass, mh, (d) the transverse momentum of the Z-boson

candidate, pV
T , and (e) the invariant mass of the Zh system, mVh, in the 2-lepton channel. Shown are two A-boson

signals produced in gluon fusion with benchmark masses mA = 500 GeV and 1.5 TeV and the total background as
well as tt̄ production (where relevant). Except the distributions of the 1.5 TeV signal, which are determined in the
merged regime, all other distributions are obtained in the resolved regime. From the kinematic selections described
in the text only the m`` and mh windows are applied; which are also respectively dropped to obtain the distributions
in Figs. (a) and (c).
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Figure 5.11: Illustration of the mVh-dependence of the kinematic selection applied to (a) the invariant dilepton mass,
m``, (b) Emiss

T /
√

HT approximating the Emiss
T significance, (c) the Higgs-candidate mass, mh, and (d) the transverse

momentum of the Z-boson candidate, pV
T , in the 2-lepton channel, as described in the text and summarised in Ta-

ble 5.1. Apart from Fig. (c), the same selection is used in the resolved and merged regimes. The hashed bands
indicate the rejected phase space.

tail towards low values, in the case of the signal with mA = 1.5 TeV a second peak at very low mh is ob-
served. It is caused by events, where either the wrong large-R jet is considered as Higgs-boson candidate
or where the signal is not fully contained. It can be removed almost completely by increasing the required
number of track jets associated to the candidate large-R jet to two.

Figure 5.10(d), showing the expected pV
T spectra, illustrates the effect that with increasing A-boson mass

the Z boson acquires large transverse momenta. It also shows that the pV
T distribution provides good sepa-

ration power, in particular for intermediate and high mA, given that the distribution of the total background
contribution is exhibiting a soft spectrum.

While it is therefore clear that the optimal pV
T cut depends on the targeted A-boson mass, the same is

true for the requirements on the other variables. However, the trend is the opposite: while the optimal
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pV
T threshold increases with mA, the preferred Emiss

T /
√

HT and m`` criteria become looser. This can be
understood from the expected distributions of the reconstructed invariant mass of the Zh system mVh, shown
in Fig. 5.10(e). The total background spectrum peaks at rather low values of about mVh ≈ 250 GeV, with
a long tail towards high masses. The signal, however, appears as a narrow peak at around mVh ≈ mA, even
though only the previously discussed muon-in-jet correction is applied. Therefore, with increasing mA, the
signal moves towards higher mVh values with reduced background contributions. Furthermore, not only
the total background contribution is decreasing, the background composition is changing as well. Peaking
roughly at the same value, the distribution of the Z+bb background has a relatively long tail towards high
mVh, while the distribution of the tt̄-background drops off rather rapidly. Thus, towards high mA values
looser selection criteria suffice to keep the (tt̄) background contribution small than required at small mA.

While the optimal selection criteria depend on the targeted A-boson mass, it is found that they are very
similar for the two production modes and also for the two regimes, where they can be compared, i.e. in the
transition region of the intermediate mass regime. The only exception constitutes the Higgs-boson mass
window at high A-boson masses, where the resolved and merged regimes prefer different requirements.
Thus, the same selection criteria are used irrespective of the production mode or the regime, except for the
Higgs-boson mass window.

The mA-dependence of the optimal selection criteria is acknowledged for the pV
T , m`` and Emiss

T /
√

HT

selection criteria by allowing them to change across the mass range: they are expressed as a function of
mVh, which constitutes a good estimate of the true A-boson mass.15 The obtained functional forms are
summarised in Table 5.1 and illustrated in Fig. 5.11. While they are the same in the resolved and merged
regimes, the actual selection requirements are slightly different. This is because of the different Higgs-
boson candidate reconstruction and b-jet energy corrections (cf. Sec. 5.4.2). Nonetheless, the correlation
between the two mVh values for events that fall into both the resolved and merged regimes is at the level of
85 (55) % for the signal (background) processes (after the basic event selection). That the functional forms
are monotonous, ensures a smooth mVh distribution regardless of the dependence of the selection criteria
on mVh which is crucial for using it as a final discriminant. The only exception is the lower m`` cut: it is
limited to ≥ 40 GeV for mA ' 1.5 TeV, because a corresponding criterion is applied in the generation of the
simulated Z+jets samples. Since the Z′ signal was considered in the optimisation, the trends towards high
mA values are determined by the results obtained with hypothesised masses beyond the mA range (> 2 TeV).

The Higgs-boson mass window is chosen to be constant across mVh, both in the resolved and in the
merged regimes, despite an observed mA-dependence of the optimal selection. The main reason for this
a clearer definition of an mh-sideband region to be used as control or validation region, as discussed in
Sec. 5.5.3. While the requirement in the resolved regime reflects the result of the optimisation studies up
to intermediate mA values, the window chosen in the merged regime is the same as in the 0-lepton chan-
nel and as such adopted from Refs. [286, 317]. As can be seen from e.g. Fig. 5.11(c), the mh window in
the merged regime is considerably extended towards low mh values compare to the mh window used in
the resolved regime. It therefore provides insufficient background rejection at low/intermediate mVh val-
ues and yields lower sensitivities for A bosons with low/intermediate mA than the resolved regime. This
difference is relevant for the choice of a particular regime-selection strategy as discussed in the next section.

The performance of the optimised kinematic selection can be assessed by comparing the obtained signal

15For this purpose the m j j-rescaling is not applied (cf. Sec. 5.4.2).
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Figure 5.12: Impact of the optimised event selection in the 2-lepton channel on (a) the expected signal acceptance
times efficiency and (b) the expected upper limit at the 95 % CL on the cross section for A-boson production times
the branching ratios for the A → Zh and h → bb decays, separately for pure gluon-fusion and pure b-associated
production (bbA). The results are shown relative to the baseline selection, adopted from the previous analysis, as
function of the A-boson mass. Figure 5.12(b) is obtained as described in Sec. 5.7, considering statistical uncertainties
only.

efficiency and sensitivity with the one of the baseline selection. The differences between the two selections
are illustrated in Fig. 5.11. Figures 5.12(a) and 5.12(b) show, separately for the two production modes, the
signal acceptance times efficiency and the expected upper limit on the product of the cross section for A-
boson production and the branching ratios for the decays A→ Zh and h→ bb at the 95 % confidence level
(CL), considering only statistical uncertainties, as function of mA, respectively.16 The results are similar
for the two production modes: there is an efficiency gain at mA ≤ 800 GeV up to 25-30 %; the expected
limit improves across the whole mA at the level of 15 %.

5.5 Event Categorisation

The event selection described in the previous section aiming at selecting A → Zh events in the ``bb and
ννbb final states is completed by a further categorisation of the selected events into orthogonal regions with
varying signal fractions and signal-to-background ratios.

As discussed earlier, a priori, the two Higgs-boson reconstruction strategies are used such that the same
events may be considered in both regimes; the potential double-counting is only slightly reduced by the
event selection. In order to eliminate it completely and to obtain independent analysis regions, events that
pass the event selection of both regimes need to be assigned to one regime exclusively. Several strategies
to achieve orthogonality are discussed in Sec. 5.5.1 motivating the final choice.

The described event selection does not specifically target the prominent signal feature of two b quarks
stemming from the Higgs-boson decay, and neither the additional ones from the b-associated production

16For both the expected signal acceptance as well as the upper limit the overlap between the resolved and merged regimes is removed
with the PriorityResolvedSR selection strategy discussed in Sec. 5.5.1. The upper limit is obtained in all cases with the fit model
described in Sec. 5.7.
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Figure 5.13: Comparison of the fraction of signal events passing the event selection of the 2-lepton channel (a)
that are entering exclusively the resolved regime (resolved-not-merged), exclusively the merged regime (merged-
not-resolved) or both regimes (resolved-and-merged) as defined in Secs. 5.4.2 and 5.4.3, and (b) that are entering
the resolved regime and have pV

T < 500 GeV, the merged regime and have pV
T ≥ 500 GeV, entering exclusively the

resolved regime and have pV
T ≥ 500 GeV, or entering exclusively the merged regime and have pV

T < 500 GeV, as
function of the A-boson mass. All categories are defined such that there is no overlap between the different categories
(within one comparison). Pure A-boson production in gluon fusion is assumed.

mode. Instead, as described in Sec. 5.5.2, the available b-tagging information is used to define several
signal regions in the (orthogonal) resolved and merged regimes by categorising candidate events according
to the number of b-tagged jets. The various resulting b-tag categories are discussed regarding both the
background contributions and compositions as well as the signal acceptance times efficiencies for the two
considered production modes.

The signal regions are complemented with dedicated control and validation regions that are defined in
Sec. 5.5.3. They are introduced to help improve and verify the modelling of the background simulations in
the signal regions.

5.5.1 Selection of the Kinematic Regime

As mentioned before, the two Higgs-boson reconstruction strategies, are not exploited exclusively, and
a given event might be reconstructed in both ways and also pass each of the slightly different event se-
lections of the resolved and merged regimes. This is especially the case in the regime-transition region
around mA = 1 TeV, where the merged reconstruction starts to become more efficient (cf. Fig. 5.7); up to
60 % of the events are considered both in the resolved and merged signal regions. This can be seen from
Fig. 5.13(a), where the fraction of selected signal events in the 2-lepton channel is shown, which enter
(i) exclusively the resolved regime, (ii) exclusively the merged regime, and (iii) both regimes, as function
of the true A-boson mass. The distributions in Fig. 5.13(a) also confirm the expectation that the exclu-
sive resolved and merged regimes dominate at the low and high mA, respectively; however, the fraction of
events entering exclusively in the resolved regime at high mA, at the level of 10 %, might surprise. It can
be explained by the fact that even at high mA, the pT spectrum of the Higgs boson has a long tail towards
low values; similarly as the closely related pT spectrum of the Z-boson candidate, shown in Fig. 5.10(d).
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There are several possible strategies to assign events exclusively to one regime and to obtain indepen-
dent analysis regions which can be combined in the final fit described in Sec. 5.7. Only three of the studied
options are discussed in the following.

A rather simple approach is to assign events to the resolved or the merged regimes depending on
whether or not they are considered to be boosted, based on the value of a simple discriminating variable.
This strategy, that was first used in the previous analysis and adopted by Ref. [321], is also studied in the
present analysis and serves as a reference for the other options discussed below.

Relying on the close relation between the transverse momenta of the Higgs and Z bosons and the re-
construction strategy, the reconstructed Z-boson pT is exploited as discriminating variable. In the 2-lepton
channel, it is identified with the transverse momentum of the Z-boson candidate, pV

T , reconstructed as the
invariant dilepton mass, in the 0-lepton channel, Emiss

T is used to approximate the Z-boson pT. If the es-
timated Z-boson pT exceeds 500 GeV, events are considered to be boosted and enter the merged regime;
otherwise they are assigned to the resolved regime. This strategy is therefore referred to as “Simple-
Merge500”. While the chosen threshold was determined in an optimisation procedure, it can be reasoned
as follows: for an A boson with mass mA, the most likely value for pV

T is mA/2, as can be also seen from
Fig. 5.10(d); thus, pV

T = 500 GeV corresponds to mA = 1 TeV, the point in the mA range, where the overlap
between the resolved and merged regimes is largest (cf. Fig. 5.13(a)).

The fraction of selected signal events in the 2-lepton channel entering the resolved (merged) sub-regime
with pV

T < (≥) 500 GeV is shown in Fig. 5.13(b); they dominate - as intended - the low (high) mass regime.
However, while this approach provides a straightforward procedure to obtain independent analysis regions,
the acceptance loss is substantial, given that resolved (merged) events passing the event selection with
pV

T ≥ (<) 500 GeV are not considered at all. The fraction of events entering exclusively in these categories
is also shown in Fig. 5.13(b): it amounts to as much as ∼20 %.

The losses found with the SimpleMerge500 strategy can be avoided by assigning events entering both
regimes exclusively to one, by prioritising one regime over the other. This means, if an event passes the
event selection of the prioritised regime, it gets assigned to it irrespective of whether or not it also passes
the event selection of the other regime. Which regime is tested first could depend on the kinematic topology
of the event; for example, the resolved (merged) regime selection could be prioritised in the low (high)-pV

T
regime. However, in the following, only two approaches are discussed, namely where either the resolved
or the merged regime is prioritised across the whole mA range, referred to as the “PriorityResolvedSR” and
“PriorityMergedSR” strategies, respectively.17

Since the b-tagging performance is different in the two regimes (cf. Sec. 3.4), using b-tagging may
change the outcome of the prioritisation of the regimes relative to considering kinematic information alone.
However, the impact on the most sensitive signal region with two b-tags (cf. Sec. 5.5.2) is found to be small:
the PriorityResolvedSR (PriorityMergedSR) strategy leads to a higher signal acceptance of the order of
4 % below (above) the transition point at around 1 TeV. Therefore, it is refrained from using b-tagging
information to prioritise the regimes, which has the advantage that the regime selection is kept separately
from the b-tag categorisation.

17The “SR” in the name emphasises the fact that events are only considered for one regime, if they pass the corresponding signal
region selection, described in Sec. 5.4.3.
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Figure 5.14: Comparison of the impact of the different regime-selection strategies introduced in the text, PriorityRe-
solvedSR and SimpleMerge500, on the signal acceptance times efficiency in the signal region of (a) the 0-lepton
channel and (b) the 2-lepton channel, as function of the A-boson mass. Pure A-boson production in gluon fusion is
assumed. PriorityMergedSR is not shown since the results are per definition the same as for the PriorityResolvedSR
strategy. The results for the resolved and merged strategies are shown as well.

Figure 5.14 shows a comparison of the signal acceptance times efficiency between the PriorityRe-
solvedSR and the SimpleMerge500 strategy as function of mA; the results for the PriorityMergedSR are
identical with the former. It visualises the significant acceptance gain due to the prioritisation over the
SimpleMerge500 scenario in both the 0-lepton and 2-lepton channels: it amounts up to ∼40 % and 30 % in
the transition region, respectively. The comparison with the resolved and merged regimes is shown as well
for illustration.

While the PriorityResolvedSR and PriorityMergedSR strategies perform (almost) equivalently regard-
ing the signal acceptance (when also considering b-tag categories), this is not the case regarding the sensi-
tivity, where also the signal-to-background ratio as well as the signal resolution in the two regimes matter.
This can be seen from Fig. 5.15 showing the expected upper limits on the cross section for A-boson pro-
duction in gluon fusion times the branching ratios for the A → Zh and h → bb decays at 95 % CL relative
to the SimpleMerge500 strategy as function of mA, separately for the 0-lepton and 2-lepton channels; only
statistical uncertainties are considered.18 The trends in the two channels are comparable and largely as ex-
pected. Over a wide mA range, the PriorityResolvedSR performs similar as the SimpleMerge500 strategy,
however, in the regime-transition region, where the acceptance gain is largest: the expected limit in the
0-lepton (2-lepton) channel is up to 20 (15) % better for the former.

While the PriorityMergedSR strategy yields comparable and slightly better results than the PriorityRe-
solvedSR at high mA, it performs clearly worse below mA / 1 TeV, where the resolved reconstruction is
dominating. This can be mainly attributed to the suboptimal Higgs-boson mass window of the merged

18The upper limit is obtained in all cases with the fit model, described in Sec. 5.7. Only the binning of the final discriminants, mVh

and mT,Vh is adapted for each of the three strategies to ensure reasonable choices. This mainly addresses the fact that the change of
priorities leads to the categories being differently populated with (simulated) events; in particular, when using the SimpleMerge500
strategy, the high pV

T cut almost eliminates all background contributions in the merged regimes, thus making a reliable estimate
difficult.
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Figure 5.15: Comparison of the impact of the different regime-selection strategies introduced in the text, PriorityRe-
solvedSR and PriorityMergedSR, on the expected upper limit at 95 % CL on the product of the cross section for
A-boson production in gluon fusion and the branching ratios for A → Zh and h → bb decays in (a) the 0-lepton and
(b) the 2-lepton channel. The results are presented relative to the SimpleMerge500 strategy and as function of the
A-boson mass. Only statistical uncertainties are considered (cf. Sec. 5.7).

regime selection: optimised to yield a high signal acceptance, it extends significantly to lower mh values
compared to the resolved regime, and thus does not sufficiently reject background contributions that peak
at the low mVh/ mT,Vh values. The optimisation studies performed in the 2-lepton channel (cf. Sec. 5.4.3)
showed that to target A-boson signals with small mA, similarly tight mh windows are optimal in the merged
regime as in the resolved regime. Therefore, it is expected that the PriorityMergedSR would perform simi-
lar to the PriorityResolvedSR strategy, also at smaller mA, if a correspondingly optimised mh window was
used in the merged regime. However, small differences might still remain given the different mVh/mT,Vh

resolutions in the two regimes (cf. Fig. 5.9).

In conclusion, the PriorityResolvedSR strategy shows overall the best performance across the consid-
ered mA range, both in terms of acceptance times efficiency as well as sensitivity. It is therefore used to
obtain orthogonal resolved and merged analysis regions. Thus, while the resolved-regime definition is un-
changed with respect to previous sections, the merged regime refers in the following to regions, in which
events are exclusively reconstructed with the merged strategy.

5.5.2 Number of Identified b Jets

Since the studied signal signature features two b quarks stemming from the Higgs-boson decay and ad-
ditional b quarks are expected, when considering the b-associated production mode, the signal selection
is completed by categorising candidate events according to the number of b-tagged jets, or b-tags. Sev-
eral analysis regions with varying signal-to-background ratios and sensitivities regarding the considered
production mechanisms are defined, as discussed below.

As introduced before (cf. Secs. 5.4.1 and 5.4.2), small-R and track jets are considered for b-tagging
in the resolved and merged regimes, respectively. More precisely, two classes of track jets are distin-
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Figure 5.16: Comparison of the predicted b-tag multiplicities in the signal regions of the resolved (merged) regimes
between an A boson of mass 500 GeV (1.5 TeV) purely produced in gluon fusion and b-associated production, respec-
tively, and the total background. The number of (a) b-tagged small-R jets in the 2-lepton channel and (b) b-tagged
track jets associated with the candidate large-R jet in the 0-lepton channel are expressed relative to the respective
number of signal and background events with at least one b-tag. The fraction of events with additional b-tagged
track jets not associated with the candidate large-R jet in the merged regime is shown for events with at least one
b-tagged track jet associated with the candidate large-R jet in the (c) 0-lepton and (d) 2-lepton channels.

guished: (i) the leading (two) track jets associated with the candidate large-R jet, that are meant to resolve
the substructure expected for the targeted h → bb decay, and (ii) track jets not associated with the candi-
date large-R jet, addressing the signature of the b-associated production mode with b quarks emitted rather
forward and somewhat softer than the ones stemming from the Higgs-boson decay. Therefore, while the
number of b-tagged small-R jets defines the number of b-tags in the resolved regime, in an merged regime
the number of b-tagged track jets of type (i) determines the number of b-tags and the ones of type (ii) the
number of additional b-tags.

Figure 5.16 shows the expected (additional) b-tag multiplicities for A-boson signals with mA = 500 GeV
(1.5 TeV) in the resolved (merged) regime, separately for pure gluon-fusion and b-associated production, in
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events with at least one b-tag.19 The expected distribution of the total background is also shown. While the
b-tag multiplicities of the signal are (largely) independent of the considered lepton channel, the different
background contributions and compositions in the two channels may result in different b-tag multiplicities
in the case of the total background. The differences are pointed out in the following discussion, where
relevant.

From Figures 5.16(a) and (c), it can be seen that, as intended, the two A-boson production modes can
be distinguished by the number of b-tags in the resolved regime and the number of additional b-tags in the
merged regime: for the b-associated mode a non-negligible fraction of events with more than two b-tags
is expected in the resolved regime and with at least one additional b-tag in the merged regime. There-
fore, the “3+” b-tags and “1+” additional b-tags categories are particularly sensitive to the b-associated
production mode. Events falling into the latter category can be further divided according to the number of
b-tags, i.e. the number of b-tagged track jets associated with the Higgs-boson decay. As can be seen from
Fig. 5.16(b), there are no differences between the two production modes. It can be noticed however, that
the 2-to-1 b-tags ratio is expected to be below unity, and thus significantly lower than in the resolved regime.

Thus, considering also events with zero b-tags, four b-tag categories can be distinguished in the re-
solved regime and six in the merged regime. The relative signal fractions in the various regions are shown
separately for the two production modes in Fig. 5.17 as function of the A-boson mass: they vary not only
with the production mode, but also with mA.

Only events with at least one b-tag are considered for further analysis, i.e. the 0 b-tags categories
are not exploited in the following. This discards an overwhelming fraction of background events at the
expense of moderate signal losses of at most 10 (15) % in the resolved (merged) regime, across almost the
full considered mA range. Only for signals with mA < 600 GeV produced in gluon fusion, the fraction in
the 0 b-tags, 1+ additional (add.) b-tags category of the merged regime is not small, as can be seen from
Fig. 5.17(c); it appears that in most of these cases the candidate large-R jet is wrongly identified with the
Higgs boson or at least does not completely capture its decay products.

In the resolved regime, over a wide mA range, most signal events end up in the 2 b-tags category with
fractions up to 60 (50) % for gluon fusion (b-associated) production; only for mA ' 1.3 (1.4) TeV, the 1 b-
tag category starts to dominate. In contrast, in the merged regime, the signal predominantly populates
the 1 b-tag category with fractions at the level of 50 % over the full considered mass range; where the
contributions from the 0 and 1+ add. b-tag categories are considered together. This behaviour reflects the
dependence of the b-tagging efficiency on the jet pT, which is similar for small-R and track jets. The cho-
sen operating point provides an average 70% b-jet tagging efficiency across jet pT in simulated tt̄ events,
showing a broad maximum of a slightly higher value around 100 GeV and decreasing fairly steeply for
pT > 200 GeV, resulting in b-jet tagging efficiencies of 60 % and lower. In the merged regime, no crossing
point of the 1 and 2 b-tags categories is observed, because the chosen regime-selection strategy, Priori-
tyResolvedSR, prioritises the resolved regime, and thus biases the jet pT spectra in the merged regime, in
particular at low mA, towards larger values.20

The signal fraction in the 3+ b-tag category varies only slightly as a function of mA: it is consistently

19The merged regime is defined as containing only events, where the Higgs-boson candidate is exclusively reconstructed with the
merged strategy, as discussed in the previous section.

20The same argument explains the higher fraction of signal events in the 0 b-tag category in the merged regime with respect to the
resolved regime.
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Figure 5.17: Expected signal fractions in the different b-tag categories in the resolved regions of the 2-lepton channel
(top) and the merged signal regions of the 0-lepton channel (bottom). They are shown separately for gluon-fusion
(left) and b-associated A-boson production (right).

negligible for gluon-fusion production, and at the level of 15-20 % for b-associated production (bbA).
These numbers are possibly lower than naively expected for the bbA signature. However, it needs to be
considered that b-tagging information is only available for jets within the acceptance of the inner detector,
i.e. |η| < 2.5, and with pT > 20 GeV; and b jets stemming from the production mechanism are expected to
be rather forward and somewhat softer than the ones from the Higgs-boson decay.

The picture is similar in the categories of the merged regime sensitive to b-associated production with
1+ add. b-tags. The signal fractions for gluon-fusion production are generally small; for b-associated pro-
duction they are comparable to the ones in the 0 add. b-tags categories with the same number of b-tags and
almost independent of the considered A-boson mass: they range between 20-30 % in the 1 b-tag category
and are at the level of 15 % in the 2 b-tags category.

The signal sensitivity of the different categories is not only determined by the signal fractions, but also
by the respective background contributions and compositions that vary quite considerably. Figure 5.16
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Figure 5.18: Background composition in the b-tag categories of the (a)-(c) resolved and (d)-(g) merged signal regions
of the 0-lepton channel. The background processes are as defined in Sec. 5.3; “st” stands for single-top production,
“db” for diboson production and “other” for the sum of backgrounds with contributions to the total background below
5%.

shows the contribution of the total background across the different b-tag categories. From Fig. 5.16(a) it
can be seen, that in the resolved regime of the 2-lepton channel, about 80-85 % of the background events
exhibit only one b-tagged small-R jet, less than 20 % two, and a negligible fraction more; i.e. the signal-
to-background ratio clearly improves with the number of b-tags. The situation in the 0-lepton channel
is almost the same, despite the quite different background compositions which are visualised for the two
channels in Figs. 5.18(a)-(c) and Figs. 5.19(a)-(c), respectively. The V+jets backgrounds are split into
various components according to the flavour of the jets used for b-tagging; if none of the considered jets is
a heavy flavour jet, the component is labelled V+l.21

In the 0-lepton channel, tt̄ production is by far the dominant background contribution in all of the three
b-tag categories, followed by Z+bl and Z+bb in the 1 b-tag and 2 b-tags categories, respectively. In the
3+ b-tags category the tt̄ contamination arises mainly from misidentifying c jets and/or a light jets as b jets.
In fact, the fraction of events, where one of the b jets from the top-quark decays is missed and the three jets
from the hadronic top decay are b-tagged, amounts to about 40 %. Thus, despite the small mistag rates, the
tt̄ contribution in the 3+ b-tags category is sizeable due to the large tt̄ production cross-section.

In the 2-lepton channel, Z+jets production constitutes the largest background process in all resolved
b-tag categories: Z+bl and Z+cl events dominate the 1 b-tag category, Z+bb the 2 and 3+ b-tags categories;
in the latter two categories also tt̄ production has a significant contribution. Since in the 2-lepton channel

21Following the jet labelling scheme described in Sec. 3.4, it is also possible that more than one heavy hadron is associated with a
single jet. This is exploited in the rare case that only one track jet is associated with the selected large-R jet in order to still obtain
a double label as in two-jet events.
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Figure 5.19: Background composition in the b-tag categories of the (a)-(c) resolved and (d)-(g) merged signal regions
of the 2-lepton channel. The background processes are as defined in Sec. 5.3; “st” stands for single-top production,
“db” for diboson production and “other” for the sum of backgrounds with contributions to the total background below
5%.

generally both top quarks need to decay leptonically in order to meet the signal selection criteria, the
tt̄ contamination in the 3+ b-tags category mainly arises from events with additional b-(c-)quarks from
gluon splittings, despite the small cross section for tt̄+h f production. Additional tt̄ contamination is due to
misidentifying light jets from initial and final state radiation as b jets.

Also the dominant Z+bb background enters the 3+ b-tags category because of additional radiation,
where the overwhelming fraction involves gluon splittings into heavy flavour quark pairs. This also ex-
plains the rather large contribution of Z+bc events in the 3+ b-tags category with respect to the 2+ b-tags
category: in Z+bb events with additional gluons splitting into c-quark pairs, Z+bc differs from Z+bb only
regarding the flavour of the jets used to build the Higgs-boson candidate (cf. Sec. 5.4.2).

In the merged regime, the signal-to-background ratio improves even more drastically with the number
of b-tags, as can be seen for the 2-lepton channel in Fig. 5.16(b): only about 5 % of the background events
passing the event selection exhibit two b-tags; the findings for the 0-lepton channel are similar.

In both channels, the background composition in the different merged b-tag categories generally re-
semble the corresponding ones in the resolved regime. In particular the 1 b-tag, 0 add. b-tag categories
are similarly composed as the 1 b-tag categories, and the 2 b-tag, 1+ add. b-tag categories compared to
the 3+ b-tag categories. Besides kinematic differences, implicit requirements on the angular separation of
the b-tagged track jets by requiring them to be either associated with the large-R jet (with R = 1.0) or not,
cause the compositions to differ from the resolved regime and between categories in the merged regime
with the same number of b-tagged track jets. Thus, in both the 0-lepton and 2-lepton channel, the contami-
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Figure 5.20: Relative impact of the b-tag categories sensitive to b-associated production (bbA), the 3+ b-tags cat-
egories in the resolved regime and the 1+ add. b-tag categories in the merged regime, on (a) the signal acceptance
times efficiency and (b) on the expected upper limit on the cross-section for bbA production times the branching
ratios for the A→ Zh and h→ bb decays at the 95 % CL. All considered signal regions of the 0-lepton and 2-lepton
channels are combined. Both statistical and systematic uncertainties are considered; nuisance parameters are profiled
to the data (cf. Sec. 5.7).

nation due to tt̄ production, where the b quarks tend to be emitted far away from each other, is higher in the
1 (2) b-tag (s), 1+ add. b-tags categories than in the 2 b-tags, 0 add. b-tags categories; the opposite trend is
observed for Z+bb events.

While the 1+ add. b-tag categories in the 0-lepton channel are abundantly populated with tt̄ events
(cf. Fig. 5.16(c) and Figs. 5.19(f),(g)), in the 2-lepton channel the background contributions are expected
to be very small (cf. 5.16(d)), in particular in the 2 b-tags, 1+ add. b-tags category. In combination with
limited simulated sample sizes, this results in large statistical uncertainties on the background predictions.
Thus, in order to allow shape information to be exploited in the statistical analysis (Sec. 5.7), the 1 and
2 b-tags categories with 1+ add. b-tags are considered combined in the 2-lepton channel.

Thus, considering the signal fractions and background contributions in the different b-tag categories, it
becomes clear that the 1 b-tag regions contribute only little to the overall signal sensitivity; however, they
help to constrain background normalisations as discussed further in the next sections. Independent of the
considered A-boson production mode, the 2 b-tags (0 add. b-tags) regions are the most sensitive regions.
Nonetheless, the bbA-sensitive regions, the 3+ b-tags category in the resolved regime and the 1+ add.
b-tags categories in the merged regime, significantly enhance the sensitivity to this production mode. At
the same time, neither the acceptance nor the sensitivity for gluon-fusion production are affected by the
inclusion of the dedicated regions.

Since these bbA-sensitive signal regions are considered for the first time in the present analysis, their
impact on the expected acceptance and sensitivity for A-boson signals produced in b-associated production
is demonstrated in Fig. 5.20. As can be seen from Fig. 5.20(a), by including the dedicated regions, the
signal acceptance increases in both lepton channels by about 20 % for (very) small mA and up to 60-70 %
for large mA. Figure 5.20(b) shows the respective change in the expected combined upper limit on the cross
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section for A-boson production in b-associated production times the branching ratios for the A → Zh and
h → bb decays at 95 % CL, where all statistical and systematic uncertainties entering the final result are
considered (in the form of nuisance parameters which have been profiled to the data; cf. Sec. 5.7): the limit
improves by up to 40 % for small mA, and by about 30 % for mA > 600 GeV.

In summary, the b-tag categorisation finalises the signal selection and yields 13 signal regions, seven
in the 0-lepton channel and six in the 2-lepton channel, with varying signal fractions and sensitivities: the
1, 2 and 3+ b-tag(s) categories in the resolved regimes, 1 and 2 b-tag(s) (1+2 b-tags) categories with 0 or
1+ add. b-tags in the merged regimes of the 0-lepton (2-lepton) channel.

Figure 5.21 shows the signal acceptance times efficiency as function of the A-boson mass in the different
signal regions of the two channels either assuming pure gluon fusion or b-associated A-boson production.
In addition to what was already discussed above, it can be observed that for most of the mA range the
0-lepton channel is dominating, as expected due to the higher branching ratio for the decay of the Z boson
to neutrinos. Only for mA / 500 GeV the 2-lepton channel is dominant as the 0-lepton channel acceptance
is limited by the Emiss

T trigger efficiency.

5.5.3 Signal, Control and Validation Regions

As mentioned before, in this analysis all considered background processes are estimated using simulated
samples. However, the normalisations of the dominant background processes are determined in the final
fit from the data (cf. Sec. 5.7.4), and dedicated modelling systematic uncertainties related to the shape de-
scription of the final discriminants and acceptance differences between the analysis regions are considered
(cf. Sec. 5.6.2). In addition, systematic uncertainties on the normalisations of the subdominant background
processes are taken into account.

Since an A-boson signal is expected to appear as a narrow resonance on a broad background spectrum
in the distributions of the final discriminants, mVh and mT,Vh, in the signal regions, the mVh and mT,Vh

“sidebands” provide good control on the normalisation and shape of the dominant background processes.
In the most sensitive 2 b-tags and bbA-sensitive regions, this is in particular the case for the tt̄ background
in the 0-lepton channel and the Z+bb background in the 2-lepton channel. Since the signal-to-background
ratio in the 1 b-tag categories is very low, they contribute rather indirectly to the signal sensitivity by
constraining certain background processes (and systematic uncertainties), and thus can be rather considered
as control regions. In the 0-lepton channel, they help to better control the tt̄ background, and in the 2-lepton
channel, the Z+bl and Z+cl components.

The dominance of different Z+jets components in the different b-tag categories allows to control their
normalisation and shape with the data. However, the relative contributions of components within the same
category, e.g. the Z+bl/Z+cl ratio, cannot be determined; unless the component is controlled by a different
category. Consequently, the Z+bl and Z+cl components are grouped together in the final fit, and referred
to as Z+hl component, the Z+bc and Z+cc components are treated jointly as a single component together
with the dominant Z+bb background, and referred to as Z+h f ; the Z+l component is kept separately. The
same scheme is used to group the W+jets components.

In addition to the signal regions, dedicated regions are exploited to (i) further improve the control on
certain background processes by including them in the fit to the data, and to (ii) validate the fit results by
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(a) 0-lepton, pure gluon-fusion production
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(b) 0-lepton, pure b-associated production
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(c) 2-lepton, pure gluon-fusion production
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Figure 5.21: Acceptance times efficiency for A → Zh → ννbb and A → Zh → ``bb, respectively, in the 0-
lepton channel (top) and in the 2-lepton channel (bottom) for pure gluon-fusion (left) and pure b-associated A-
boson production (right). Previously published in Ref. [6].
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Figure 5.22: Background composition in the b-tag categories of the resolved eµ region. The background processes
are as defined in Sec. 5.3; “st” stands for single-top production and “other” for the sum of backgrounds with contri-
butions to the total background below 5%.

verifying that the adjusted background simulations describe the data well; these are the eµ (control) regions
and the mh-sideband (validation) regions or short sideband regions, respectively.

The eµ control regions are introduced in the resolved regime of the 2-lepton channel to improve the
control of the tt̄ background, whose contribution is sizeable in the 2 b-tags and 3+ b-tags signal regions.
The eµ regions are readily obtained through two small modifications of the event selection used to define
the 2-lepton signal regions: (i) instead of requiring the lepton pair to be of same flavour (ee/µµ), a mixed-
flavour pair (eµ) is selected - giving the region its name-, and (ii) the Emiss

T /
√

HT requirement, designed to
reduce the tt̄ background contribution in the signal region, is dropped.

Figure 5.22 shows the background composition of the eµ regions, illustrating that they are very pure in
tt̄ events: their fraction ranges between 93-97 % depending on the b-tag category. Although being rather
limited in terms of statistical precision, the 3+ b-tags eµ region provides crucial information on the difficult
to model tt̄ production in association with additional b jets (tt̄+h f ).

The ratio of tt̄ events entering the 1 and 2 b-tags eµ regions is sensitive to the b-tagging efficiency for b
jets; in fact, a very similar approach is used to calibrate the b-tagging efficiency for b jets, as described in
Sec. 3.4. Therefore, in order to minimise the power to constrain the related uncertainties in the final fit, the
two regions are combined into the 1+2 b-tags eµ control region.

While similar eµ regions can be defined in the merged regime, they are not considered in the final fit
given that the tt̄ contribution is rather limited in the 2-lepton signal regions of the merged regime. Instead
it is assumed that adjustments to the simulation in the resolved regime are also applicable to the merged
regime; potential deviations are taken into account by dedicated systematic uncertainties (cf. Sec. 5.6.2).

The mh-sideband regions are defined for both channels and regimes, mirroring the signal regions.
Events enter the respective regions if they pass the whole event selections with the exception of the Higgs-
mass window requirements, which instead they need to fail. They are still required to fulfil mh > 50 GeV
and mh < 200 GeV, in order to ensure that the events in the sideband regions are similar to those in the
signal regions; thus making them ideal to control and verify the modelling of the dominant background
contributions, given the reduced expected signal fractions.22 At most 35 (50) % of the total signal contri-

22The mh > 50 GeV requirement, furthermore removes a region at low large-R jet mass in the merged regime that is known to be not
well described by simulation and where the applied calibrations are not necessarily valid.
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bution ends up in the low sideband regions (below the mh window), and up to 10 % in the high sideband
regions of the 2 (0)-lepton channel; in the case of b-associated A-boson production, the contributions are
about 15-20 (10) % higher.

Adopting the PriorityResolvedSR regime-selection strategy also for the sideband regions, events that
fail both the resolved and merged signal-region selections, are first tested for entering the resolved and then
the merged sideband regions; if they fail the additional mh selection, they get discarded.

The sideband regions are divided into the same b-tag categories as the signal regions. As intended, the
background contributions and compositions are very similar to the signal regions; (small) differences persist
due to the altered kinematic selection. Since the total background contributions are limited in the low and
high sideband regions, they are merged into a single one for the validation of the fit to data (cf. Sec. 5.7.7).23

5.6 Systematic Uncertainties

There are several sources of systematic uncertainties that need to be considered in this analysis. They can
be roughly grouped into two categories, experimental and modelling systematic uncertainties, which will
be discussed separately in the following.

The former group of systematic uncertainties, discussed in Sec. 5.6.1, is related to the detector per-
formance, the characterisation of the collected data and in particular the reconstruction, identification and
calibration of the physics objects. As they are determined in dedicated measurements and provided to
physics analyses, as described in e.g. Secs. 2.2.5 and 3, their impact on the analysis is assessed by vary-
ing the affected properties in the signal and background simulations within the given uncertainties; for
example, the transverse momenta of leptons and jets within the energy scale uncertainties. The effect on
the normalisations and distributions of the final discriminants in the different analysis regions is taken into
account in the fit to the data by means of nuisance parameters, as described in more detail in Sec. 5.7.

The impact of systematic uncertainties related to the modelling of the signal and background processes
in simulation is evaluated and considered similarly. The uncertainties are derived by means of alterna-
tive simulated samples or variations of the generator settings used to obtain the nominal simulations, as
described in Sec. 5.6.2.

5.6.1 Experimental Systematic Uncertainties

All experimental uncertainties considered in this analysis are summarised in Table 5.2 and discussed in the
following.

The uncertainty on the luminosity determination which amounts to 2.1 % and 3.4 % for the 2015 and
2016 data, respectively, and 3.2 % for the combined dataset, needs to be taken into account for the signal
and all (subdominant) background processes, whose normalisations are not determined from the fit to data
(cf. Sec. 5.7). Following a methodology similar to the one described in Sec. 2.2.5, it was derived from a
preliminary calibration of the luminosity scale using x-y beam-separation scans performed in August 2015
and May 2016. The average number of additional interactions per bunch-crossing µ, which is proportional
to the pile-up activity, is corrected in simulation by increasing it by 9 %, and an uncertainty of the same

23However, for a better validation of the signal regions it would be preferable to keep them separately.
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Systematic uncertainty name Description
Event

LUMI_201516 uncertainty on total integrated luminosity
PRW_DATASF uncertainty on pile-up modelling

Electrons
EL_EFF_Trigger trigger efficiency uncertainty
EL_EFF_Reco reconstruction (reco.) efficiency uncertainty
EL_EFF_ID identification (id.) efficiency uncertainty
EL_EFF_Iso isolation efficiency uncertainty
EG_SCALE energy scale uncertainty
EG_RESOLUTION energy resolution uncertainty

Muons
MUON_EFF_TrigStat(Syst) trigger efficiency uncertainty
MUON_EFF_STAT(SYS) reco. and id. efficiency uncertainty for muons with pT > 15 GeV
MUON_EFF_STAT(SYS)_LPT reco. and id. efficiency uncertainty for muons with pT < 15 GeV
MUON_ISO_STAT(SYS) isolation efficiency uncertainty
MUON_TTVA_STAT(SYS) track-to-vertex association efficiency uncertainty
MUON_SCALE energy scale uncertainty
MUON_SAGITTA(_RHO) energy scale uncertainty to cover charge-dependent local misalignment effects
MUON_ID(MS) energy resolution uncertainty of the inner detector (muon spectrometer)

τhad leptons
TAUS_MODEL_MODEL energy scale uncertainty due to modelling and non-closure
TAUS_MODEL_INSITU energy scale uncertainty due to in-situ calibration
TAUS_MODEL_DETECTOR energy scale uncertainty due to detector simulation

Small-R jets
JET_EffNP_{1-7,8restTerm} energy scale uncertainties due to in-situ calibration
JET_EtaICal_{Modelling,NonClosure,TotalStat} energy scale uncertainties to cover η-intercalibration non-closure
JET_FlavComp(Flavor_Response) energy scale uncertainty related to flavour composition (response)
JET_PU_{OffsetMu(NPV),PtTerm,RhoTopology} energy scale uncertainties due to pile-up effects
JET_{PunchTroughMC,HighPt,BJES_Response} energy scale uncertainties for ’punch-through’, high-pT and b jets
JET_AFII energy scale uncertainty for the parametrised calorimeter simulation
JER energy resolution uncertainty
JET_JvtEfficiency JVT efficiency uncertainty

Large-R jets
FATJET_Baseline_Kin energy and mass scale uncertainty due to basic data-simulation differences
FATJET_Modelling_Kin energy and mass scale uncertainty due to simulation differences
FATJET_Tracking_Kin energy and mass scale uncertainty on reference tracks
FATJET_TotalStat_Kin energy and mass scale uncertainty from stat. unc. on the measurement
FATJET_JER energy resolution uncertainty
FATJET_JMR mass resolution uncertainty

b-tagging: small-R and track jets
FT_EFF_B_{0-2}_{smallR,track} b-tagging efficiency uncertainties for b jets
FT_EFF_C_{0-3}_{smallR,track} b-tagging efficiency uncertainties for c jets
FT_EFF_Light_{0-4}_{smallR,track} b-tagging efficiency uncertainties for light jets
FT_EFF_extrap_{smallR,track} b-tagging efficiency uncertainty for high-pT b and c jets
FT_EFF_extrapFromC_{smallR,track} b-tagging efficiency uncertainty on τ-lepton jets

Emiss
T and Emiss

T,trk

METTrigStat Emiss
T trigger efficiency uncertainty due to stat. unc. of the measurement

METTrigTop(Z) Emiss
T trigger efficiency uncertainty due to sample dependence

MET_SoftTrk_ResoPara(Perp) ’soft term’-related longitudinal(transverse) resolution uncertainty
MET_SoftTrk_Scale ’soft term’-related scale uncertainty
MET_JetTrk_Scale Emiss

T,trk scale uncertainty

Table 5.2: Summary of the experimental systematic uncertainties discussed in the text.
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amount is assigned which covers the difference between the measured and predicted inelastic cross section
(in a fiducial volume) [322].

The efficiency of the reconstruction and identification of electrons and muons, of their isolation def-
initions and of the single-lepton triggers was measured in 13 TeV data as described in Secs. 3.5 and 3.6,
and the corresponding uncertainties are taken into account in the 2-lepton channel. As can be seen from
Table 5.2, for muons dedicated uncertainties are also considered for the track-to-vertex association as well
as the identification of muons with low transverse momenta (pT < 15 GeV), and it is differentiated between
statistical and systematic sources.

Uncertainties on the lepton energy scales (and resolutions) were also determined using 13 TeV data,
as described in Secs. 3.5, 3.6 and 3.8, and are considered not only for electrons and muons, but in the
0-lepton channel also for τhad leptons (due to the various lepton vetoes). For muons two additional uncer-
tainties on the energy scale are included. They cover local charge-dependent effects observed in the data
due to misalignments especially in the inner detector, but also in the muon spectrometer; independent un-
certainties are provided for their resolutions in the ID and the MS. Three sources of uncertainties on the tau
energy scale (TES) are considered: related to the modelling of hadronic τ-lepton decays and the material
distribution in the detector in simulation, as well as the in-situ calibration.

As described in Sec. 3.3, the jet energy scale of small-R jets was determined using 2016 data with
a precision of about 4.5 % for jets with low pT and about 1 % for pT ≈ 200 GeV, fairly constant versus
η. Uncertainties related to the in-situ analyses, the non-closure of the η-intercalibration, pile-up effects,
the flavour composition and response (covering differences between quark and gluon jets), the different
responses of high-pT, punch-through and b jets as well as the non-closure of the AFII detector simulation
are considered. Taking into account the many sources of uncertainties, they are decomposed and reduced
to 21 uncorrelated components that are listed in Table 5.2. For the jet energy resolution of small-R jets one
uncertainty is included that is of the order of 1-3 %, decreasing with increasing jet pT.

The energy and mass scales of large-R jets were also determined in 2016 data with total uncertainties
at the level of 3 % and 5 %, respectively. Four sources are distinguished related to (i) basic data-simulation
differences, (ii) differences between alternative simulations, (iii) uncertainties on the reference tracks used
in the calibrations, as well as (iv) statistical uncertainties. They are treated correlated between the energy
and the mass of the large-R jets in this analysis, resulting in four independent scale uncertainties. On the
large-R jet energy resolution an uncertainty of 2 % is assumed, independent of the large-R jet pT; on the jet
mass resolution a relative uncertainty of 20 %.

In this analysis both small-R and track jets are considered for b-tagging. For the former type, the b-jet
tagging efficiency as well as the c-jet tagging efficiency and light-jet mistag rate were calibrated with 2016
data, as described in Secs. 3.4 and 4. For track jets, only the b-jet tagging efficiency is calibrated, using
the same methods and dataset; corrections for the c-jet tagging efficiency and mistag rate in simulation
and the related uncertainties are propagated from the results obtained for small-R jets. The uncertainties
considered in this analysis are at the level of 2-12 % for b jets, 40 % for c jets and 30 % for light jets,
depending on the jet pT and |η|; the latter two uncertainties are even slightly larger for track jets due to the
additional extrapolation uncertainty. As already discussed in Secs. 3.4, the unusually large uncertainty for
c jets is because a preliminary calibration result is used, where the tension between the scale factors of the
baseline W+c calibration and the alternative tt̄ calibration is taken into account by assigning the difference
as additional uncertainty. The tension got resolved later and it was confirmed that the scale factors, and thus
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the b-tagging efficiency, for c jets used in the present analysis was underestimated by 20-40 %. However,
it was refrained from updating the calibration results due to the timescale of the analysis and the fact that
the large assigned uncertainty allowed the corresponding nuisance parameter to be pulled in the fit and
somewhat correct the c-jet tagging efficiency in simulation towards the measured result (cf. Sec. 5.7.7).

The uncertainties related to the b-tagging efficiency measurements are also decomposed into uncorre-
lated components. According to the used scheme, this results into three independent uncertainties for b jets,
four for c jets and five for light jets. Further uncertainties are considered that are related to two simulation-
based scale-factor extrapolations, similarly applied to small-R and track jets, namely: (i) for b and c jets
to high transverse momenta (pT > 300 GeVand pT > 140 GeV, respectively), based on the highest-pT bins
measured, and (ii) for the misidentification of hadronic τ-lepton decays, estimated based on the c jet tagging
efficiency; uncertainties related to the first are treated correlated between b and c jets. The uncertainties
listed in Table 5.2 apply both to small-R and track jets; however, they are treated uncorrelated in the final
fit as recommended.24

In addition to the uncertainties on the energy scale and resolution of the small-R jets and the leptons that
are propagated to the Emiss

T calculation, extra uncertainties related to the scale and resolution of the Emiss
T

soft term, are considered; they were determined in 2016 data as described in Sec. 3.9. The uncertainties of
the soft term also enter via Emiss

T,trk and are treated fully correlated with Emiss
T . An additional uncertainty on

Emiss
T,trk is considered for tracks in jets, covering differences observed between data and simulation.

Furthermore, three uncertainties regarding the Emiss
T trigger efficiency are taken into account: the statis-

tical uncertainty on the nominal measurement as well as the uncertainties assigned to cover the differences
of the results obtained using two alternative samples, i.e. tt̄ and Z+jets instead of W+jets; each is at the
level of 2 %.

5.6.2 Modelling Systematic Uncertainties

In this analysis, the signal and all background processes are estimated from simulations, described in
Sec. 5.3, and uncertainties related to their description are taken into account. While for the signal and the
subdominant backgrounds only uncertainties regarding their normalisation are considered, for the dominant
tt̄ and V+jets processes, whose normalisation is extracted from the final fit to data (cf. Sec. 5.7), acceptance
uncertainties on the relative normalisation between analysis regions and uncertainties on the shape of the
final discriminant (mVh, mT,Vh) are included; all considered modelling uncertainties are summarised in Ta-
bles 5.3-5.6 and and are discussed in the following.

The uncertainties on the signal normalisation are derived from particle-level comparisons between sam-
ples generated with the nominal setup described in Sec. 5.3 and after systematic variations of certain param-
eters using the Rivet [323] framework. In particular the impact of (i) varying the factorisation and renor-
malisation scales independently by a factor two, (ii) using an alternative PDF set, namely MSTW2008LO
(instead of NNPDF2.3LO), and (iii) changing the parton shower and underlying event tune is evaluated on
signal samples for seven representative mass hypotheses, where the A boson is produced in gluon fusion
and decays to the ``bb final state. A basic event selection similar to the one described in Sec. 5.4.3 for the
resolved regime was applied to define the fiducial region. While the first set of variations results in an ac-

24In any case, the difference between whether or not the b-tagging related uncertainties on small-R and track jets (fully) are treated
correlated was found to be negligible in studies for the earlier version of analysis.
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Normalisation uncertainties
Name Description / source Value
AZhTheory Signal acceptance 2-8 % (depending on mass point)
ZlNorm Z+l normalisation 19 %
WhfNorm W+h f normalisation 26 %
WhlNorm W+hl normalisation 23 %
WlNorm W+l normalisation 20 %
VVNorm Diboson normalisation 11 %
StopNorm Single-top normalisation 19 %
ttVNorm tt̄V normalisation 50 %
ttHNorm tt̄h normalisation 50 %
HiggsNorm SM Vh (h→ bb) normalisation 50 %

Table 5.3: Summary of the systematic uncertainties on the signal acceptance and normalisation of the background
processes obtained from theoretical predictions (cf. Sec. 5.3).

ceptance change at the level of 1 % for all considered mass points, the impact of the other two depend on the
A-boson mass, and thus are parametrised as function of mA. Adding all contributions in quadrature leads
to an uncertainty of up to 8 % at low mA, it decreases towards higher mA down to about 2 % (cf. Table 5.3).
The same uncertainties are applied in the 0-lepton channel and in case b-associated A-boson production is
considered.

The impact of certain choices in the simulations on the predicted acceptance and the shape of the final
discriminants are assessed for the dominant tt̄ and V+jets backgrounds. This is done by comparing various
predictions made by a number of alternative simulated samples generated using different programs or differ-
ent generator settings with respect to the nominal simulations. The comparisons are done at reconstruction
level and individually for each channel, in the respective fiducial spaces defined by the event selections
described in Sec. 5.4.3. In order to derive acceptance uncertainties, all studied samples are normalised to
the same production cross-sections mentioned in Sec. 5.3. When shape uncertainties are evaluated, the
samples are normalised to unity, individually in each considered analysis region.25

In the case of the tt̄ process, the impact due to the choice of model for parton shower, hadronisa-
tion, underlying event (UE) and multi-parton interaction (MPI) is evaluated by comparing the nominal
sample (Powheg+Pythia6) to one generated with Powheg+Herwig++ (cf. Sec. 5.3). In order to test the
impact of a different hard-scatter description, the Powheg+Herwig++ sample is compared to the Mad-
Graph5_aMC@NLO+Herwig++ sample, where a different matrix-element generator is exploited. The
impact of an increase or decrease of radiation is assessed by comparing the nominal sample to two varia-
tions obtained by changing the generator settings: (i) where the renormalisation and factorisation scales are
halved while the value of the hdamp factor is doubled, and (ii) where the renormalisation and factorisation
scales are doubled. By averaging the impact of these two variations, three independent shape uncertainties

25In order to reduce the impact of statistical fluctuations, shape uncertainties are obtained by first parametrising the difference found
in each comparison by fitting an nth-order polynomial to the ratio of the alternative over the nominal prediction, and then deriving
the systematically varied shape by reweighting the nominal distribution accordingly.
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Shape uncertainties
Name Description / source
tt̄
TTbar_Herwig_L{0,2} shower, hadronisation etc. modelling uncertainty
TTbar_aMcAtNlo_L{0,2} hard-scatter modelling uncertainty
TTbar_rad_L{0,2} extra radiation uncertainty
NNLORW_L{0,2} ’NNLO reweighting’ uncertainty
V+jets
Vjets_MG_{hf,hl,l} general modelling uncertainty

(Sherpa 2.2.1-vs-MadGraph5_aMC@NLO+Pythia8 comparison)
Vjets_ShRenorm_{hf,hl,l} renormalisation scale uncertainty
Vjets_ShFac_{hf,hl,l} factorisation scale uncertainty
Vjets_ShAlphaPDF_{hf,hl,l} uncertainty related to the αS value used in the PDF

Table 5.4: Summary of the modelling systematic uncertainties affecting only the shape of the mVh distribution of the
tt̄ and W or Z backgrounds. The uncertainties are derived for each lepton channel (0, 2) separately, also for the W
or Z boson backgrounds commonly denoted V , and different flavour components: h f , hl and l. The chosen naming
convention is in view of the treatment of the systematic uncertainties in the statistical analysis (cf. Sec. 5.7.4).

are obtained for each of the 0- and 2-lepton analysis regions, listed in Table 5.4.
Acceptance uncertainties on the relative normalisation between analysis regions, namely (i) between

the resolved and merged regimes, (ii) between the signal and sideband regions, separately in the resolved
and merged regimes, and, in the case of the 2-lepton channel, (iii) between the resolved signal (and side-
band) regions and the eµ control region are obtained by adding the differences due to the discussed varia-
tions in quadrature; where, instead of averaging over the impact of the change in radiation, the maximum
is considered. The results are summarised in Table 5.5.

In addition to considering the discussed three sources of modelling uncertainties on the tt̄ background
following the prescription in Ref. [324], one extra shape uncertainty is included, which is related to the
applied ’NNLO reweighting’, introduced in Sec. 5.3. Its full impact on the shape of the final discriminants
is symmetrised and considered as systematic uncertainty (cf. Table 5.4).

Given the significant difference regarding the probed phase-space regions in the 0- and 2-lepton chan-
nels, the tt̄ background is regarded as independent in the two channels, meaning separate normalisations are
allowed in the fit to data and both the acceptance and shape uncertainties are treated uncorrelated (cf. also
Sec. 5.7.4).

To derive modelling uncertainties for the V+jets processes two sets of comparisons are considered.
For the first, the nominal simulation (Sherpa 2.2.1) is compared to an alternative one obtained with Mad-
Graph5_aMC@NLO+Pythia8 (cf. Sec. 5.3 for details). By doing so, the combined impact of the choice
of hard-scatter description as well as parton-shower, hadronisation and UE model is evaluated, defining a
rather general modelling uncertainty. For the second comparison, variations of the setup of the nominal
simulation are studied, namely (i) factorisation and renormalisation scales are varied independently and
coherently by factors 0.5 and 2, (ii) the αS value used by the nominal PDF set (NNPDF 3.0 NNLO) is var-
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Acceptance uncertainties

Name Description / source
Value

0 lepton 2 lepton
tt̄
ttbar_rmRatio_L{0,2} merged-to-resolved regime ratio 15 % 46 %
ttbar_emuRatio_L2 SR-to-’eµ CR’ ratio - 2.4 %
ttbar_srcrRatio_L{0,2} sideband-to-SR ratio

↪→ resolved regime 6 % 3.4 %
↪→ merged regime 11 % 22 %

Single top
Stop_rmRatio_L{0,2} merged-to-resolved regime ratio 24 %
Stop_srcrRatio_L{0,2} sideband-to-SR ratio

↪→ resolved regime 7 %
↪→ merged regime 5 %

Table 5.5: Summary of the modelling systematic uncertainties on the acceptance differences between analysis regions
for the tt̄ and single-top backgrounds as introduced in the text.

ied corresponding to a variation of the renormalisation scale by factors 0.5 and 2, and (iii) variations of the
PDF set. Since variation (iii) was found to be of very small size and without impact on the discriminants’
shape, it is not further considered. Therefore, three shape uncertainties are included from the second set:
two due to the individual renormalisation- and factorisation-scale variations, and one from the αS (PDF)
variation, where the scaling by factors 0.5 and 2 is interpreted as up/down variation of the same source.
Thus, in total four shape uncertainties are considered, as listed in Table 5.4.

Acceptance uncertainties are obtained by first adding in quadrature the largest difference to nominal
from the variations under (i) and (ii), respectively, then comparing the result to the one from the generator
comparison, and assigning whichever is largest as uncertainty.

Although the discussed acceptance and shape effects are determined individually for the two channels,
the resulting shape uncertainties are treated correlated and the acceptance uncertainties are harmonised:
(i) in the case of the Z+jets background the larger uncertainty is applied to both channels, and (ii) the
acceptance uncertainty derived for the W+jets background in the 0-lepton channel, is also used in the 2-
lepton channel. In the case of the dominant Z+jets background, remaining differences between the 0- and
2-lepton channel phase-spaces are accounted for by an additional acceptance uncertainty on the ratio of
their overall normalisations; the same variations as discussed above are considered.

Since the V+jets background is in fact treated as three independent background contributions, V+h f ,
V+hl and V+l, as discussed in Sec. 5.5.3, both the acceptance and shape uncertainties are derived sepa-
rately for each component. The resulting values in the case of the former are listed in Table 5.6. While the
Z+h f and Z+hl normalisations are obtained from the fit to data (cf. Sec. 5.7.4), the normalisations of all
other components are estimated from simulation and corresponding uncertainties are derived in the same
manner as for the acceptance uncertainties; they are summarised in Table 5.3.

Despite the rather small contribution of the single top-quark background in the 0- and 2-lepton channels,
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Acceptance uncertainties

Name Description / source
Value

h f hl l
Z+jets
Z{hf,hl,l}_rmRatio merged-to-resolved regime ratio 19 % 28 % 23 %
Z{hf,hl,l}_lepRatio 0-to-2-lepton channel ratio 15 % 22 % 8 %
Z{hf,hl,l}_srcrRatio sideband-to-SR ratio

↪→ resolved regime 6 % 4 % 6 %
↪→ merged regime 8 % 14 % 5 %

W+jets
W{hf,hl,l}_rmRatio merged-to-resolved regime ratio 43 % 35 % 20 %
W{hf,hl,l}_srcrRatio sideband-to-SR ratio

↪→ resolved regime 6 % 5 % 2 %
↪→ merged regime 15 % 2 % 3 %

Table 5.6: Summary of the modelling systematic uncertainties on the acceptance differences between analysis regions
for the W and Z backgrounds as introduced in the text. They are common for the two lepton channels, except for
Z{hf,hl,l}_lepRatio which is only applied to the 0-lepton channel.

not only a normalisation uncertainty, but also acceptance uncertainties regarding the merged-to-resolved
regime ratio as well as the sideband-to-signal region ratio are considered, for consistency with the HVT
search. All uncertainties are derived in the additional 1-lepton channel, where the single-top contribu-
tion is quite significant in certain regions. The same generator variations are studied as described for the
tt̄ background; for the Wt-channel also the impact of the method used to remove the interference with the
tt̄ process is taken into account (diagram subtraction versus diagram removal).

The normalisations and acceptance ratios between the analysis regions are taken from simulation for the
remaining background processes with small contribution. Only uncertainties on their overall normalisations
are considered: 11 % for the diboson background [325], 50 % for the SM Vh (h → bb), tt̄V and tt̄h
backgrounds, covering the uncertainties on the cross sections; they are also listed in Table 5.3.

5.7 Statistical Analysis

5.7.1 Introduction: the A→ Zh Search as Hypothesis Test

The search for a new signal, such as the A boson, can be formulated as a frequentist statistical hypothesis
test, i.e. the test whether the data is rather described by known (SM) processes alone, the background-
only hypothesis, or by a combination of known processes and the new signal, the signal-plus-background
hypothesis. By introducing a signal strength parameter µ that scales the signal contribution, the signal-
plus-background hypothesis turns into the background-only hypothesis for µ = 0. Thus, the signal strength
is the parameter of interest (POI), which is estimated in the present analysis from a binned profile likelihood
fit to the data. The fit is performed in the mVh and mT,Vh distributions simultaneously in the various anal-
ysis regions of the 0- and 2-lepton channels, using the HistFactory tool [326] and the RooStats/ RooFit
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framework [327, 328].
As the likelihood L is a (probability) function of the parameters of the statistical model given the data,

the model is improved by including additional parameters, nuisance parameters θ, that are not directly
of interest. Their a priori unknown values need to be estimated either directly from the fit to the data or
by external, prior measurements; in which case they still may be adjusted in the fit to the data. For most
nuisance parameters such subsidiary measurements are available with uncertainties, as the ones discussed
in Sec. 5.6; they act as constraints in the form of penalty terms in the likelihood and result in a loss of
information about µ. In the former case, the nuisance parameters are referred to as being freely floating,
since they are completely determined from the data, without any constraints or penalties regarding the
values they may take; examples are the normalisations of the dominant background processes.

In the case the sensitivity of the analysis to the nuisance parameters is small, this approach mainly
propagates the systematic uncertainties on the discriminants into uncertainties on µ. If, on the other hand,
the likelihood provides a stronger constraint than the subsidiary measurement, the resulting inference on µ
reflects systematic uncertainties that are smaller than the input values: this marginalisation of systematic
uncertainties is referred to as profiling.

Whether the outcome of the fit results into rejecting the background-only hypothesis or the signal-plus-
background hypothesis is then evaluated based on the test statistic

tµ = −2 ln λ(µ), (5.3)

which, in the present analysis, is constructed from the profile likelihood ratio (cf. e.g. Ref. [329]):

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

, (5.4)

for a hypothesised value of µ. Here ˆ̂θ denotes the conditional estimate of the nuisance parameters that
maximise the likelihood for the hypothesised µ, while µ̂ and θ̂ are the unconditional estimates of the
signal strength and the nuisance parameters, respectively. Thus, the profile likelihood ratio takes values
0 ≤ λ(µ) ≤ 1, where large values close to unity imply good agreement between the hypothesised signal
strength µ and the observed data.

The following section introduces common measures quantifying the level of disagreement between the
data and a tested hypothesis that ultimately allow to claim the discovery of a new signal or to exclude
its presence with a certain confidence, as is also done in Sec. 5.8. Section 5.7.3 discusses in detail the
general form of the likelihood function L(µ, θ), and in particular the inclusion of the various constraints
on the fit parameters provided by subsidiary measurements; the description is mainly based on Ref. [330].
Section 5.7.4 describes the fit model used to derive the final results of the A → Zh analysis, with special
emphasis on the considered nuisance parameters and their correlations across the analysis regions and fit
components. Section 5.7.5 details a number of “grooming” techniques applied to the list of considered sys-
tematic uncertainties, aiming to improve the fit stability. In Section 5.7.6 the expected results are evaluated
that are obtained using the Asimov dataset introduced in Sec. 5.7.2, and discussed in particular regarding
their limitations. While the described nuisance-parameter approach is considered the best way to incor-
porate systematic uncertainties in a maximum likelihood method and to estimate their impact on the fit
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result, it critically depends on the fit model describing all effects due to the various sources of systematic
uncertainties properly. Therefore, the validation of the fit model is an integral part of an analysis relying on
this approach, and Sec. 5.7.7 is dedicated to it for the present analysis.

5.7.2 Discovery vs. Exclusion Limit

One measure for the level of disagreement between the observed data and a given hypothesis, determined
by the value of µ, is the p-value, defined as

pµ =

∫ ∞

tµ,obs

f (tµ | µ) dtµ, (5.5)

where f denotes the probability density function of the test statistic tµ, assuming data distributed according
to the tested hypothesis, and tµ,obs is the actually observed value. As the p-value describes the probability
of finding data of equal or greater incompatibility with the prediction, the tested hypothesis is regarded as
excluded, if the observed p-value is below a specified threshold. It is convention, to claim the discovery of
a new signal, if the background-only hypothesis (µ = 0) is rejected with a value of p0 ≤ 2.87 · 10−7, which
corresponds to a significance of 5 standard deviations (σ).26 If it is not possible to reject the background-
only hypothesis at this level, often upper limits on the signal strength µ or related quantities, such as the
signal yield, are set, based on the measure defined by the CLs method [331, 332]. Defining CLs according
to Ref. [333] as

CLs =
pµ

1 − pb
, (5.6)

where pµ is defined as in Eq. 5.5, with tµ,obs = tµ,limit, and

pb = 1 −
∫ ∞

tµ,limit

f (tµ | 0) dtµ, (5.7)

allows to consider signal-plus-background hypotheses with signal strengths greater or equal to µlimit, i.e. µ ≥
µlimit, as excluded at the confidence level CL for

CLs ≤ 1 − CL, (5.8)

where typically CL = 95 %. The advantage of basing the decision whether or not to exclude a signal-plus-
background hypothesis on CLs, instead of pµ alone, prevents to exclude models to which the analysis has
only little or no sensitivity; which is reflected in large values of pb, penalising the denominator in Eq. 5.6.

When designing an analysis, the expected (median) significance with which a hypothesis can be re-
jected is an often exploited, useful quantity. In order to obtain it, the value of the test statistic in data, tµ,obs,
is estimated as the median med[tµ | µ′] of the distribution f (tµ | µ′), i.e. the distribution of the test statistic
for a hypothesis with signal strength µ, under the assumption that the data is distributed according to a dif-
ferent signal strength µ′ , µ. Thus, in the case of aiming to determine an expected upper limit, the value of
the test statistic in data, tµ,limit, is estimated as the median med[tµ | 0] of the distribution f (tµ | 0), where the

26The significance is obtained from Zµ = Φ−1(1− pµ), where Φ−1 is the inverse of the cumulative normal distribution and p is defined
according to Eq. 5.5.
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data is assumed to agree with the background-only hypothesis, i.e. µ′ = 0, while a signal-plus-background
hypothesis with µ , 0 is tested.

In order to be able to compute the p-value for any hypothesis, the distribution of the used test statistic f
is required. This can be achieved by sampling the distribution employing the Monte Carlo method [334].
However, this computationally expensive procedure can be bypassed by exploiting approximations based
on the results derived by Wald and Wilks, as described in Ref. [335]. Thus, in the large-sample limit,
f (tµ | µ) can be described (exactly) by a non-central χ2-distribution for one degree of freedom with non-
centrality parameter Λ = (µ − µ′)2/σ2 (given µ is the only POI); the approximation also yields reasonably
accurate results for fairly small datasets. In this context, a procedure receives justification that is particu-
larly useful when determining the expected (median) significances: an ensemble of simulated datasets is
replaced by a single, representative one, the Asimov dataset. It is an artificial dataset defined such that the
estimators obtained with the profile likelihood fit are the true parameter values, i.e µ̂ = µ and θ̂ = θ. In
practice, the Asimov dataset is obtained from the simulated predictions for the considered background pro-
cesses, as well as the signal, in the case the signal-plus-background hypothesis is assumed to be realised in
data. Furthermore, using the Asimov dataset also allows to estimate the expected deviations of the median
significance due to (expected) statistical fluctuations in the data.

The p-value discussed so far is also referred to as the local p-value, in order to be able to distinguish
it from the global p-value; a distinction that is relevant, if more than one signal hypothesis is tested. This
is for example the case in the present analysis, where the mVh (mT,Vh) spectra are searched for an A-boson
signal of unknown mass by testing various mA hypotheses. In that case, it must be taken into account that in
the searched range any excess of events above the background-only hypothesis will equally be considered
as a potential signal. Considering this “look elsewhere” effect [336], usually results in a reduction of
the significance of a certain excess relative to its local significance. Building up on the idea of using an
asymptotic approximation [337] to obtain the trial factor relating the local and global p-values, Ref. [338]
suggests that the global p-value pglob of an excess with local p-value p0 can be estimated from p0(m), the
distribution of the observed local p-values as function of the tested masses m, as

pglob ≈ p0 + N(Zre f ) · e
−
(
Z2

0−Z2
re f

)
/2
, (5.9)

where Z0 is the local significance of the excess of interest, and N(Zre f ) is the number of downcrossings of
p0(m) below a threshold defined by the reference significance Zre f � Z0. Since the uncertainty on the pglob

estimate decreases with the number of down-crossings, as σ(N) =
√

N, Zre f should be chosen as low as
possible; also Zre f = 0σ is a valid choice [339].

5.7.3 The Likelihood Function

The likelihood function involved in the performed profile likelihood fit is of the form

L(µ, θ) = LEML(µ,α,γ, τ) · Lsyst(α) · Lstat(γ). (5.10)
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LEML(µ,α,γ, τ) is the likelihood employed in the extended maximum likelihood method [268] to estimate
the parameters µ, α, γ and τ from N observed data events (without any further external constraints), which
reads for a distribution with nbins bins:

LEML(µ,α,γ, τ) =

nbins∏
i=1

Poisson(Ni | µ · si(α) + bi(α,γ, τ)) (5.11)

where Ni is the number of data events in bin i, i.e. N =
∑nbins

i=1 Ni; si(α) and bi(α,γ, τ) are the expected
number of signal and background events, respectively, that depend on a number of nuisance parameters,
and µ is the POI, the signal strength.

Only the nsyst nuisance parameters α =
{
α j

}nsyst

j=1
affect both the signal and background predictions.

They are defined such that for α j = 0 the nominal predictions are obtained, and for α j = ±1 the ones
for the ±1σ variations of the systematic uncertainty j. To enforce the knowledge of the nominal values
(and uncertainties) obtained by the subsidiary measurements, the nuisance parameters are constrained in
the likelihood by the term

Lsyst(α) =

nsyst∏
j=1

Gauss(α j | 0, 1), (5.12)

assuming that the α j follow a standard normal distribution. This approach requires a continuous parametri-
sation of the likelihood as function of α. However, this is usually not readily available, given the exter-
nal measurements provide their results in a condensed form as nominal values with the ±1σ variations
(cf. Secs. 5.6 and 3). Thus, the continuous parametrisation of each prediction is approximated by inter-
and extrapolating from the available nominal prediction and the ones for the ±1σ variations. The impact
of each systematic variation can be separated into one part only affecting the normalisation and one only
affecting the shape of the discriminating distribution;27 typically, different functional forms are used for
inter- and extrapolating the two different effects.28

The expected background contribution depends further on two other sets of nuisance parameters, de-
noted γ and τ above. The former is related to the fact that the background predictions obtained by means
of simulated samples (cf. Sec. 5.3) are afflicted with statistical uncertainties due to the limited number of
simulated events; which can be large in certain phase space regions. Following an approach by Barlow and
Beeston [340], they can be taken into account by assigning to each bin of every background distribution
a nuisance parameter, reflecting the statistical fluctuation about the predicted event yield in each bin. In
the used ’lightweight’ version, described in Ref. [326], the number of nuisance parameters that needs to be
considered is reduced to the number of bins nbins in the distribution by treating the sum of all background
processes as a single background contribution. The prediction provided by the simulated samples can be
viewed as a subsidiary measurement and a constraint term of the following form can be constructed

nbins∏
i=1

Poisson(ni | γimi). (5.13)

27As discussed in Sec. 5.6 there are also uncertainties that have by design only a normalisation or shape effect.
28The used HistFactory package provides several default inter- and extrapolation functions. In the present analysis, a 6th order

polynomial is used to interpolate both the normalisation and shape effects; an exponential function is used to extrapolate the
normalisation part, while a linear function is used for the shape part.
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Resolved regime Merged regime
0 lepton 2 lepton 0 lepton 2 lepton

SR SR eµ CR SR SR
#

b-
Ta

gs

1 mT,Vh mVh


mVh

mT,Vh mVh 0 #
add.b-Tags

mT,Vh

 mVh
1+

2 mT,Vh mVh
mT,Vh 1+

mT,Vh mVh 0

3+ mT,Vh mVh mVh - -
0

1+

Table 5.7: Summary of the analysis regions, signal regions (SR) and control regions (eµ CR), included in the fit to
data that were introduced in Sec. 5.5.2 and of the different discriminants used in the 0- and 2-lepton channels, the
transverse mass (mT,Vh) and invariant mass (mVh) of the Zh system, respectively (cf. Sec. 5.4.2). The 1 and 2 b-tag(s)
eµ CR as well as the 1 b-tag 1+ add. b-tags and 2 b-tags 1+ add. b-tags SRs are combined to the 1+2 b-tags eµ CR
and 1+2 b-tags 1+ add. b-tags SRs, respectively.

It describes the probability to obtain ni events in bin i from a Poisson process with mean γimi; γi is the
respective nuisance parameter, and mi is estimated from the predicted background contribution bi with
statistical uncertainty σbi : σbi/bi = 1/

√
(mi). Thus, the nominal prediction corresponds to γi = 1 and the

±1σ variations to γi = 1 ± σbi/bi. However, since the mi might not be of integer value, instead of the
Poissonian constraint, a penalty term involving a Gamma distribution is added to the likelihood function

Lstat(γ) =

nbins∏
i=1

Gamma(γi |(σbi/bi)−2, ni − 1), (5.14)

with Gamma(x | A, B) = A(Ax)Be−Ax/Γ(B), where Γ(B) is the Gamma function.
As can be seen from Eq. 5.10, the parameter set τ does not appear anywhere else in the likelihood

product, i.e. there is no corresponding penalty term encoding prior knowledge from external measurements.
The use of these freely floating parameters allows to obtain the normalisations of the dominant background
processes either in certain analysis regions or coherently across analysis regions solely from the data in the
present analysis. They are further discussed in Sec. 5.7.5.

5.7.4 The A→ Zh Fit Model

With the aim to extract a common normalisation for a hypothesised A boson, a binned profile likelihood fit
is performed simultaneously in the 0- and 2-lepton channels in the invariant and transverse mass of the Zh
system, mVh and mT,Vh, respectively. The fit is performed several times with varying mA hypotheses and
admixtures of the gluon-fusion and b-associated A-boson production modes, using the same fit model. The
fit model is defined by the included analysis regions, final discriminants (mVh and mT,Vh) and their binning,
the considered background processes as well as the considered nuisance parameters and their correlations
across the various fit regions; it completely determines the different terms in the likelihood function.

Table 5.7 summarises the 15 fit regions that comprise of 13 orthogonal signal regions (SR) of the 0- and
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2-lepton channels and 2 control regions (CR) for the 2-lepton channel. These are in the resolved regime
the 1, 2 or 3+ b-tags signal regions and in the merged regime the 1 and 2 b-tags signal regions with either
0 or 1+ additional b-tags. In the 2-lepton channel, the 1 and 2 b-tags signal regions with 1+ add. b-tags
are combined into the 1+2 b-tags, 1+ add. b-tags SR, accounting for the limited simulated sample sizes
leading to large statistical fluctuations, in particular in the 2 b-tags, 1+ add. b-tags SR.

For the 2-lepton channel, two eµ regions in the resolved regime are included in the fit. The 1+2 b-tags
and the 3+ b-tags eµ CR help to control the tt̄ background in the respective signal regions. As discussed,
in Sec. 5.5.3, the 1 and 2 b-tags eµ regions are combined to minimise the power to constrain the b-tagging
uncertainties. In order to determine not only the tt̄ normalisation, but also provide shape information, also
in the eµ CRs the equivalent to the mVh distribution is fit; it is similarly reconstructed as the invariant mass
of the dilepton pair and the small-R jet candidates (cf. Sec. 5.4.2).

As mentioned before, the mh-sideband regions are not included as control regions in the fit, but are
instead used to validate the fit results, as discussed in Sec. 5.7.7. This is motivated by the fact that the
signal regions supplemented by the eµ regions provide already good control of the dominant background
processes and that including the sideband regions would only add little to that. Studies showed an improved
precision of the background normalisations only by up to 30 %, hardly affecting the sensitivity. Only in the
case of the statistically limited 3+ b-tags regions, it would be beneficial to incorporate the sideband regions
in the fit. However, it was chosen not to include them given differences in the background compositions
between the signal and sideband regions that are not well described by the simulations and difficult to as-
sess using data, as laid out in Sec. 5.7.7.

Given the various fit regions differ significantly regarding their topology, population and purpose, the
binning chosen for the fit discriminants in the different regions is optimised individually and varies quite
drastically among (and within) them. This can be seen from Table 5.8, showing the number of bins of the
mVh and mT,Vh distributions in the different fit regions. They are the result of attempting to find a trade-off

between the following guiding principles, namely to (i) optimally resolve the A-boson signal, (ii) keep the
number of bins as small as possible to ease the fit convergence, (iii) provide enough shape information to
allow good control on the various background components, and (iv) keep the relative statistical uncertainty
on the total background estimate in each bin below ∼20 %.29 In order to satisfy, in particular, points (i) and
(iv), the bin width varies across the mVh and mT,Vh ranges; it increases from 200 GeV to 2 TeV. The change
in bin width is especially drastic in the resolved regions of the 2-lepton channel, where the resolution of
the reconstructed signal mass is as low as 2.5 % of the true A-boson mass, across the full mass range.30

However, the available number of simulated events decreases towards high mVh and is generally rather
limited in the 3+ b-tags SR. Therefore, only in the resolved 2 b-tags SR for mVh / 800 GeV the chosen
binning reflects the excellent signal resolution: it is of the order of 1 − 2 times the resolution. Given the
1 b-tag SR adds only little to the sensitivity, and rather acts as a control region for the Z+hl background,
a coarser binning is sufficient and preferred, accommodating points (ii) and (iii). The binning in all other

29This rather stringent requirement is adopted from the SM Vh analysis in Run 2. Studies have shown that larger relative statistical
uncertainties on the total background prediction can lead to strong biases of the estimate of the signal strength. While something
similar could in principle also be caused by other nuisance parameters, the situation seems to be less critical because they are
treated correlated across bins; other than the gamma parameters.

30The resolution is determined from a fit to the predicted mVh distribution of the signal with a Bukin function [319]. It corresponds
to e.g. 5 GeV at mA = 200 GeV, 10 GeV at mA = 400 GeV and 20 GeV at mA = 800 GeV.
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Region
Number of Bins

0 lepton 2 lepton
Signal regions
1 b-tag 14 28
2 b-tags 14 51
3+ b-tags 8 9
1 b-tag, 0 add. tag 9 16
2 b-tags, 0 add. tag 8 6
1 b-tag, 1+ add. tag 8

10
2 b-tags, 1+ add. tag 4
eµ control regions
1+2 b-tags - 7
3+ b-tags - 4
Total 196

Table 5.8: Number of bins between 200 GeV and 2200 GeV in the mT,Vh and mVh distributions in the different
analysis regions of the 0- and 2-lepton channels used in the fit to data.

2-lepton channel SRs is mainly determined by point (iv).
Since the signal resolution in the 0-lepton channel is considerably worse, given only the reconstructed

transverse mass can be used as a discriminant, the binning in the resolved 1 and 2 b-tags regions is chosen
significantly coarser than in 2-lepton channel; the bin width does not go below 50 GeV. However, its larger
acceptance allows a finer binning in the merged regime.

The binning in the eµ CRs, is chosen according to points (iii) and (ii), as well as the limited population
in the 1+2 and 3+ b-tags categories, respectively.

The various background processes entering in this analysis, as described in Sec. 5.3, are grouped into
the following 12 independent components

• tt̄

• Z+jets: Z+h f , Z+hl, Z+l,

• W+jets: W+h f , W+hl, W+l,

• diboson,

• single top,

• SM Vh, h→ bb,

• tt̄V , tt̄h,

where the V+jets processes are split into the different jet-flavour components as motivated in Sec. 5.5.2.
A priori, all background predictions are obtained from simulations, and dedicated systematic uncertainties
regarding their modelling are taken into account (cf. Sec. 5.6.2).

In general, each of the systematic uncertainties, both modelling and experimental ones that are listed in
Tables 5.2-5.6, is considered as one nuisance parameter in the fit. All the nuisance parameters encoding the
experimental systematic uncertainties are considered for all fit regions and are treated fully correlated across
them. The only exception are the b-tagging related uncertainties on small-R and track jets, which are per
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Floating normalisation factors
Name Description Value
Z+jets
norm_Zhf Z+h f normalisation in all regions, but 3+ b-tags 1.19 ± 0.10
norm_Zhl Z+hl normalisation in all regions, but 3+ b-tags 1.08 ± 0.07
norm_Zjets_T3 Z+h f /hl normalisation in all 3+ b-tags regions 1.12 ± 0.20
tt̄
norm_ttbar_L0 tt̄ normalisation in all 0-lepton regions 1.11 ± 0.08
norm_ttbar_L2 tt̄ normalisation in all 2-lepton regions, but 3+ b-tags 1.00 ± 0.03
norm_ttbar_L2_T3 tt̄ normalisation in 3+ b-tags 2-lepton regions 1.20 ± 0.21

Table 5.9: Summary of the freely floating parameters used to scale the initial normalisations of the various Z+jets
and tt̄ components obtained from theory predictions (cf. Sec. 5.3) in the fit to data. The shown values are retrieved
from a background-only fit as discussed in Sec. 5.7.7.

definition only considered for and correlated across the resolved and merged regime regions, respectively.
While also the nuisance parameters for the normalisation-related modelling uncertainties (cf. Table 5.3) are
treated coherently across all regions, there are several that are only considered for certain regions and/or are
decorrelated for certain regions. The former is the case for all nuisance parameters related to acceptance ef-
fects between the different analysis regions, i.e. (i) between the resolved and merged regimes, (ii) between
the 0- and 2-lepton channel, (iii) between the signal and sideband regions, and (iv) between the eµ CR and
the signal (sideband) region (cf. Tables 5.5 and 5.6); they are applied to the regions for which they act as
an extrapolation from the regions driving the constraint on the normalisations, e.g. to the merged regimes
in the case of the merged-to-resolved regime ratio nuisance parameters (“_rmRatio_”).31 The latter case,
that nuisance parameters are treated decorrelated between certain regions is discussed in the following; it
may result in more nuisance parameters than uncertainties listed in Tables 5.2-5.6.

As mentioned before, the (overall) normalisations of the dominant background processes, Z+jets and
tt̄, are determined in the fit to data. This is done by means of ’freely floating’ parameters, referred to
as floating normalisations factors, that scale the initial estimates obtained from the simulated samples
with cross sections from higher-order calculations (cf. Sec. 5.3). They are summarised in Table 5.9 and
motivated in the following; their values as extracted from the fit are discussed in the context of the fit
validation (cf. Sec. 5.7.7).

Related to the Z+jets background, three floating normalisation factors are introduced to determine the
normalisations of the Z+hl and Z+h f components. The norm_Zhf and norm_Zhl factors parametrise their
respective normalisations in all of the fit regions, with the exception of the 3+ b-tags regions. In particular
the resolved 1 and 2 b-tag(s) regions of the 2-lepton channel, provide good constraints on the Z+hl and
Z+h f normalisations, respectively; they can be determined at the level of 10 %.

Separating the determination of the normalisation of the Z+h f (and Z+hl) component in the 3+ b-tags

31This also means that the sideband-to-SR acceptance ratio nuisance parameters are not considered in the nominal fit, but are
propagated without marginalisation to the total uncertainties considered in the fit validation.
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regions, acknowledges the fact that the third b-tagged jet is in the overwhelming fraction of events another
b jet or c jet and the extra challenge related to the modelling of several gluons splitting into b- and c-pairs
in the same event. Since, the Z+hl component has a negligible contribution in the 3+ b-tags regions and
is afflicted with large statistical uncertainties due to the limited simulated sample size, its normalisation
is adjusted together with the Z+h f component using a single floating normalisation, norm_Zjets_T3.
Despite the limited number of data events in that region, the common normalisation can still be determined
at the level of 20 %.

Following this line of reasoning, also the nuisance parameters related to the V+jets shape modelling
uncertainties are treated uncorrelated between the 3+ b-tags regions and all other regions; thus, the nui-
sance parameter names in Table 5.4 are appended “_T3” in the case of the former; the V+h f and V+hl
components are treated separately, also in the 3+ b-tags regions.32.

Since the 1+ add. b-tags regions of the merged regime, in particular the 2 b-tags regions, target the
same signature as the 3+ b-tags region, only in a different phase space, the background composition is
similar, and so are the modelling challenges. This is addressed by treating the nuisance parameters for
the merged-to-resolved regime ratio of the V+jets components decorrelated between the 0 and 1+ add. b-
tag regions. Thereby allowing different levels of deviation from the normalisations foremost determined
in the 1 and 2 b-tags regions of the resolved regime for the different topologies in the merged regime,
e.g. Zhf_rmRatio_0AddTag vs. Zhf_rmRatio_1pAddTag. Given the very limited number of V+jets
events in the 1+ add. b-tags regions, it is refrained from decorrelating the nuisance parameters for the
V+jets shape modelling uncertainties.

Furthermore, the 0-to-2-lepton channel-acceptance ratios of the various Z+jets components are allowed
to deviate from the ones predicted in simulation via respective nuisance parameters that are treated corre-
lated across all regions (e.g. Zhf_lepRatio, cf. Table 5.6).

The other three floating normalisations are related to the tt̄ normalisation in different analysis regions.
In particular, separate nuisance parameters are introduced for the two channels, norm_ttbar_L0 and
norm_ttbar_L2(_T3). Given there is enough constraining power to determine the normalisations with
good precision separately in each channel, this acknowledges that the two channels are probing somewhat
different phase-space regions, and avoids an additional uncertainty on the channel-acceptance ratio.

As discussed in Sec. 5.5.2, in most of the 0-lepton regions the tt̄ background constitutes the domi-
nant contribution, and its normalisation can be constrained at the level of 10 %. The 1+2 b-tags eµ CR
considerably improves the constraining power in the 2-lepton channel, allowing the tt̄ normalisation to be
determined at the level of a few percent; an uncertainty for the extrapolation to the signal regions is taken
into account by means of the SR-to-’eµ CR’ ratio nuisance parameter ttbar_emuRatio_L2. The nuisance
parameters for the shape-related modelling uncertainties are consistently treated decorrelated between the
two channels.

The tt̄ contribution in the 0-lepton 3+ b-tags region (as well as in the 2 b-tags merged 1+ add. b-tags)
mainly arises from mistagging c jets and light jets as b jets. In the 2-lepton channel, however, a good
fraction of the contamination is due to tt̄+h f events, i.e. tt̄ events with additional b and c jets from gluon
splittings, a process that is difficult to model. Therefore, it is justified that in the 0-lepton channel a com-

32All (shape-related) modelling uncertainties described in Sec. 5.6.2 are derived inclusively in the number of b-tags in order to (i)
best exploit the limited simulated samples sizes, (ii) take into account that uncertainties related to the modelling of the b-tagging
efficiencies are considered via dedicated experimental uncertainties, described in Sec. 5.6.1
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mon tt̄ floating normalisation is used in all regions and the shape-related modelling nuisance parameters are
treated correlated across them. In the 2-lepton channel, on the other hand, a dedicated floating normalisa-
tion for the 2-lepton 3+ b-tags regions, that is independent from the one used in all other 2-lepton regions,
is more appropriate: norm_ttbar_L2_T3. Although the tt̄(+h f ) contribution is not small in the 3+ b-tags
SR, the precision with which the tt̄(+h f ) normalisation can be determined, is again clearly improved by the
3+ b-tags eµ CR. Its relative uncertainty is below 20 %, despite the very limited number of events in either
of the 2-lepton 3+ b-tags regions. The nuisance parameter for the normalisation extrapolation from the eµ
CR to the SR is consistently decorrelated for the 3+ b-tags; as are all the nuisance parameters related to the
shape-modelling uncertainties. To their respective names a “_T3” is appended for differentiation from the
ones used in all other regions, e.g. TTbar_Herwig_L2_T3.

Given the very small contribution of tt̄ events in the 2-lepton merged regions, it is refrained from treat-
ing the 0 and 1+ add. b-tag regions differently, despite their different topologies. Therefore, both in the 0-
and the 2-lepton channels, one nuisance parameter is considered for the merged-to-resolved regime extrap-
olation: ttbar_rmRatio_L{0,2}.

Finally, also the statistical uncertainty on the predicted total background contribution due to the limited
simulated samples sizes is taken into account. This is done individually per bin, by assigning to each one
of them a gamma nuisance parameter. Often gamma parameters are only considered for bins with a relative
statistical uncertainty above a certain threshold, e.g. 1 % or 5 %; assuming the statistical precision for the
simulated events is much better than for the data. In the present analysis, however, such a pruning approach
is dismissed given that the statistical uncertainty on the background prediction at low discriminant values
is at best of the same order than what is expected for the data.

In total, 340 parameters are included in the described fit model: 6 floating normalisations, 196 gamma
nuisance parameters and 138 other nuisance parameters, considering that a certain fraction of the total
number is pruned as described in Sec. 5.7.5. This complex fit model is the result of extensive studies and
its validation is, summarised in Sec. 5.7.7, after presenting the expected results in Sec. 5.7.6.

5.7.5 Symmetrisation, Smoothing and Pruning of Systematic Uncertainties

In practice, the impact of all experimental uncertainties and those modelling uncertainties affecting the
shape of the mVh and mT,Vh discriminants are provided as individual histograms and the ±1σ variations are
obtained relative to the nominal templates. There are in particular two aspects of this approach that need to
be considered: (i) systematic uncertainties that lead only to a +(−)1σ variation, and (ii) that the systematic
uncertainties themselves are afflicted with statistical uncertainties given the limited size of the simulated
samples used to estimate their impact; both are addressed as described in the following.

There are a few cases, where a systematic variation leads only to a +(−)1σ effect (the sign is an
arbitrary choice). This is the case for the jet-energy/mass and Emiss

T resolutions, e.g. FATJET_JER/JMR,
and the shape modelling uncertainties derived from generator comparisons, e.g. TTbar_Herwig, as well
as the ’NNLO reweighting’. The corresponding −(+)1σ variation also needed by the profile likelihood fit,
is simply obtained from symmetrising the +(−)1σ effect.

In general, the systematic ±1σ variations lead to correspondingly well defined and smooth ±1σ varia-
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tions of the normalisation and the shape of the mVh and mT,Vh templates. However, statistical fluctuations
in the templates due to the limited size of the simulated samples can cause that the ±1σ variations are
irregular, asymmetric or show an effect in the same direction, i.e. they have a “same-sided” effect. These
issues occur in particular for those systematic uncertainties that lead to changes of the event kinematic dis-
tributions, such as the jet-energy scale uncertainties, because they may cause migrations of events between
the bins of the mVh and mT,Vh distributions or even between analysis regions. Extreme phase-space regions
and subdominant processes are more likely affected. Such distorted ±1σ variations may interfere with
the fit convergence and lead to artificial constraints or pulls (cf. Eq. 5.15) of the corresponding nuisance
parameters. Thus, the effects of the limited simulated sample sizes on the evaluated ±1σ variations are
mitigated by subjecting the templates to a special treatment before they enter the profile likelihood fit.

As such, a dedicated smoothing technique is applied to remove residual statistical fluctuations between
neighbouring bins for the systematic variations of the energy scales of the physics objects, the scale and
resolution of Emiss

T , the b-jet tagging efficiencies as well as PRW_DATASF. It is based on the assumption that
the considered systematic uncertainties can only lead to well defined variations of the nominal distribution
with smooth bin-to-bin transitions. Such a shift or a broadening of the discriminant distribution is reflected
in a ratio between the nominal and varied templates that follows a straight line or a parabolic function,
respectively. Practically, this is enforced by merging bins in the template ratio in an iterative procedure.
Considering the expected statistical fluctuation, the iteration stops when the desired shape is obtained
and the relative statistical uncertainty in each bin computed in the nominal distribution is smaller than
5 %.33 The smoothed systematic variation is then derived from applying the smoothed ratio to the nominal
distribution.

Furthermore, the templates corresponding to the ±1σ systematic effects are averaged and symmetrised
such that they symmetrically enclose the nominal case. This is done for all the templates that have been
smoothed, as well as the ones corresponding to the modelling uncertainties derived using Sherpa (Vjets_)
and related to the in/decrease of the radiation in the tt̄ simulation (TTbar_rad).

Finally, given the large number of systematic sources that are (a priori) considered in the analysis,
it helps both the performance as well as the stability of the fit, if those that show a very small variation
and negligible impact on the fit result are neglected, i.e. pruned. More precisely, normalisation and shape
uncertainties that are considered to have a negligible impact on a certain process (or groups of processes)
in a certain region are not incorporated into the likelihood function. A systematic uncertainty is only
completely disregarded, if its effect is negligible for all samples and regions.

Thus, the normalisation effect of a systematic uncertainty is pruned, if it is less than ±0.5 %, or, if both
±1σ variations lead to either an increase or a decrease of the nominal normalisation, i.e. if the effect is
“same-sided”. It is verified that the latter case only happens as the result of statistical fluctuations in the
templates and that there is no actual impact on the normalisation.

The shape effect of a systematic uncertainty is neglected, if there are less than two bins deviating
from the nominal distribution by at least 1 %. If this pruning criterion removes the +(−)1σ variation,
the corresponding −(+)1σ variation is pruned as well. This is done under the assumption that the latter

33To be precise the (intended) strategy is to merge bins in the ratio that are most compatible with each other, based on a χ2 fit, until
up to three extrema are left. However, due to a mistake found only after publication of the results, always the two extrema at the
highest mVh values were merged independent of their χ2 values. The impact on the expect and observed limits was evaluated: with
the intended strategy they are up to 5 % weaker in particular at low A-boson masses, where the effect of systematic uncertainties
is the strongest (cf. Sec. 5.7.6).
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Figure 5.23: Expected upper limits at the 95 % CL on the cross section for A-boson production times the branching
ratios for the A→ Zh and h→ bb decays for (a) pure gluon-fusion and (b) pure b-associated production, as function
of the A-boson mass. In addition to the combined results also the results obtained considering only the 0-lepton
and 2-lepton regions, respectively, are shown. To do so the fit model described in Sec. 5.7.4 is not modified besides
dropping the respective regions and associated nuisance parameters. The nuisance parameters are profiled to the data
(cf. Sec. 5.7.1).

variation only passes the initial pruning step due to statistical fluctuations.
Rather than considering each and every background process individually, potentially afflicted with large

statistical uncertainties due to the limited sample sizes, the grouped backgrounds listed in the previous
section are treated as single components regarding the described procedures.

5.7.6 Expected Results

In this section expected results obtained with the fit model described in the previous sections using an
Asimov dataset are discussed. In particular, two aspects are studied, namely the impact of different analysis
regions on the expected upper limits on the cross section for A-boson production times the branching ratios
for the A→ Zh and h→ bb decays and the limitations expected from the various sources of uncertainties.

Expect upper limits

In the context of the A-boson search, the signal-strength parameter µ scales the cross section for A-boson
production times the branching ratios for the A → Zh and h → bb decays, σ(gg → (bb)A) × BR(A →
Zh)×BR(h→ bb), assumed for the simulated signal samples (0.5 pb, cf. Sec. 5.3). Therefore, the expected
upper limit obtained on µ̂, as described in Sec. 5.7.2, can be expressed as an upper limit on σ(gg →
(bb)A) × BR(A→ Zh) × BR(h→ bb).

In Figure 5.23 the expected upper limit on σ(gg→ (bb)A)×BR(A→ Zh)×BR(h→ bb) at 95 % CL is
shown separately for pure gluon-fusion and pure b-associated production as function of the A-boson mass.
In order to yield results as close as possible to what is expected for data, an Asimov dataset is used, where
the nuisance parameters were profiled to the data; i.e. it is constructed from simulations that were adjusted
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Figure 5.24: Comparison between the expected upper limits at the 95 % CL on the cross section for A-boson produc-
tion times the branching ratios for the A→ Zh and h→ bb decays assuming pure gluon-fusion and pure b-associated
production (bbA), as function of the A-boson mass. The nuisance parameters in the fit are profiled to the data
(cf. Sec. 5.7.1).

according to the results from a fit to data. The impact of the adjustments on the expected limits relative to
the ones obtained with an Asimov dataset built from the default simulations is discussed in Sec. 5.7.7.

The expected upper limits range from 0.8 pb at mA = 220 GeV to 0.003 pb at mA = 2 TeV for pure gluon-
fusion production; for pure b-associated A-boson production the results are comparable at low masses and
only about 20 % weaker for mA > 550 GeV, as can be seen from their comparison in Fig. 5.24. That
the results for the two production modes are so close, is a great improvement over the previous results
(cf. Fig. 5.5(b)) and is mainly due to the consideration of the bbA-sensitive analysis regions. That the limit
for the bbA mode is still somewhat weaker at intermediate and high mA can be attributed to (i) the fact that
the binning of the discriminants in the 3+ b-tags regions is too coarse (only a single bin above 700 GeV),
and (ii) the 1 and 2 b-tags 1+ add. b-tags regions are combined in the 2-lepton channel; choices made in
order to reduce the statistical uncertainty on the total background prediction due to the limited simulated
sample sizes per bin, particularly affecting these particular phase-space regions.

The impact of different analysis regions on the expected upper limits, besides what was already dis-
cussed in earlier sections, is assessed by comparing the results obtained with the nominal fit model and
a modified version, where certain regions are neglected (as well as the associated nuisance parameters).
Without modifying other aspects of the nominal fit model, in particular the impact of (i) the 0- and 2-lepton
channel regions, respectively, and (ii) the merged regime is evaluated.

In Figure 5.23 in addition to the nominal result, also the expected upper limits obtained when only
considering the 0- and 2-lepton channel, respectively, are shown. The comparison reveals that for mA <

900 GeV, the limits are driven by the 2-lepton channel; the impact of the 0-lepton channel sets in at about
mA = 500 GeV. At higher mA, both channels are almost equally contributing with a slight dominance of
the 0-lepton channel for gluon-fusion production (at the level of 15 %). In particular the trends at low
mA reflect the signal acceptance times efficiency distribution as function of the A-boson mass, shown in
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Figure 5.25: Impact of the merged analysis regions on the expected upper limits at the 95 % CL on the cross section
for A-boson production times the branching ratios for the A → Zh and h → bb decays for (a) pure gluon-fusion
and (b) pure b-associated production, as function of the A-boson mass. To obtain the results labelled “w/o merged
regions” the fit model (cf. Sec. 5.7.4) is not changed besides dropping the merged regions and related nuisance
parameters. The nuisance parameters are profiled to the data (cf. Sec. 5.7.1).

Fig. 5.21: it is mainly carried by the 2-lepton channel with a slow turn-on of the 0-lepton channel. The
larger acceptance of the 0-lepton channel at higher mA, however, seems to be balanced by the significantly
better mass resolution and signal-to-background ratio in the 2-lepton channel, leading to comparable limits.

The comparison of the nominal expected upper limits and those obtained when only considering the
resolved regime, is shown in Figure 5.25. It conveys that the regions of the merged regime help to improve
the results for mA ' 1.2 TeV in the case of gluon-fusion production and somewhat earlier in the case
of b-associated production. The observed transition point is determined by the chosen regime-selection
strategy, PriorityResolvedSR (cf. Sec. 5.5.1): by prioritising the resolved regions of the merged ones, the
point where the latter show an impact is pushed towards higher masses compared to the other discussed
strategies. At mA = 2 TeV, where the acceptance of the resolved regime is small and the inclusion of the
merged regions is expected to show the largest effect (cf. 5.13(a)), the expected limits are improved by
about 60 % (70 %) for gluon-fusion (b-associated) production, respectively.

In summary, the resolved regions of the 2-lepton channel dominate the expected limits at low A-boson
masses, the merged regime regions of both channels at high A-boson masses. The sensitivities to the two
production modes are similar, however, slightly better for gluon-fusion production.

Expected impact of uncertainties on the signal strength

The expected impact of the statistical and various systematic uncertainties can be evaluated by studying
their effect on the estimated signal strength µ̂ of an A-boson signal using an Asimov dataset, i.e. µ̂ = 1 per
definition. For this purpose, σ(gg→ (bb)A) × BR(A→ Zh) × BR(h→ bb) is assumed to have the value at
the expected upper limit shown in Fig. 5.23.

The contribution to the total uncertainty on µ̂ by a group of uncertainties is determined from
√
σ2
µ̂
− σ2

µ̂
′ ,
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Figure 5.26: Fractional impact of the expected statistical and systematic uncertainties on the signal strength µ̂ ob-
tained using Asimov datasets (i.e. µ̂ = 1 per definition) as function of the A-boson mass. Pure gluon-fusion production
is assumed as well as signal cross-sections corresponding to the expected upper limits at the 95 % CL.

where σµ̂ is the total uncertainty on µ̂ obtained in the nominal fit, and σµ̂′ the uncertainty on µ̂
′

obtained
in a fit, where the group of uncertainties under study does not contribute. Generally, this is achieved by
fixing the related nuisance parameters to their values obtained in the nominal fit, while all other parameters
are re-fit. While this potentially leads to asymmetric contributions, they are averaged in the following for
simplicity.

Figure 5.26 shows the fractional contribution of the expected statistical and systematic uncertainties to
the total uncertainty on µ̂ for A-boson signals produced in pure gluon fusion as function of the A-boson
mass: for mA < 300 GeV the systematic uncertainties are dominating, above the statistical uncertainty
due to the limited size of the analysed dataset. The breakdown obtained considering only 0- and 2-lepton
regions, respectively, is shown as well. It reveals that the transition point is determined by the 2-lepton
channel which is driving the sensitivity at low masses; however, it is limited by the branching ratio already
at intermediate mA. The transition point in the 0-lepton channel occurs at higher masses, at about mA =

650 GeV. Therefore, while for mA > 300 GeV the sensitivity of the analysis can still be improved by
analysing an even larger dataset, in order to achieve the same at low mA the systematic uncertainties need
to be reduced.

In the case of considering pure b-associated production, the transition point is somewhat shifted to
higher mA. This can be seen from Table 5.10, where the breakdown is listed for both pure gluon-fusion
and b-associated production for two benchmark masses, mA = 300 GeV and 1.5TeV. For b-associated
production the systematic uncertainty is larger than the expected statistical uncertainty at mA = 300 GeV,
which corresponds to a transition point at a higher mass. This result seems counterintuitive, given the
limited number of events entering the 3+ b-tags region which contributes significantly to the bbA sensitivity.
The reason is that the uncertainties on the dominant background normalisations obtained from the fit to
the data, the floating normalisations, are considered as systematic uncertainties, while in fact they are
determined by the size of the analysed dataset. From the table it can be seen that the relative contribution
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Source
Uncertainty on µ̂

mA = 300 GeV mA = 1.5 TeV
ggF bbA ggF bbA

Statistical 0.32 0.30 0.49 0.47
Systematic 0.34 0.38 0.20 0.22
Total 0.47 0.48 0.53 0.52

Breakdown of Systematic Uncertainties
All normalisations 0.10 0.23 0.06 0.05
↪→ Floating norm. 0.08 0.23 0.04 0.04
All, but normalisations 0.31 0.30 0.18 0.20
Experimental
Luminosity & PU 0.03 0.03 0.05 0.05
Leptons 0.01 0.01 0.02 0.02
Emiss

T 0.00 0.00 0.00 0.00
Jets 0.05 0.04 0.06 0.06
b-tagging 0.10 0.10 0.08 0.08
↪→ b jets 0.10 0.08 0.07 0.05
↪→ c jets 0.02 0.04 0.03 0.01
↪→ light jets & extrap. 0.00 0.00 0.03 0.02
Modelling
Z+jets 0.07 0.19 0.05 0.05
W+jets 0.03 0.03 0.02 0.02
tt̄ 0.08 0.08 0.04 0.05
Other bkgs. 0.04 0.04 0.04 0.05
Signal 0.06 0.06 0.03 0.04
Stat. unc. on sim. 0.27 0.26 0.12 0.15

Table 5.10: Breakdown of the contributions of groups of uncertainties on the expected signal strength µ̂ obtained
using Asimov datasets (i.e. µ̂ = 1 per definition) for A bosons of benchmark masses 300 GeV and 1.5TeV produced
purely in either gluon fusion (ggF) or b-associated production (bbA). Signal cross-sections corresponding to the
expected upper limits at the 95 % CL are assumed. Although the groups in the three breakdown versions are defined
exclusively - besides the subgroups indicated by “↪→ “ - the sum of quadrature of the groups differ from the total
uncertainty due to correlations. Modelling uncertainties related to the Z+jets and tt̄ processes include uncertainties
on the floating normalisations; the statistical uncertainty due to the limited simulated samples sizes is considered as
separate source of systematic uncertainty.
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of the uncertainties on the floating normalisations is almost twice as big for b-associated production than
for gluon-fusion production and that it is driven by the uncertainty on the Z+jets normalisation which is
consistent with the dominance of the 2-lepton channel. While the modelling uncertainties in the table
comprise both normalisation and shape effects, they are dominated by the normalisation uncertainties; the
shape uncertainties are rather well constrained (cf. Sec. 5.7.7). Thus, also at low masses, a larger dataset
can still somewhat help to improve the analysis sensitivity by means of improving the uncertainties on the
floating normalisations, for both the Z+jets and tt̄ contributions.

At high mA, neither the signal nor the background modelling uncertainties have a significant contribu-
tion to the uncertainty on µ̂. This is expected given that a signal with a large mass, such mA = 1.5 TeV,
is peaking in the tails of the mVh and mT,Vh background distribution (cf. Fig. 5.10(e)). Instead, there are
several sources contributing almost equally, in particular from the experimental uncertainties. The compar-
ison with the lower mass point shows, that here the situation is quite similar in both regimes, namely the
dominant contribution is from the b-tagging uncertainty on b-jets, followed by the one on the jet energy
(and mass) scale and resolution. Which is as expected, given that both directly impact the signal accep-
tance and in the case of the resolutions also the discriminants’ distributions. It is interesting to note that
at mA = 300 GeV, the b-tagging uncertainty on c jets is twice as large for the b-associated than for gluon-
fusion production. This is because of the tt̄ contamination in the 3+ b-tags region of the 0-lepton channel,
where the c jet from one of the W-boson decays is misidentified as a third b-jet (cf. Sec. 5.5.2 and below).

Consistency between the two regimes and targeted production modes is found regarding the single most
dominant systematic uncertainty: the statistical uncertainty on the total background prediction due to the
limited simulated sample sizes; it clearly dominates with up to 80 % at very low mA, and even at the highest
mass point the contribution is still at the level of 60 %.

An imminent improvement of this very unsatisfactory situation would result from exploiting a method
known as truth tagging, or tag rate function approach, that is used both in the SM Vh analysis and also
in the search for the SM Higgs boson produced in association with top quarks and decaying into a pair of
b quarks [341] (referred to as tt̄h analysis in the following). Instead of removing simulated events that fail
the required b-tagging criterion, such events are kept, however, weighted by their probability of passing the
considered requirement. The b-tagging efficiencies of the different jet flavours which are measured in data
in bins of the jet pT and η, as described in Sec. 3.4, define the per-jet probability to pass a certain b-tagging
requirement; the corresponding event weight is obtained from considering all possible permutations to built
the Higgs candidate from the jets in the event. While this approach would certainly improve the current
situation, other measures must be clearly taken as well: despite exploring truth tagging, the statistical un-
certainty due to the limited simulated sample sizes is the second dominant systematic uncertainty, closely
behind the signal modelling uncertainty, in the systematically limited SM Vh analysis [248].34 Discussions
about possible solutions are ongoing within the ATLAS collaboration and also with theorists. Improving
the filters at generator level used in the production of V+jets samples, as mentioned in Sec. 5.3, could be
one way of obtaining higher efficiencies and better acceptances at reconstruction level. In addition, analysis
strategies need to be developed that rely less extensively on the estimation of background processes from
simulation.

34Clearly the situation is much different from Run 1: also there the SM Vh analysis exploited truth tagging which lead to a contri-
bution of the statistical uncertainty due to the limited simulated sample size of less than one percent.
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The importance of certain, individual systematic uncertainties can be further studied by ranking them
according to their impact on the expected signal strength. Assuming in the nominal fit the signal strength µ̂
and the postfit value θ̂ of the nuisance parameter θ with postfit uncertainty σθ̂ is found, then the impact of θ
on µ̂ is evaluated by (i) repeating the fit twice with θ being fixed to θ̂±σθ̂, and (ii) computing the difference
of the obtained signal strength ∆µ̂ with respect to µ̂; the procedure is repeated for all nuisance parameters.

Figure 5.27 shows the 15 systematic uncertainties with the largest postfit impact on µ̂ sorted according
to decreasing values of ∆µ̂ for the same benchmark signal hypotheses discussed before; the statistical
uncertainties on the total background prediction encoded in gamma parameters are not considered. In
addition to the postfit impact, also the prefit impact of the various uncertainties on µ̂ is shown. They deviate
from each other, if the fit model is able to extract information from the (Asimov) data on the systematic
effect with higher precision than the auxiliary measurement, i.e. the uncertainty is constrained. This is
reflected by the error bars on the “Pull” being less than one as indicated on the x-axis and discussed in
more detail in the next section. The impact of the floating normalisations centred at one (per definition
given the fit is performed to the Asimov dataset) can only be evaluated at postfit level given that they are
without prior and completely determined by the fit to the (Asimov) data.

Whereas for mA = 300 GeV, where the resolved regime dominates, the ranking is quite clear for both
production modes, at mA = 1.5 TeV, where the merged regime dominates, there are several systematic
uncertainties that have a similar impact on the signal strength; a pattern that is consistent with the results
from the breakdown. Nonetheless, the different rankings are rather consistent regarding the systematic
uncertainties that show a strong impact on µ̂. In both regimes, somewhat more pronounced in the resolved
regime, the uncertainties regarding the modelling of the dominant Z+jets and tt̄ backgrounds rank high. As
discussed before, in particular their normalisations have a strong effect on µ̂ (e.g. norm_ttbar_L0/2); but
also their shapes (e.g. Vjets_ShRenor_Zhf) and the extrapolations between the different analysis regions
(e.g. ttbar_emuRatio_L2) are important. In fact the Z + h f /hl normalisation in the 3+ b-tags region,
norm_Zjets_T3, has not only the strongest impact on µ̂ for the signal with mA = 300 GeV produced in
b-association, but it has the largest impact of all systematic uncertainties considered here. This is explained
by the fact that, while the 3+ b-tags region of the 2-lepton channel is contributing significantly to the
signal sensitivity, the region is only sparsely populated, and thus not able to sufficiently constrain the
dominant Z+h f background. Moreover, the assumption, discussed in Sec. 5.5.3, that the signal is located
in a small number of bins compared to the full mVh distribution allowing to estimate the background almost
independently, does not hold well in this region: the limited event yield and simulated sample size requires
coarse binning (cf. Fig. 5.32(j)).

As expected, and consistent with the observations discussed in the context of the breakdown, several of
the systematic uncertainties related to b-tagging appear highly ranked in both regimes, for small-R jets in
the resolved regime and for track jets in the merged regime. In particular, FT_B_0_smallR is ranked first
and second for gluon-fusion and b-associated production, respectively, in the resolved regime. This is not
surprising given it is the dominant component of the uncertainties related to the b-tagging efficiency for
b-jets; encoding the normalisation effect, it directly impacts the signal efficiency. FT_B_0_smallR is also
one example, where the prior uncertainty is constrained and the impact on µ̂ reduced with respect to the
prefit impact. This is not unexpected given that several regions with different number of b-tags are included
in the fit and variations of FT_B_0_smallR result in migrations between those regions.

The constraint of FT_C_0_smallR in the case of the b-associated production mode is especially strik-
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Figure 5.27: Ranking of modelling and experimental systematic uncertainties (cf. Secs. 5.6 and 5.7.4) according to
their postfit impact on the expected signal strength µ̂ obtained using Asimov datasets (i.e. µ̂ = 1 per definition) for
A bosons of benchmark masses 300 GeV (top) and 1.5 TeV (bottom) purely produced in either gluon fusion (left) or
b-associated production (right). Signal cross-sections corresponding to the expected upper limits at the 95 % CL are
assumed.
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ing. The prior of this uncertainty related to the normalisation effect of the c-jet tagging efficiency is with
20-40 % quite large (cf. Sec. 5.6.1); and it is propagated almost undiminished to the tt̄-dominated 3+ b-tags
region of the 0-lepton channel. As mentioned above, in this region, the tt̄ contamination mainly arises from
misidentifying c jets from hadronic top-quark decays. Because the common tt̄ normalisation in this chan-
nel is determined by the resolved 1 and 2 b-tags regions with high precision, the 3+ b-tags region provides
excellent control on the c-jet tagging efficiency and the prefit uncertainty is reduced by about a factor three.

In the merged regime, the uncertainty on the jet mass resolution, FATJET_JMR, corresponding to the
resolution of the reconstructed Higgs-boson mass shows the largest impact on the signal strength indepen-
dent of the signal production mode; as discussed above, variations of it lead not only to migrations into
and out of the signal region, but also to differences in the mVh and mT,Vh distributions. Also, the uncer-
tainty with the same effect in the resolved regime, the jet energy resolution JER, is ranked rather high for
gluon-fusion production, and the constraint reflects the sensitivity of the fit model to it.

The uncertainty associated with the luminosity, LUMI_201516, moves up to the second rank in the
merged regime. It affects both the signal as well as the subdominant background processes, for which both
the shapes and normalisations are estimated from simulation, such as W+jets and diboson, but also tt̄V .
Their relative contribution is much higher in the merged regime than in the resolved regime.

Further aspects of the systematic uncertainties and their impact on the signal strength are discussed in
the following section in the context of the fit validation.

In summary, the modelling uncertainties related to the dominant background processes as well as un-
certainties related to b-tagging and the jet-energy/mass scale and resolution have a strong impact on the
signal strength. However, the by far dominant systematic uncertainty is the statistical uncertainty on the
background estimates due to the limited simulated samples sizes. It needs to be addressed in order to be
able to improve the results for mA < 300 GeV; for higher masses, the analysis can still profit from a larger
dataset.

5.7.7 Validation of the Fit Model

As mentioned previously, the approach to incorporate systematic uncertainties in a maximum likelihood
fit, and evaluate their impact on the results via nuisance parameters, requires thorough validation of the fit
model, ensuring all effects due to the various sources of systematic uncertainties are properly described.
Besides reasoning the impact of certain systematic uncertainties as done in the previous section, the be-
haviour of the nuisance parameters in the fit and in particular potential differences arising in the fit to data
with respect to the fit to the Asimov dataset need to be understood and are discussed in the following.

Adjustments of the background predictions

The expected upper limits at the 95 % CL on the A-boson production cross-section times the branching
ratios for the A → Zh and h → bb decays as function of mA, presented in Figs. 5.23-5.25, are obtained
from an Asimov dataset, where the predictions are adjusted according to the results of the fit to the data. As
mentioned, this is done in order to yield an estimate as close as possible to the results expected in the data.
And indeed, the impact from profiling the nuisance parameters to the data is not small: compared to the
results computed using the default Asimov dataset, the limits are up to 15 % weaker at low mA, independent
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Resolved regime Merged regime

1 b-tag 2 b-tags 3+ b-tags
1 b-tag 2 b-tags 1 b-tag 2 b-tags

0 add. b-tags 1+ add. b-tags
0 lepton
tt̄ 1.09 1.15 1.56 1.00 1.33 1.08 1.28
Z+hl 1.26 1.73 1.50 1.04 - 1.07 -
Z+h f 1.38 1.29 1.21 1.22 1.23 1.39 1.52
Total Bkg. 1.15 1.16 1.52 1.05 1.12 1.09 1.28
2 lepton
tt̄ 1.00 0.98 1.29 1.03 1.00 0.91
Z+hl 1.20 1.37 - 0.99 0.84 1.03
Z+h f 1.32 1.25 1.27 1.18 1.20 1.28
Total Bkg. 1.21 1.17 1.28 0.97 1.10 1.00

Table 5.11: Scale factors on the prefit normalisations of the dominant tt̄, Z+h f and Z+hl background processes as
well as the total background contribution in the various signal regions of the 0- and 2-lepton channel obtained from
a background-only fit to the data.

of the considered production mode. The reason for this is an underestimation of the contributions of the
dominant background processes, in particular in the resolved regime, by the exploited simulations.

This can be seen from Figs. 5.28 and 5.29 showing the mT,Vh or mVh postfit distributions in the fit
regions of the 0- and 2-lepton channel, respectively. The background predictions are adjusted according
to the results of a background-only fit to the data, i.e. the floating normalisations and the other nuisance
parameters are taken at their postfit values obtained in a conditional fit assuming µ = 0.35 In addition
to the various adjusted background components drawn stacked as coloured, filled histograms, the total
background prediction prior to the fit (i.e prefit) is also indicated as dotted blue line. Whereas the post-
fit prediction of the total background shows reasonable agreement with the data in all regions, the prefit
prediction does not, with only two exceptions: Figs. 5.29(d) and 5.29(g). Generally, the prefit prediction
undershoots the data significantly; particularly striking are the needed adjustments in the 3+ b-tags regions.

The factors, by which the prefit normalisations of the dominant background processes, as well as the
total background contribution, are scaled in order to obtain the postfit normalisations in the different signal
regions are listed in Table 5.11. For example, it can be seen that the data suggests that the tt̄ contribution
in the 3+ b-tags regions of the 0-lepton (2-lepton) channel is about 60 (30)%, higher than anticipated by
the simulation; on the contrary the prediction seems perfectly accurate in the case of the 1- and 2-b-tags
regions of the 2-lepton channel, resulting in scale factors close to unity. Also the contributions of the Z+jets
components are underestimated at the level of 20-30 %, consistently across the various regions (considering

35It is mainly for practical reasons that a conditional background-only fit is performed; choosing a certain signal-mass hypothesis is
as good as not considering any signal at all. This is done under the assumption that, in any case, µ̂ is floated almost decorrelated
from all other parameters of the fit, and that independent of the hypothesised mass the adjustment of the nuisance parameters
affecting mainly the background modelling is little affected by the presence of a potential signal. While this assumption generally
holds, motivating also that in this analysis only few control regions are used, there is the exception of the 3+ b-tags resolved region
(cf. Sec. 5.7.6).
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Figure 5.28: Postfit distributions of mT,Vh in the (a)-(c) resolved and (d)-(g) merged signal regions of the 0-lepton
channel after a combined background-only fit to the data including the 2-lepton regions (cf. Fig. 5.29). The y-axis
shows the number of events divided by the bin width in GeV. The various background components as obtained
from the fit are drawn stacked as coloured, filled histograms; the total background prediction given by the prefit
simulations is indicated as dotted blue histogram. The combined statistical and systematic uncertainties on the fitted,
total background distribution are shown as hatched band. The distribution expected for a hypothesised A boson with
mA = 300 GeV produced purely in gluon fusion with an assumed cross section of 5 pb is overlaid as dashed red
histogram. The ratio of the data and the fitted, total background distribution is shown in the lower panel. In Figures
(a)-(c) a reduced x-axis range is shown with respect to the fitted range; the overflow is not taken into account.
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Figure 5.29: Postfit distributions of mVh in the (a)-(c) resolved and (d)-(f) merged signal regions of the 2-lepton
channel as well as the (g)-(h) eµ control regions after a combined background-only fit to the data including the 0-
lepton signal regions (cf. Fig. 5.28). The y-axis shows the number of events divided by the bin width in GeV. The
various background components as obtained from the fit are drawn stacked as coloured, filled histograms; the total
background prediction given by the prefit simulations is indicated as dotted blue histogram. The combined statistical
and systematic uncertainties on the fitted, total background distribution are shown as hatched band. The distribution
expected for a hypothesised A boson with mA = 300 GeV produced purely in gluon fusion with an assumed cross
section of 5 pb is overlaid as dashed red histogram. The ratio of the data and the fitted, total background distribution
is shown in the lower panel. In Figures (a)-(c), (g) and (h) a reduced x-axis range is shown with respect to the fitted
range; the overflow is not taken into account.
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only those regions which have a reasonable statistical precision).
While these numbers are the result of a complex interplay between all the nuisance parameters that

affect either the global normalisation (i.e. across regions, such as the floating normalisations) or the “re-
gional” normalisations (i.e. affecting certain regions, such as the ones related to the b-tagging efficiencies),
they can still be reasoned by studying the pulls of the nuisance parameters that reflect the individual ad-
justment (or shift) of each parameter in the fit to the data, as well as the correlations between the different
nuisance parameters that arise in the process (initially all sources of systematic uncertainties, and thus the
nuisance parameters are treated as uncorrelated).36

Nuisance parameter pulls

The pull of an adjusted nuisance parameter, θ̂, is defined as

pull =
θ̂ − θ

σθ
=

θ̂

σθ
(5.15)

where θ denotes its prefit value with uncertainty σθ as propagated from the auxiliary measurement; θ ≡ 0
and σθ ≡ 1 by construction of the likelihood function (cf. Sec. 5.7.3). The postfit uncertainty on a nuisance
parameter as well as the correlations between two different nuisance parameters are obtained from the
covariance matrix of the estimators of all the parameters, Vi, j = cov(θ̂i, θ̂ j), which is estimated from the
inverse of the second derivatives of the log-likelihood function [335]

cov(θi, θ j) =

[
−
∂2 log L(θ)
∂θi∂θ j

]−1

(5.16)

evaluated at µ̂ and θ̂.37 As already discussed earlier, the postfit uncertainty on the nuisance parameter,
σθ̂i

= (Vi,i)1/2, might be reduced with respect to the prefit uncertainty σθi , if the fit model is able to extract
information on the parameter from the data with higher precision than the auxiliary measurement; i.e. the
present measurement is able to constrain the nuisance parameter.

Figure 5.30 shows the pulls and postfit uncertainties obtained in a fit to data for the most relevant
nuisance parameters, according to the discussion in the previous section, omitting the gamma parameters.
The postfit uncertainties can be compared to the ones obtained in a fit to an Asimov dataset, where for the
hypothesised A-boson signal with mA = 300 GeV, produced solely via gluon fusion, σ(gg→ A)×BR(A→
Zh)×BR(h→ bb) is assumed to have the value at the expected upper limit at the 95 % CL (cf. Fig. 5.23(a).
The pulls of the Asimov fit are centred at zero, as the estimators agree with the nominal (prefit) values; an
exception constitute the floating normalisations in Fig. 5.30(a). They have a nominal value of unity, since
in the absence of prefit uncertainties they are expressed in absolute terms.

Generally, the observed constraints as well as the uncertainties on the floating normalisations are in
good agreement with the expectation. In addition, most of the pulls from the fit to data are very small;
there are only a few more significant ones, such as Vjets_MG_Zhl (cf. Fig. 5.30(c)). Only one nuisance
parameter is pulled more than one standard deviation (σθ): FT_C_0_smallR; the strong constraint, already

36Clearly, this statement does not only apply to the normalisations, but also the shapes of the background predictions.
37Where here θ̂ stands for both µ̂ as well as the nuisance parameters; and σθ̂i

= (Vi,i)1/2 and corr(θ̂i, θ̂ j) = Vi, j/(σθ̂i
σθ̂ j

)
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Figure 5.30: Comparison of the nuisance parameter pulls from a fit to data (black) and to an Asimov dataset (red) for
the most relevant systematic uncertainties. The cross section of the hypothesised signal produced in pure gluon fusion
with a mass of 300 GeV is assumed to have the value at the 95 % CL expected upper limit (cf. Fig. 5.23(a)). The
pulls from the Asimov fit are zero, as the estimators agree with the nominal (prefit) values; an exception constitute
the floating normalisations in Fig. (a), where the nominal value corresponds to unity, as in the absence of prefit
uncertainties they are expressed in absolute terms. The nuisance parameter names are defined in Secs. 5.6 and 5.7.4.
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discussed in the previous section, indicates the high sensitivity of the fit model to it.
The floating normalisations, shown in Fig. 5.30(a) and also listed in Table 5.9, deviate 10-20 % from

unity, and thus from the prefit prediction. The only exception is the tt̄ normalisation the 1 and 2 b-tags
regions of the 2-lepton channel, norm_ttbar_L2: it is in perfect agreement with the nominal simulation.
While it is mainly determined from the dedicated 1+2 b-tags eµ CR, which shows excellent modelling
as can be seen from Fig. 5.29(g), this apparently applies as well to the signal region. The nuisance pa-
rameter allowing for potential differences, ttbar_emuRatio_L2 (cf. Fig. 5.30(b)), is hardly pulled; thus,
the corresponding scale factors in Table 5.11 are close to unity as well. The small difference between the
scale factors of the 1 and 2 b-tags SRs can be explained by the slight upward pull of FT_B_0_smallR
(cf. Fig. 5.30(e)). Corresponding to a slight decrease of the b-tagging efficiency with respect to what is
assumed in simulation, it causes a migration of events out of the 2 b-tags regions.

In the 0-lepton channel, the floating normalisation for the tt̄ background, norm_ttbar_L0, indicates
that the data generally prefers an about 10 % higher tt̄ contribution in the considered phase space. While
this is reflected by the tt̄ scale factors in Table 5.11 for some of the 0-lepton regions, the ones for the
3+ b-tags and merged 2 b-tags regions are significantly higher. Given that in those regions the tt̄ contam-
ination mainly arises from misidentification of c jets (cf. Sec. 5.5.2), this can be explained by the pulls of
the nuisance parameters related to the normalisation impact of the c-jet tagging efficiency uncertainties,
FT_C_0_smallR and FT_C_0_track, in the resolved and merged regimes, respectively. The downwards
pull of FT_C_0_smallR by about 1 σ indicates that the c-jet tagging efficiency (for small-R jets) in data is
with up to 40 % significantly higher than suggested by the exploited default calibration. Thus, the present
analysis is able to confirm the results of the (at the time) alternative tt̄-calibration method (cf. Sec. 5.6.1),
demonstrating impressively the power of a profile likelihood fit.38

Similarly, the scale factors for the merged 2 b-tags regions of the 0-lepton channel can be explained.
FT_C_0_track is pulled in the same direction, suggesting an about 30 % higher c-jet tagging efficiency for
track jets in the data than anticipated. However, the 2 b-tags, 1+ add. b-tags region (cf. Fig. 5.28(g)), which
is driving this result, does not have the constraining power of the resolved regime given it is only sparsely
populated.39 Because, at the time of writing, no dedicated calibration for the c-jet tagging efficiency of
track jets is available, the results found here cannot be confirmed independently.

As discussed previously, the tt̄ contamination of the 3+ b-tags region of the 2-lepton channel has a
significant contribution by tt̄+h f production. Thus, while the higher c-jet tagging efficiency in data also
affects the measured tt̄(+h f ) normalisation, the main reason for the needed adjustment by a scale factor
of almost 1.3, is the underestimation of the tt̄+h f normalisation by current simulations in general and by
Powheg +Pythia 6 in particular. This mismodelling is also observed by several other analyses, such as the
tt̄h analysis which also considers regions with more than three b-tagged small-R jets; not only by the one of
the ATLAS collaboration [341], but also by the one of the CMS collaboration [342]. Therefore, at the time
of writing, there are ongoing efforts across the collaborations and involving also theorists to find the cause
and resolve the underlying issue. Until then, a common approach is to adjust the normalisation in a fit to the
data, which justifies the different tt̄ floating normalisation in the 3+ b-tags region of the 2-lepton channel,
norm_ttbar_L2_T3. The value of 1.2(±0.2) is predominantly determined in the dedicated 3+ b-tags eµ

38This result is indeed independent as the calibration analysis relies on tt̄ events with exactly one well-identified lepton.
39Given the additional uncertainty on the c-jet tagging efficiency of track jets accounting for potential differences when extrapolating

the calibration results from small-R jets (cf. Sec. 5.6), the smaller pull of FT_C_0_track with respect to FT_C_0_smallR still
results in a similar increase of the c-jet tagging efficiency.
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region, shown in Fig. 5.29(h), and is in agreement with what is found elsewhere.
Given the rather limited statistical precision and the reasonable agreement between the data and the

simulation after adjusting the parameters according to the fit, it seems justified that in this analysis it was
not considered to apply any corrections regarding the shape of the mVh distribution of tt̄(+h f ) at prefit level,
as it was done in tt̄h analysis. After all, several shape-related modelling uncertainties are included in the
fit, and the chosen decorrelation scheme prevents an unjustified propagation of constraints from the 1 and
2 b-tags regions with high statistical precision and different tt̄ composition. For example, the constraint on
the uncertainty regarding the parton-shower model, TTbar_Herwig_L2 in Fig. 5.30(d) is not propagated
to the 3+ b-tags region, given TTbar_Herwig_L2_T3 is treated decorrelated.40

In a similar way the results for the different Z+jets components can be understood. However, the sit-
uation is somewhat more complex given the large number of nuisance parameters associated with their
description and the correlation across the two lepton channels. The floating normalisations suggest that
Sherpa 2.1 underestimates the Z+hl and Z+h f components at the level of 10-20 %, although the corre-
sponding uncertainties are at the same level.41

While they are mainly determined from the resolved 1 and 2 b-tags regions of the 2-lepton channel, the
estimates seem to also describe the contributions in the 0-lepton channel well. The Zhf/Zhl_lepRatio
nuisance parameters, accounting for potential differences regarding the acceptances in the two lepton chan-
nels, are almost centred at zero, while the slight constraint reflects some sensitivity.

Nonetheless, the Z+hl and Z+h f scale factors in Table 5.11 deviate quite strongly from the floating
normalisations in all regions; in particular in the resolved regime they are somewhat higher. This can be
mainly attributed to the previously discussed adjustments of the b-tagging related nuisance parameters. For
example, the scale factor for the Z+hl component in the 2 b-tags region of the 2-lepton channel of about
1.4 can be explained by the combined effect of the pulls of FT_C_0_smallR and FT_Light_0_smallR.
The prefit impact of the latter on the Z+hl normalisation is as high as ∼43 % and the pull by about 0.5σ,
results in an increase of about 20 %; the former adds another 7 %. However, a detailed understanding how
the various nuisance parameters lead to the background scale factors is difficult, given the degeneracy in
particular between the b-tagging related nuisance parameters, affecting the normalisations in the various
b-tag regions, and the floating normalisations; their correlations are somewhat discussed below.

Nuisance parameter correlations

Figure 5.31 shows the reduced version of the full correlation matrix obtained from a fit to data, where the
hypothesised A-boson signal with mA = 300 GeV is assumed to be produced purely in gluon fusion and
σ(gg→ A) × BR(A→ Zh) × BR(h→ bb) to have the value at the 95 % CL expected upper limit.

It only shows those nuisance parameters that exhibit with at least one other parameter a correlation of
≥ 25 %. While there are only a few stronger correlations between certain nuisance parameters related to

40Generally, it should be avoided that shape-related modelling uncertainties get constrained, or (worse) pulled, by not profiling them
at all. This is because, in their case the extrapolation between the available ±1σ variations is even less well defined than for
other nuisance parameters. Nonetheless, at the time of the analysis this was still a rather common approach to have these two-
point modelling uncertainties, but discussions with both theorists and statisticians started to develop better strategies to estimate
modelling uncertainties than by generator comparisons.

41This result is a clear improvement with respect to Sherpa 2.2.1, where the deviations were rather at the 30 % level.
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Figure 5.31: Correlation matrix of nuisance parameters from a fit to data. The hypothesised A-boson signal with
mA = 300 GeV is assumed to be produced purely in gluon fusion and σ(gg → A) × BR(A → Zh) × BR(h → bb) to
have the value at the 95 % CL expected upper limit (cf. Fig. 5.23(a)). Only those nuisance parameters are shown that
exhibit at least a 25 % correlation with any other parameter. The nuisance parameter names are defined in Secs. 5.6
and 5.7.4.

experimental and modelling uncertainties, the correlations between all the floating normalisations and with
the b-tagging related nuisance parameters FT_B_0_smallR are striking.

It might surprise that there are positive correlations between the different floating normalisations. A
priori, one would rather expect an anti-correlation between the different background components in a
certain region, e.g. between norm_ttbar_L2 and norm_Zhf, and no correlation between the floating
normalisations of background components that are treated, independently in the two channels, such as
norm_ttbar_L2 and norm_ttbar_L0. However, the shown correlations can be understood from the (pos-
itive) correlations of the floating normalisations with FT_B_0_smallR.

As indicated before, FT_B_0_smallR is defined such that an upwards (downwards) pull corresponds
to a decrease (increase) of the prior b-tagging efficiency and, thus to a decrease (increase) of the number
of b-jet events in the considered regions. The same effect can be achieved via a decrease (increase) of
the respective floating normalisations. Therefore, the observed positive correlations between the floating
normalisations and FT_B_0_smallR of at least 50 %, except for the Z+hl background, is just as expected.
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The positive correlations among the various floating normalisations arise then indirectly from this when
inverting the second derivatives of the log-likelihood function (Eq. 5.16).

In any case, the correlations observed for the fit in data are very well reproduced by a corresponding
fit to the Asimov dataset (not shown here), despite the few rather strong pulls occurring in the fit to data,
resulting in an evaluation of the correlations for different parameter values than in the Asimov dataset via
Eq. 5.16. In the case of the fit to the Asimov dataset, however, also a few correlations with the signal-
strength parameter can be observed; the strongest is with FT_B_0_smallR. While this is certainly due to
the choice of the hypothesised mA, as well as the considered production mode, this result is consistent with
the findings discussed in the previous section, where FT_B_0_smallR showed the strongest impact on µ̂
for the considered mass point and production mode (cf. Fig. 5.27(a)).

Validation of the fit results

As mentioned earlier, the mh-sideband regions defined in Sec. 5.5.3 are used to further validate the fit
model. Figure 5.32 shows the mVh and mT,Vh distributions in the various b-tag categories of the resolved
and merged sideband regions of the 0- and 2-lepton channel; the same binning as for the signal regions
shown in Figs. 5.28 and 5.29 is used. As previously for the signal regions, the background predictions are
adjusted according to the postfit values of the nuisance parameters obtained in the nominal fit. In addition
to the systematic uncertainties considered in the nominal fit, dedicated ones on the acceptance differences
between the signal and sideband regions are considered for the dominant background components tt̄ and
V+jets (as well as single-top), listed in Tables 5.5 and 5.6. For those additional uncertainties, the same
(de)correlation scheme is used that was discussed for the signal regions in Sec. 5.7.4; e.g. the tt̄-related
nuisance parameters are treated decorrelated between the two lepton channels. Since the adjustments are
simply extrapolated from the nominal fit result, the additional uncertainties are not profiled and their prior
values are considered.

Generally, there is good agreement between the data and the adjusted simulations, in particular when
considering the statistical limitations. There are only three exceptions, where some rather systematic devi-
ations occur: in the 3+ b-tags regions of both lepton channels, and in the 1 b-tag, 0 add. b-tags region of
the 0-lepton channel.

In this last, fairly-well populated region, the postfit expectation is systematically undershooting the
data, with exception of the first bin, as can be seen from Fig. 5.32(d). As described in Sec. 5.5.3, in the
sideband regions events from the low and the high sideband regions are combined. This means that in the
sideband region of the merged regime events with Higgs-candidate masses of 50 GeV < mJ < 75 GeV and
145 GeV < mJ < 200 GeV, respectively, are combined, although they have quite different event topologies
and background compositions. This can be seen from Fig. 5.33(c) which shows the postfit distribution of the
Higgs-candidate mass in the full considered range of 50 GeV < mJ < 200 GeV, i.e. the signal and sideband
regions are merged. The discontinuities at the transition points between the signal and sideband regions,
i.e. at mJ = 75 GeV and 145 GeV, are a result of the chosen regime-selection strategy, PriorityResolvedSR
(cf. Sec. 5.5.1): events are only tested whether they enter the merged sideband-regions after they failed
both the resolved and merged signal-region selections as well as the resolved sideband-regions selection.

The tt̄-dominated high-sideband region shows reasonable agreement between the data and the adjusted
simulation, which hardly differs from the prefit prediction. In the low-sideband region on the other hand,
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Figure 5.32: Postfit distributions of mT,Vh and mVh in the resolved and merged sideband regions of the (a)-(g) 0-
lepton and (h)-(m) 2-lepton channel after the nominal combined background-only fit to the data in the signal regions
(cf. Figs. 5.28 and 5.29). The y-axis shows the number of events divided by the bin width in GeV. The various
background components adjusted to the results obtained from the fit are drawn stacked as coloured, filled histograms;
the total background prediction given by the prefit simulations is indicated as dotted blue histogram. The combined
statistical and systematic uncertainties on the adjusted, total background distribution are shown as hatched band,
including additional uncertainties accounting for acceptance differences of the sideband regions with respect to the fit
regions. The distribution expected for a hypothesised A boson with mA = 300 GeV produced purely in gluon fusion
with an assumed cross section of 5 pb is overlaid as dashed red histogram. The ratio of the data and the fitted, total
background distribution is shown in the lower panel.
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Figure 5.33: Postfit distributions of the Higgs-candidate mass in signal and sideband regions: in the 3+ b-tags regions
of (a) the 0-lepton channel, (b) the 2-lepton channel as well as (c) in the 1 b-tag, 0 add. b-tags regions of the 0-lepton
channel, after the nominal combined background-only fit to the data in the fit regions (cf. Figs. 5.28 and 5.29). The
various background components adjusted to the results obtained from the fit are drawn stacked as coloured, filled
histograms; the total background prediction given by the prefit simulations is indicated as dotted blue histogram. The
combined statistical and systematic uncertainties on the adjusted, total background distribution are shown as hatched
band; additional uncertainties accounting for acceptance differences of the sideband regions with respect to the fit
regions are considered. The distribution expected for a hypothesised A boson with mA = 300 GeV produced purely
in gluon fusion with an assumed cross section of 5 pb is overlaid as dashed red histogram. The ratio of the data and
the fitted, total background distribution is shown in the lower panel.

the total background prediction systematically undershoots the data, causing the mismatch observed in the
mT,Vh distribution in the combined sideband region. Given that in this region only one b-tag is required,
there is a contribution of events with only one track jet associated with the candidate large-R jet; and this
fraction is significantly higher in the low-sideband region than in the signal or the high-sideband regions.
This difference can explain why an adjustment of the simulation derived in the signal region is not appro-
priate for the low-sideband region, while it is for the high-sideband region. The mJ distribution at even
lower values, where the fraction of events with only one track jet associated with the candidate large-R jet
dominates, are known to be not very well modelled by simulations; this motivated the restriction of the
sideband region to mJ > 50 GeV.

Similarly, the mismodelling in the 3+ b-tags region of the 0-lepton channel, shown in Fig. 5.32(c), can
be explained by the fact that the type of events entering the signal and the sideband regions differ, making
the adjustments derived in the signal region not well suited for correcting the simulations in the sideband
region. From Figure 5.33(a), showing the full postfit distribution of the Higgs-candidate mass m j j, one can
see that again the mismodelling is mainly concentrated in the low sideband region, i.e. 50 GeV < m j j <

110 GeV. As discussed before, in the signal region, the main source for the tt̄-background contribution is
the misidentification of c jets stemming from one of the W-boson decays, while the fraction of tt̄+h f events
is small - justifying the common tt̄ normalisation across all 0-lepton regions. In the sideband regions, how-
ever, tt̄+h f contribution appears to be significantly higher, in particular in the low-sideband region. This
explains the mismodelling, as the underestimation of the tt̄+h f contribution by the exploited simulation is
not addressed by the corrections to the tt̄ normalisation obtained in the 0-lepton signal region. Considering
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that low m j j values rather correspond to small opening angles between the jet candidates, as expected for
quark pairs stemming from gluon splittings, it is consistent that the contribution of tt̄+h f events increases
towards low m j j values. Accordingly, intermediate and high m j j correspond rather to larger opening angles
expected for b-jets and c jets stemming from the same and different top-quark decays, respectively.

In the 3+ b-tags region of the 2-lepton channel, shown in Fig. 5.32(j), the mismodelling is more pro-
nounced than in the other discussed regions; the rather large uncertainties are not able to cover the differ-
ences between data and the adjusted simulation. Other than before, the level of disagreement is similar in
the low- and high-sideband regions, as can be seen from Fig. 5.33(b). Also here the extrapolation of the
adjustments regarding the tt̄(+h f ) background from the signal region to the sideband region is not valid and
causes the observed disagreement; this can be demonstrated by means of the dedicated eµ control region.

For this purpose, its definition is slightly adapted. As described in Sec. 5.5.3, the eµ control region,
entering the fit, differs from the signal region only by (i) requiring opposite-flavoured leptons, and (ii)
omitting the Emiss

T /
√

HT requirement, designed to suppress the tt̄ contamination in the signal region.
However, in order to obtain eµ validation regions that mimic the signal and sideband regions as close
as possible, the Emiss

T /
√

HT requirement is applied. This defines the “signal region-like” eµ validation
region; by replacing the mh-window requirement by selecting events with 50 GeV < m j j < 100 GeV and
145 GeV < m j j < 200 GeV, the “sideband region-like” eµ validation region is obtained. Thus, only remain-
ing difference between the two eµ validation regions and the signal and sideband regions, respectively, is the
requirement regarding the lepton flavours (opposite vs. same). Therefore, it is expected that the distribution
of the tt̄ background is very similar in the corresponding regions.

Figure 5.34 shows the mVh distributions in both eµ validation regions for the 2 b-tags and the 3+ b-tags
categories after adjusting the predictions according to the postfit values of the nuisance parameters obtained
in the nominal fit. In the case of the 2 b-tags category, for both the “signal region-like” and the “sideband
region-like” eµ regions there is good agreement between data and the adjusted simulation. In particular for
the former, this is rather expected given the excellent agreement in the eµ control region and the minimal
adjustments needed (cf. Fig. 5.29(g)).

Also in the case of the 3+ b-tags category of the “signal region-like” eµ region, shown in Fig. 5.34(c),
the modelling of the data distribution is quite reasonable, considering the large uncertainties both on the
background prediction as well as the data; the agreement is at the same level as in the case of the nominal
eµ control region (cf. Fig. 5.29(h)). However, in the 3+ b-tags category of the “sideband region-like” eµ
region, shown in Figs. 5.34(d), the adjusted prediction deviates considerably from the data: the simulation
is not only underestimating the tt̄(+h f ) contribution, but the predicted mVh distribution is also shifted to-
wards lower values. Thus, the adjustments derived in the nominal fit, mainly from the 3+ b-tags eµ control
region, are not suited to describe the tt̄+h f component in the sideband region. Since the observed trend
agrees with the discrepancy seen in Fig. 5.32(j), this apparent mismodelling of the tt̄(+h f ) prediction seems
to be the cause for it. While this suggests, that the observed level of disagreement in the sideband region is
expected, the cause for it remains unknown. However, further studies go beyond the scope and the needs
of this analysis. Some filling text
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Figure 5.34: Postfit mVh distributions in the 2 b-tags (top) and 3+ b-tags (bottom) categories of the “signal region-
like” (left) and “sideband region-like” (right) eµ validation regions, defined in the text. The tt̄-dominated background
prediction is adjusted according to the postfit values of the nuisance parameters obtained in the nominal fit. The
combined statistical and systematic uncertainties on the adjusted, total background distribution are shown as hatched
band; no additional uncertainties accounting for acceptance differences with respect to the nominal eµ control region
are considered. The ratio of the data and the fitted, total background distribution is shown in the lower panel.

Summary

Despite its complexity, the fit model described in Sec. 5.7.4, yields robust results. Any nuisance parameter
constraints that appear are expected from the fits to the Asimov dataset; the same applies to the correla-
tions. All pulls of nuisance parameters that occur (per definition) only in the fit to data seem justified and
are supported by independent results where applicable. In general, the adjusted simulations show good
agreement with the data; not only in the fit regions, but also in the sideband regions used to validate the
results.
Some filling text
Some filling text
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5.8 Results and Interpretations

In this section, the results of searching for the presence of a resonance compatible with an A boson with
a mass between 220 GeV and 2 TeV in the transverse- and invariant-mass spectra of the Zh system in the
0- and 2-lepton channels, mT,Vh and mVh, are presented. The obtained upper limits on the cross section
for A-boson production times the branching ratios for the decays A → Zh and h → bb are interpreted in
the context of the four CP- and flavour-conserving 2HDMs, Type-I, Type-II, Lepton-specific and Flipped
Model, that were introduced in Sec. 1.2; the constraints on the 2HDM parameters tan β and cos(β − α) are
discussed comprehensively.

Furthermore, also the results of searching for the presence of new heavy vector bosons, V ′ = W′, Z′,
with masses between 500 GeV and 5 TeV in their decays W′ → Wh and Z′ → Zh are presented. The
general search strategy is very similar to the one for the A boson, and in particular the search for the
Z′ boson is conducted using a subset of the discussed 0- and 2-lepton analysis regions. In order to improve
the sensitivity to a W′ signal, the 0-lepton channel is combined with a 1-lepton channel, targeting the `νbb
final state. As the latter is not considered in the A → Zh search, it is not discussed in this thesis; details
can be found in Ref. [6]. The results are presented in the context of the previously introduced HVT model
(cf. Secs. 5.1 and 5.2).

Finally, the upper limits obtained in the A → Zh search are also interpreted in the context of the
hMSSM, which is a concrete realisation of a Type-II 2HDM (cf. Secs. 1.2 and 5.2).

5.8.1 Results of the A→ Zh Search

As described in detail in the previous section, in order to test for the presence of an A-boson signal in the
mT,Vh and mVh distributions, each signal hypothesis is fit together with the different background processes
to the data, simultaneously in all signal and control regions using a binned profile likelihood approach.
Several signal hypotheses with masses ranging between 220 GeV and 2 TeV and different admixtures of the
gluon-fusion and b-associated production mechanisms are tested.

Table 5.12 summarises the expected and observed number of events in the various signal regions. The
background predictions are obtained by adjusting the simulations according to the values of the nuisance
parameters from a conditional fit to the data assuming no signal to be present. The corresponding mT,Vh

and mVh postfit distributions in the 0- and 2-lepton channels, respectively, are shown in double-logarithmic
scale in Figs. 5.35 and 5.36. Expected distributions for hypothesised signals with masses of 500 GeV
and 1.5 TeV and production cross-sections of 5 pb assuming pure b-associated production are overlaid for
illustration.42 In the case of pure gluon-fusion production, no contributions in the 3+ b-tags (Figs. 5.35(c)
and 5.36(c)) and 1+ add. b-tags regions (Figs. 5.35(f), (g) and 5.36(f)) are expected, and correspondingly
higher contributions in the other regions; any admixture of both production modes leads to a result in
between the extremes of pure production via either mode.

The level of disagreement of the data with the background-only hypothesis is quantified by the ob-
served (local) p0-value, as discussed in Sec. 5.7.1. Figure 5.37 shows its distribution as function of the
A-boson mass, mA, separately for (a) pure gluon-fusion and pure (b) b-associated production. In addition
to the nominal results obtained combining all regions, also the results considering only the 0- and 2-lepton
regions, respectively, without any further changes to the nominal fit model are overlaid (cf. Sec. 5.7.4). The

42Linear-scale plots, with restricted mass ranges in the resolved regime can be found in Figs. 5.28 and 5.29.
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Resolved regime Merged regime
0 lepton

1 b-tag 2 b-tags 3+ b-tags
1 b-tag 2 b-tags 1 b-tag 2 b-tags

0 add. b-tags 0 add. b-tags 1+ add. b-tags 1+ add. b-tags
tt̄ 20 470 ± 970 5910 ± 160 1002 ± 34 1360 ± 100 62 ± 11 2110 ± 73 105 ± 11
single top 1860 ± 370 415 ± 86 26 ± 6 139 ± 51 8.6 ± 3.4 137 ± 51 5.5 ± 2.4
diboson 306 ± 39 43 ± 8 4.5 ± 1.1 175 ± 28 30 ± 4 12.8 ± 2.3 1.6 ± 0.4
Z+l 990 ± 370 7 ± 6 - 190 ± 110 0.32 ± 0.24 12 ± 8 0.11 ± 0.07
Z+hl 7460 ± 790 88 ± 30 5.3 ± 1.7 970 ± 170 7.1 ± 3.4 116 ± 26 0.57 ± 0.35
Z+h f 1260 ± 180 1220 ± 140 41 ± 8 222 ± 40 97 ± 16 17 ± 4 8.6 ± 2.3
W+l 1270 ± 370 7 ± 5 - 111 ± 69 1.1 ± 1.0 5 ± 4 0.02 ± 0.02
W+hl 4760 ± 910 66 ± 22 3.9 ± 2.4 640 ± 190 3.7 ± 2.7 65 ± 21 0.06 ± 0.12
W+h f 410 ± 110 359 ± 90 17 ± 5 89 ± 38 35 ± 14 10 ± 5 3.0 ± 1.6
SM Vh 39 ± 20 68 ± 35 1.1 ± 0.6 4.6 ± 2.4 2.8 ± 1.5 0.45 ± 0.24 0.07 ± 0.04
tt̄h 9 ± 4 6.6 ± 3.1 6.4 ± 3.0 1.1 ± 0.5 0.16 ± 0.08 4.1 ± 2.0 0.63 ± 0.31
tt̄V 87 ± 44 35 ± 18 9 ± 5 15 ± 8 1.4 ± 0.7 25 ± 13 1.9 ± 1.0
Total 38 930 ± 210 8222 ± 88 1116 ± 33 3919 ± 74 250 ± 14 2515 ± 50 127 ± 11
Data 38 920 8212 1125 3935 246 2516 127

2 lepton
1 b-tag 2 b-tags 3+ b-tags

1 b-tag 2 b-tags 1+2 b-tags
0 add. b-tags 0 add. b-tags 1+ add. b-tags

tt̄ 2580 ± 110 1910 ± 85 58 ± 9 9 ± 4 0.70 ± 0.29 11 ± 5
single top 176 ± 35 56 ± 12 1.5 ± 0.4 0.60 ± 0.24 0.22 ± 0.13 0.54 ± 0.35
diboson 580 ± 75 166 ± 31 5.36 ± 1.32 34 ± 5 8.3 ± 1.3 4.6 ± 0.8
Z+l 3800 ± 1600 58 ± 41 - 56 ± 30 0.9 ± 0.6 6.0 ± 3.5
Z+hl 35 600 ± 1500 228 ± 83 12 ± 5 270 ± 38 1.9 ± 1.0 54 ± 11
Z+h f 7900 ± 770 6220 ± 190 151 ± 18 71 ± 11 34 ± 5 11.6 ± 2.6
W+l 3.7 ± 1.5 - - 0.04 ± 0.02 - 0.01 ± 0.01
W+hl 32 ± 11 2.2 ± 1.4 - 0.52 ± 0.17 - 0.010 ± 0.001
W+h f 5.1 ± 1.7 1.3 ± 0.4 0.03 ± 0.01 0.15 ± 0.07 0.02 ± 0.01 0.06 ± 0.05
SM Vh 80 ± 41 103 ± 53 1.3 ± 0.7 1.1 ± 0.6 0.61 ± 0.32 0.20 ± 0.10
tt̄h 1.0 ± 0.5 1.7 ± 0.8 1.1 ± 0.5 0.05 ± 0.02 0.01 ± 0.01 0.15 ± 0.07
tt̄V 136 ± 69 55 ± 28 6.4 ± 3.3 9 ± 5 0.7 ± 0.4 12 ± 6
Total 50 870 ± 290 8810 ± 97 237 ± 15 451 ± 20 50 ± 5 101 ± 9
Data 50 880 8800 235 439 50 101

Table 5.12: The predicted and observed number of events in the 0- and 2-lepton signal regions. The background
yields are obtained from simulations where the values of the nuisance parameters are adjusted according to the
results of a conditional background-only fit to the data. Statistical and systematic uncertainties are combined into the
quoted uncertainties as obtained from the fit. “-” indicates that no events of a certain background component are left
in the respective analysis region after the event selection. Similarly published in Ref. [6]; differences occur due to (i)
the chosen fit model being the one for A→ Zh everywhere, and (ii) the fit being here conditional background-only.
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Figure 5.35: Postfit distributions of mT,Vh in the (a)-(c) resolved and (d)-(g) merged signal regions of the 0-lepton
channel after a combined background-only fit to the data including the 2-lepton regions (cf. Fig. 5.36). The y-axis
shows the number of events divided by the bin width in GeV. The various background components as obtained from
the fit are drawn stacked as coloured, filled histograms. The combined statistical and systematic uncertainties on the
fitted, total background distribution are shown as hatched band. The distribution expected for a hypothesised A boson
with mA = 500 GeV and mA = 1.5 TeV produced purely in b-associated production with an assumed cross section of
5 pb is drawn as solid red histogram. The ratio of the data and the fitted, total background distribution is shown in
the lower panel. Figures (c), (f) and (g) were previously published in Ref. [6].
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Figure 5.36: Postfit distributions of mVh in the (a)-(c) resolved and (d)-(f) merged signal regions of the 2-lepton
channel after a combined background-only fit to the data including the 0-lepton regions (cf. Fig. 5.35). The y-axis
shows the number of events divided by the bin width in GeV. The various background components as obtained from
the fit are drawn stacked as coloured, filled histograms. The combined statistical and systematic uncertainties on the
fitted, total background distribution are shown as hatched band. The distribution expected for a hypothesised A boson
with mA = 500 GeV and mA = 1.5 TeV produced purely in b-associated production with an assumed cross section of
5 pb is drawn as solid red histogram. The ratio of the data and the fitted, total background distribution is shown in
the lower panel. Figures (c) and (f) were previously published in Ref. [6].

strongest deviation from the background expectation is observed consistently for both production modes
at mA = 440 GeV, corresponding to significances of 2.48σ for pure gluon-fusion production (ggF) and
3.57σ for pure b-associated production (bbA). Considering the “look elsewhere” effect by computing the
global p-value via Eq. 5.9, the significance of the latter is reduced to 2.46σ globally (with an uncertainty
of −0.15

+0.23).43

Given the mass at which the excess is located, only the resolved regions are expected to contribute to
its significance (cf. Sec. 5.7.6) and in particular the 2 b-tags and, in the case of bbA production, also the
3+ b-tags regions (cf. Figs. 5.35(b), (c) and 5.36(b), (c)). In fact, the rather large difference in significance
for ggF and bbA production can be attributed to the 3+ b-tags signal regions. However, from Figure 5.37 it

43The global significance is computed with N = 4 ± 2 down-crossing at a reference significance of Zre f = 0σ, read off Fig. 5.37(b).
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Figure 5.37: Observed local p0 values as function of the mass of a hypothesised A boson both for the combination
(solid) as well as the 0- and 2-lepton channels individually (dashed) assuming pure (a) gluon-fusion and (b) b-
associated production. The results obtained for the various mass points are linearly interpolated in order to obtain
the shown curves. The smallest p0 values for both production modes are found at mA = 440 GeV corresponding to a
significance of (a) 2.48 σ and (b) 3.57 σ. Considering the “look-elsewhere” effect as described in the text the latter
is reduced to 2.46 σ global significance.

Setup
Local significance (in σ)

0 lepton 2 lepton 0+2 lepton
ggF bbA ggF bbA ggF bbA

nominal 1.53 0.44 2.04 3.49 2.48 3.57
↪→ without 3+ b-tags regions 1.68 1.74 1.89 1.97 2.38 2.51
↪→ only 3+ b-tags regions - -1.31 - 2.85 - 2.55

Table 5.13: Local significances of the excess in the data over the background expectation for a hypothesised A boson
with mA = 440 GeV in standard deviations (σ). The results are given separately for pure gluon-fusion (ggF) and
pure b-associated production (bbA). In addition to the results obtained with the nominal fit model, also the results
are shown when omitting the 3+ b-tags regions and all regions except the 3+ b-tags regions, respectively, in order to
asses the impact of the 3+ b-tags regions; as well as when considering only the 0- and 2-lepton regions, respectively.

can be seen that while in the case of ggF production the 0- and 2-lepton channels are both contributing to
the observed significance, in the case of bbA production it is clearly driven by the 2-lepton channel. This
suggests that (i) there are excesses in the 2 b-tags regions of both channels and (ii) there is an excess in the
3+ b-tags signal region of the 2-lepton channel.

In order to test this hypothesis, fits with two alternative setups are performed, where only a subset of the
nominal regions are considered: (i) omitting the 3+ b-tags regions and (ii) exclusively considering the 3+ b-
tags regions (without modifying the nominal fit model further).44 In Table 5.13 the obtained significances
of the excess for a signal with mA = 440 GeV are compared to the nominal result for the two production

44The 3+ b-tags category of eµ control region is omitted and considered, respectively, as well. However, the impact on the signifi-
cance is only by means of providing constraints for certain nuisance parameters (cf. Sec. 5.7.7).
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modes and for the two channels both separately and combined. As expected, in the case of (i) the results
are similar for ggF and bbA production; the somewhat higher significance for the latter is explained by the
relatively lower contribution to the 2 b-tags regions, thus requiring a higher µ value to fill the gap to the
data. The significances in the 0-lepton channel are only slightly lower than in the 2-lepton channel; which
is somewhat surprising given that it is expected to be less sensitive (cf. Sec. 5.7.6).

The comparison with (ii) reveals that overall the 3+ b-tags regions contribute similarly to the signifi-
cance of the excess for bbA production as the 2 b-tags regions. The significance of the excess considering
all the 3+ b-tags regions is smaller than when considering only the 3+ b-tags regions of the 2-lepton chan-
nel: there is a clear excess in data over the expect background contribution that can even be seen from
Fig. 5.36(c). In contrast, in the 0-lepton channel the data is somewhat undershooting the background ex-
pectation at mT,Vh values around 350 GeV, where a potential signal with mA = 440 GeV would be located
(cf. Fig. 5.35(c)), leading to a negative significance value when considering only the 0-lepton 3+ b-tags
region and reducing the significance of the excess in the 2-lepton channel when combined.

A number of tests have been performed on the 2-lepton 3+ b-tags region to rule out an underlying
issue causing the somewhat stronger deviation in data from simulation than in the other regions. As the
excess occurs in the tail of the background distribution, a simple underestimation or slight mismodelling
of the latter can be ruled out; this was also confirmed by dedicated variations of the fit model testing the
robustness of the results beyond what was already discussed in Sec. 5.7.7. At the same time, the excess
in the data seems not to be particularly in agreement with what is expected from a hypothesised A boson,
considering (i) also other sensitive distributions, such as the transverse momentum of the Z boson, pV

T , and
(ii) that it appears mainly in the muon channel.

In the meantime, the CMS collaboration conducted a similar search and presented a preliminary re-
sult [343]. It does not confirm the excess at mA = 440 GeV, nor finds any other significant deviation from
the background-only hypothesis in the searched mass range, up to mA = 1 TeV.

Nonetheless, it is certainly worth to test this mass range again with an even larger dataset. Also because
already the previous analysis presented by the ATLAS collaboration found a small excess at the same mass
with a significance of about 2σ (cf. Sec. 5.2). It used only about 10 % of the present dataset and prelimi-
nary calibrations; the 3+ b-tags regions were not considered and the event selection of the 2-lepton channel
has not been optimised (in addition to several other, but comparably minor differences).

As no significant excesses of events in the data are observed compared to the background expectation,
upper limits on the cross section for A-boson production times the branching fractions for the A→ Zh and
h → bb decays at the 95 % confidence limit (CL) are set. Figure 5.38 shows the obtained expected and
observed limits as function of mA separately for assuming (a) pure gluon-fusion and (b) pure b-associated
production. Except for around mA = 440 GeV, where the observed limit is somewhat weaker than expected
(due to the discussed excess), the observed limit tends to be somewhat stronger than expected, in particular
towards higher values of mA. This corresponds to a deficit in the data relative to the expected background
contribution; examples can be seen in the last bins of the mVh and mT,Vh distributions in the sensitive 2 b-
tags regions in Fig. 5.36(b) for the resolved regime and in Figs. 5.35(e) and 5.36(e) for the merged regime.
The observed upper limits range between 1.9 · 10−3 pb and 8.1 · 10−1 pb for pure gluon-fusion production
and between 3.4 · 10−3 pb and 7.3 · 10−1 pb for pure b-associated production for masses in the range of
220 GeV to 2 TeV.
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Figure 5.38: Observed and expected upper limits at the 95 % CL on the cross section for A-boson production times
the branching ratios for the A → Zh and h → bb decays for (a) pure gluon-fusion and (b) pure b-associated produc-
tion, as function of the A-boson mass. Previously published in Ref. [6].

5.8.2 2HDM Interpretation of the A→ Zh Results

The upper limits presented in the previous section on the cross section for A-boson production times the
branching fractions for the A→ Zh and h→ bb decays can also be interpreted as constraints on the 2HDM
parameters tan β and cos(β − α) in the four CP- and flavour-conserving 2HDMs, Type-I, Type-II, Lepton-
specific and Flipped Model. For this purpose, the ratios of the efficiencies and predicted cross sections
for the gluon-fusion and b-associated production are taken into account. The cross sections and branching
ratios expected in the various 2HDMs are calculated as described in Sec. 5.3. It is furthermore considered
that the width of the A boson varies as function of the 2HDM parameters and that it may be larger than
the experimental mass resolution. Since this is done by employing the smearing procedure explained in
Sec. 5.3, only relative widths up to ΓA/mA = 10 % are considered.

Since also the A-boson mass is a free parameter, in order to present two-dimensional constraints one
of the three parameters need to be fixed. Two sets of exclusion contours are discussed in the following
with (i) mA = 300 GeV and (ii) cos(β − α) = 0.1, allowing to compare the results to the ones obtained
in Run 1 (cf. Fig. 5.3). To be able to explain the shape of the obtained contours, Figs. 1.4, 1.6 and 1.8
show the expected cross sections for A-boson production and the branching fractions for the A → Zh and
h → bb decays in the [cos(β − α), tan β] plane (for mA = 300 GeV); Fig. 1.7 the branching ratios of the
dominant A-boson decays as function of mA for cos(β − α) = 0.1 and two benchmark tan β values. They
were previously discussed in Sec. 1.3.

Constraints in the cos(β − α)-tan β plane

The observed and expected exclusion regions at the 95 % CL as function of cos(β − α) and tan β for mA =

300 GeV in the four 2HDMs are shown in Fig. 5.39. The narrow regions with no exclusion power at low
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(a) 2HDM Type-I (b) 2HDM Type-II

(c) 2HDM Lepton-specific (d) 2HDM Flipped

Figure 5.39: Observed and expected exclusion regions at the 95 % CL in the context of the various 2HDM types,
namely (a) the Type I, (b) the Type II, (c) the Lepton-specific and (d) the Flipped Model, as function of the model
parameters tan β and cos(β − α) for mA = 300 GeV. In the case of the Type-II and the Flipped models, both gluon-
fusion and b-associated production are considered. The variation of the natural width in the parameter space is
taken into account up to ΓA/mA = 10 %; regions with larger values are indicated by the grey solid area. Previously
published in Ref. [6].
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tan β and (i) at cos(β − α) = 0, in the alignment limit, as well as (ii) away from cos(β − α) = 0 are
caused by the vanishing branching ratios of the decays A → Zh and h → bb, respectively. While there is
limited sensitivity towards high tan β values in the Type-I and Lepton-specific Model, this is not the case
for the Type-II and the Flipped Model. The main reason is that the degradation in the cross-section for
gluon-fusion production towards high tan β values, is compensated in those models with tan β-enhanced
couplings to down-type quarks through the corresponding increase in the cross-section for b-associated
production.45 The exclusion power in the Lepton-specific Model is worse for high tan β values, and in
particular towards large cos(β − α) values, than in the Type-I Model, because the branching fraction of the
h→ bb decay is quickly dropping in the case of the former.

The Run-1 results show almost the opposite: the inclusion of a channel targeting the A → Zh → ``ττ

decay mode allowed to extend the limit towards higher tan β values for large cos(β − α) in the Lepton-
specific Model, where the couplings of the Higgs boson to leptons is enhanced as well (cf. Table 1.3). The
additional decay mode also compensates for the vanishing h→ bb branching ratio at low tan β and far away
from the alignment limit allowing to close the narrow regions with no exclusion power discussed before;
not only in the Lepton-specific, but also in the Flipped Model, since in both models the couplings of the
Higgs boson to down-type quarks and leptons are differently modified.

Restricting the comparison to the Run-1 results for the Lepton-specific and Flipped Model to the ones
obtained by including only the ννbb and ``bb final states,46 reveals that the Run-2 analysis is able to
improve the limits in all four models. In the Type-I and the Lepton-specific Model the observed exclusion
region is extended towards higher tan β values, despite the rapid decrease of the cross section for A-boson
production with increasing tan β values: close to the alignment limit, from about tan β ≈ 6 to ≈ 9 and
tan β ≈ 5 to ≈ 8, respectively. The improvements are somewhat stronger for the observed limit than for the
expected one, due to a deficit in the data, especially in the 2 b-tags category of the 2-lepton channel, as can
be seen from Fig. 5.36(b).

Significant improvements over the Run-1 results are observed in the high-tan β regions for the Type-II
and the Flipped Model. Thanks to the inclusion of the analysis regions targeting the b-associated production
mode, the allowed space is further restricted to values close to the alignment limit. For example, at tan β =

10 the limit of excluded cos(β − α) values is extended from about ±0.4 to ±0.2 in the Type-II Model and
from ±0.6 to ±0.2 in the Flipped Model.

Constraints in the mA-tan β plane

Figure 5.40 shows for all four 2HDMs the obtained constraints in the mA-tan β plane for cos(β−α) = 0.10.
It is particular interesting to study the constraints provided from direct searches at such values close to the
alignment limit, given that the current coupling measurements of the observed SM-like Higgs boson to SM
particles already exclude most of the parameter space (cf. Fig. 1.1).

At low tan β values, below ≈ 0.4, and A-boson masses above 350 GeV the relative decay width exceeds
10 %, i.e. the level where the exploited smearing method to account for the expected deviation from the
zero natural-width assumption in simulation is valid (cf. Sec. 5.3). In those regions, indicated by the grey

45The tan β-enhancement of the couplings to down-type quarks in the Type-II and the Flipped Models also results in an increased
h → bb branching fraction at high tan β values, which compensates the drop in the branching ratio of the A → Zh decay
(cf. Figs. 1.6(b) and 1.6(d) versus Figs. 1.8(b) and 1.8(d)).

46In fact Ref. [344] provides some additional results for the Lepton-specific and Flipped Model on top of what is published in
Ref. [283], where only the ννbb and ``bb final states are considered.
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(a) 2HDM Type-I (b) 2HDM Type-II

(c) 2HDM Lepton-specific (d) 2HDM Flipped

Figure 5.40: Observed and expected exclusion regions at the 95 % CL in the context of the various 2HDM types,
namely (a) the Type I, (b) the Type II, (c) the Lepton-specific and (d) the Flipped Model, as function of the model
parameters tan β and mA for cos(β − α) = 0.1. in the case of the Type-II and the Flipped models, both gluon-fusion
and b-associated production are considered. The variation of the natural width in the parameter space is taken into
account up to ΓA/mA = 10 %; regions with larger values are indicated by the grey solid area. Previously published in
Ref. [6].
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solid areas, the exclusion power is expected to be lower than suggested by the obtained results. While they
are therefore disregarded, the regions hardly overlap with those of exclusion power.

The regions with expected exclusion power are mainly at low tan β values and mA < 350 GeV. However,
there are also some small “islands” of excluded regions and stretched uncertainty bands, indicating that
statistical fluctuations in the data might exclude a larger parameter space than expected, that extend to
higher mA values; also at high tan β values in the Type-II and Flipped Models. The observed exclusion
regions deviate slightly from the expectation: (i) for mA < 350 GeV they reach to slightly higher tan β
values, (ii) in the Type-I and Lepton-specific Model, there is no exclusion at small tan β values between
mA = 350 − 580 GeV, (iii) for tan β < 10 there are excluded regions between mA = 580 − 850 GeV and
(iv) in the Type-II and Flipped Model, there are excluded regions between mA = 550 − 900/1000 GeV for
tan β ≥ 20; i.e. the observed exclusion regions are generally larger than expected, with the exception of (ii)
due to (expected) fluctuations in the data.

As before the exclusion contours can be understood from considering the expected cross sections for
A-boson production and branching fractions for the A-boson and Higgs-boson decays as function of the
2HDM parameters.

At small tan β values, the branching ratio for the A → Zh decay rises steeply with increasing mA until
it reaches a maximum below mA = 350 GeV, i.e. below the threshold, where the A → tt̄ decay becomes
accessible. It is the dominant decay mode in the Type-I and the Lepton-specific Model and has a sizeable
branching fraction in the Type-II and Flipped Model (cf. Fig. 1.7). Consequently, the exclusion regions for
the former two models extend to larger values of tan β.

After a sharp drop at mA = 350 GeV, the branching fraction of A → Zh rises again slowly with
increasing mA, staying the subdominant decay mode after A → tt̄ (at small tan β values), which explains
the observed exclusion regions (iii), i.e. at mA = 580− 850 GeV and tan β < 10. Nonetheless, the exclusion
power is reduced towards larger mA, because of the decrease of the A-boson production cross-sections with
increasing resonance mass (cf. Fig. 1.3(a)).

At large values of tan β (≥ 10), the branching ratio of the A → Zh decay is even dominant for mA ≥

400 (800) GeV in the Type-I/Lepton-specific Model (Type-II/Flipped Model). However, only for the Type-
II and Flipped Model corresponding exclusion regions are observed. The rapid decrease of the generally
dominant gluon-fusion production cross-section with increasing tan β values is only compensated by the
b-associated production in the models with tan β-enhanced couplings of the A boson to down-type quarks.
The remaining lack of exclusion for mA ≤ 800 GeV is similarly caused by the tan β-enhancement: the
A→ bb decay clearly dominates (cf. Fig. 1.7).

The excluded regions for A-boson masses above 350 GeV constitute an important improvement over
the Run-1 results shown in Figs. 5.3(e)-(h), which were limited to about mA < 360 GeV. Despite significant
extension towards higher mA, the current exclusion is still restricted to a mass range, where the resolved
regime dominates. Besides some analysis improvements, such as the optimised event selection in the 2-
lepton channel and the inclusion of the regions targeting the b-associated production mode, especially the
gain in the production cross-sections due to the increase of the beam energy from

√
s = 8 TeV to 13 TeV

is responsible for the extension. With increasing luminosity, the additional acceptance provided by the
merged regime will be crucial to further push the limits towards higher masses.

For mA < 350 GeV, the improvements over the Run-1 results are smaller. In the Type-II and the
Flipped Model, the excluded parameter space is almost the same; in the Type-I and the Lepton-specific



236 5 Search for the Higgs Boson A Decaying to Zh in the νν̄bb̄ and ` ¯̀bb̄ Final States

Model, the limits are only extended towards higher tan β values for mA > 300 GeV: the maximal exclusion
is reached at about mA = 340 GeV, where the limits are pushed from tan β = 8 to 15 and from tan β = 6 to
10, respectively. In this low-mass region (i) the gain in parton luminosity due to the increase of the beam
energy hardly benefits the signal cross-section over the main background processes and (ii) the sensitivity is
limited by the uncertainties due to the limited size of the simulated background samples (cf. Table 5.10 and
Fig. 5.26), which increased tremendously relative to Run 1. It was shown in a projection study, that even
when considering about three times more data, the exclusion regions close to the alignment, where these
results are determined, do not improve unless the current systematic uncertainties are reduced considerably.

5.8.3 Additional Results and Interpretations

Search for V ′ Bosons and their HVT Interpretation

Besides the search for A → Zh, also a search for the presence of new heavy vector bosons, V ′ = W′, Z′,
with masses between 500 GeV and 5 TeV in their decays W′ → Wh and Z′ → Zh is conducted. The general
search strategy is very similar to the one for the A boson, each signal hypothesis is fit together with the
different background processes to the data, simultaneously in all signal and control regions using a binned
profile likelihood approach.

In particular the search for the Z′ boson is performed on subset of the discussed 0- and 2-lepton analysis
regions (cf. Table 5.7); namely without the regions targeting the b-associated production mode, the 3+ b-
tags regions in the resolved regime and the 1+ add. b-tags regions in the merged regime. Relative to the
A → Zh search, the fit range in the mVh and mT,Vh distributions is extended to 6 TeV; however, only two
to three extra bins are considered in the range beyond what is shown in Figs. 5.35 and 5.36. While also
the binning in the rest of the distributions is somewhat adapted to the masses and resolutions of the tested
Z′ signals, the fit model is otherwise unchanged with respect to what is described in Sec. 5.7.4.

No significant excess over the background expectation is observed. Since only Z′ signals with masses
mZ′ > 500 GeV are considered, the region where the excess discussed in the context of the A → Zh search
is not tested. The obtained expected and observed upper limits at the 95 % CL on the cross section for
Z′ production times the branching ratios for the Z′ → Zh decay and the sum of the h → bb and h → cc
decays, which is fixed to the SM expectation of 60.6 % [19], are shown as a function of mZ′ in Fig. 5.41(a).
It can be seen that Z′ bosons with mZ′ < 2.65 (2.83) TeV are excluded for the HVT benchmark Model A
(Model B) with coupling constant gV = 1 (gV = 3). This constitutes a significant extension of the mass
range excluded by the previous search (cf. Sec. 5.2).

The sensitivity to a W′ signal is predominantly coming from a 1-lepton channel, targeting the `νbb final
state (with ` = e, µ as in the 2-lepton channel).47 Nonetheless, it is combined with the 0-lepton channel
that also shows some acceptance for W′ → Wh decays. Since in particular events with W → τν decays,
where the τ-lepton decays hadronically, pass the 0-lepton selection, the veto on τhad objects of the nominal
event selection is dropped for the combination.

As no significant excess over the background expectation is observed, upper limits at the 95 % CL are
set on the W′ production cross-section times the branching fractions for W′ → Wh and h → bb +h → cc
as function of mW′ . W′ bosons with mW′ < 2.67 (2.82) TeV are excluded for the same HVT benchmark

47Since this channel is not considered for the A→ Zh search, it is not discussed in the context of this thesis focusing on the A→ Zh
search; instead the interested reader is referred to Ref. [286] for details.
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Figure 5.41: (a) Observed and expected upper limits at the 95 % CL on the production cross-section for a Z′ boson
times the branching ratios for Z′ → Zh and h → bb or h → cc as function of the resonance mass for the combined
0- and 2-lepton channels. (b) Observed exclusion regions at the 95 % CL as function of the HVT parameters gVcH

and (g2/gV )cF for resonance masses of 1.2 TeV, 2.0 TeV and 3.0 TeV for the combined 0-, 1- and 2-lepton channels,
taking into account the branching fractions to Wh and Zh from the HVT model prediction and assuming mW′ =

mZ′ ; excluded are the areas outside the curves towards increasing parameter values. The parameter values of the
benchmark models Model A (gV = 1), Model A (gV = 3) and Model B (gV = 3) are also indicated. Previously
published in Ref. [6].

Model A (Model B) with gV = 1 (gV = 3), significantly extending the excluded mass range relative to the
previous search.

Also the scenario, where mW′ = mZ′ , is tested by combining all three channels and setting limits on the
V ′ production cross-section times the branching fractions for Z′ → Zh/W′ → Wh and h→ bb +h→ cc as
function of mV′ . This allows to exclude V ′ bosons with mV′ < 2.8 (2.93)TeV at the 95 % CL for Model A
(Model B) with gV = 1 (gV = 3).

These results are further presented as exclusion contours in the HVT parameter space in Fig. 5.41(b) for
three resonance masses, 1.2 TeV, 2.0 TeV and 3.0 TeV; for this, the branching ratios to Zh and Wh from the
HVT model prediction are taken into account. The areas outside the curves, towards increasing values of
gVcH and (g2/gV )cF , are excluded. In particular for resonance masses below 2 TeV, the allowed parameter
space is strongly restricted to values close to zero. The excluded region is significantly extended relative to
the previous result (cf. Sec. 5.2).

hMSSM Interpretation of the A→ Zh Results

The upper limits obtained on the cross section for A-boson production times the branching ratios for the
decays A → Zh and h → bb are also interpreted in the context of the hMSSM. As mentioned before, as a
simplified version of the MSSM, where the lightest CP-even Higgs boson h is identified with the observed
Higgs boson, the hMSSM is a concrete realisation of a Type-II 2HDM. In the hMSSM, the Higgs sector
is parametrised such that α is not free, but determined by tan β and the masses of the Z and A bosons,
i.e. the number of free parameters is reduced with respect to the general Type-II Model. Figure 5.42
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Figure 5.42: Observed and expected exclusion regions at the 95 % CL in the context of the hMSSM model as function
of mA and tan β obtained from several direct searches for heavy Higgs bosons in both 8 TeV and 13 TeV data as well
as fits to the measured production and decay rates of the observed Higgs boson using data at

√
s = 13 TeV. Also the

results of the A → Zh → ``(νν)bb search presented in this thesis are included. The results are derived following the
same approach as for Fig. 5.4 detailed in Ref. [67]. Taken from Ref. [345].

shows the obtained exclusion region in the mA versus tan β plane, together with results from various other
direct searches for heavy Higgs bosons as well as indirect constraints from fits to the measured rates of the
production and decay of the observed Higgs boson identified with the light CP-even scalar h.

The excluded region provided by the A→ Zh search can be compared to the one in the general Type-II
Model shown in Fig. 5.40(b). However, while in Fig. 5.40(b) cos(β − α) is fixed to 0.1, in the present
plot cos(β − α) varies across the plane according to the hMSSM parametrisation. For mA < 400 GeV,
the exclusion regions resemble each other; although at very small values of tan β there are also some
differences. At higher masses, mA > 550 GeV, there are no “islands” of exclusion in the hMSSM that are
present in the general Type-II. This can be explained by the fact that in the hMSSM, cos(β − α) decreases
with increasing mA, and when the alignment limit is reached, the branching ratio of A → Zh, and thus the
sensitivity of the analysis, vanishes.

The comparison of Fig. 5.42 with the Run-1 version in Fig. 5.4 shows that the parameter space excluded
by the present A → Zh search is only slightly increased. At low tan β, the maximally excluded A-boson
mass is shifted from mA ≈ 360 GeV to 380 GeV, while it was expected to exclude mA < 400 GeV. For mA

between 220 GeV and 340 GeV, the excluded tan β range is pushed from tan β ≈ 2 − 4 to tan β ≈ 3 − 5.
Nonetheless, it is interesting to note that the presented exclusion region overlaps with parameter space

excluded by several other searches for additional Higgs bosons, namely for the heavy CP-even scalar H
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via the decays into hh → 4b/bbγγ/bbττ/WWγγ (based on Run-1 data), hh → bbγγ, ZZ → 4`/``νν and
WW → `ν`ν, for the charged Higgs boson in its decay H± → tb as well as for A/H → ττ. While this
indicates the consistency of the results, this also demonstrates the relevance of the A → Zh search for
exploring the mA-tan β parameter space also in the hMSSM.

While the recent measurements of the couplings of the observed Higgs boson, identified with the CP-
even scalar h, allow to consistently exclude mA / 540 GeV for any tan β value - also covering an area in the
mid-tan β range not excluded by any of the direct searches-, higher masses up to almost 2 (1)TeV are only
excluded for tan β > 10 (30) by the A/H → ττ (H+ → τν) search. Thus, large parts of the parameter space
still need to be explored.





Conclusion

The discovery of a scalar particle in the year 2012 by the ATLAS and CMS collaborations at the Large
Hadron Collider (LHC) at CERN, that is compatible with the Higgs boson predicted by the Standard
Model (SM) of particle physics, seems to conclude an almost 50 years lasting search for this last missing
piece and, as such, constitutes the culmination in the long history of successes of one of the most stringent
tested scientific theories. Nonetheless, there is little doubt that the SM is a low-energy limit of a more fun-
damental theory that ultimately describes Nature: it only incorporates three of the four fundamental forces
and it fails to explain various observed phenomena. While many possible candidates for such an ultimate
theory have been proposed, experimental indications that either of them is actually realised in Nature are
lacking. Probing the predictions of various theories beyond the SM (BSM) is the main goal of the LHC
project and in particular of the two multipurpose experiments ATLAS and CMS.

Most BSM models suggest the existence of new heavy resonances that may be produced in the proton-
proton (pp) collisions provided by the LHC. The combination of unprecedented centre-of-mass energies
and luminosities, reached in particular in Run 2 of the LHC, allowed to extend the mass ranges accessible
for searches beyond what was possible before. Identifying new signals from the reconstruction of their
decay products over the dominant SM background, requires excellent understanding of the experimental
devices as well as the performance of the algorithms exploited to translate the hits in the detector into
physics objects. While both have been achieved with impressive precision already after a relatively short
time of operation, as clearly demonstrated by the Higgs-boson discovery, the effort continues: as more data
is collected the understanding of the detector is constantly improving and the increasing dataset both allows
and requires new experimental strategies to be developed.

Since many BSM signatures involve b quarks, the identification of jets likely originating from b quarks
by means of b-tagging, constitutes an important tool in many analyses of LHC data. Relying on a number of
characteristic properties of the production and the decay of b hadrons, b-tagging algorithms at the ATLAS
experiment use information provided by the inner tracking detectors to distinguish b jets from c jets and
light jets. In order to exploit the information in physics analyses, not only the efficiency with which a b jet
is identified as such, but also the efficiencies of mistakenly identifying c jets and light jets as b jets, need to
be measured. The results, typically presented in the form of data-to-simulation scale factors, are then used
to correct the corresponding efficiencies in simulations which constitute an important ingredient to physics
analyses. In this thesis a novel method to calibrate the b-tagging efficiency for c jets has been presented.

Using data collected with the ATLAS experiment in pp collisions at a centre-of-mass energy of 7 TeV
during the 2011 data-taking, the calibration was demonstrated for the MV1 tagging algorithm, the most
commonly used b-tagging algorithm in ATLAS analyses in Run 1. It was applied for use in physics anal-
yses for the first time in Run 2. It is based on a sample of c jets that is obtained from events, where a
W boson is produced in association with a single c quark. The c jet is identified by a muon stemming
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from the semileptonic decay of the c hadron that emerges in the hadronisation of the c quark; the W bo-
son is reconstructed via its decay to an electron and a neutrino. Exploiting the charge correlation of the
muon with the electron, the c-jet sample is extracted as the difference between the number of events with
opposite-signed and same-signed lepton charges. This strategy has been used previously in several mea-
surements of the W+c production cross-section; also in the latest one, in whose context the calibration was
performed. Presenting scale factors for c jets with a muon as ratios relative to the corresponding efficiencies
in simulated W+c events, concludes the first step of the calibration.

In a second step, the measured scale factors are extrapolated using a simulation-based and data-
supported procedure in order to obtain scale factors appropriate for inclusive samples of c jets, to which
they are usually applied. The scale factors obtained with uncertainties between 5 % and 13 %, increasing
with the considered c-jet rejection, are systematically below unity. This result implies that the used refer-
ence simulation is overestimating the c-jet tagging efficiency relative to the one in the data, in particular for
inclusive c-jet samples.

There are three main sources of uncertainties that contribute each by roughly the same amount: the
statistical and systematic uncertainties on the measured scale factors for c jets containing a muon, and the
systematic uncertainties due to the extrapolation procedure, which is dominated by the limited knowledge
of the charged particle multiplicity of (hadronic) c-hadron decays. Thus, the required extrapolation poses
quite a limitation of the presented method; one that the calibration method relying on the reconstruction
of exclusive D∗ decays, which adopted the extrapolation procedure, is afflicted with as well. Nonetheless,
the W+c calibration became one of the standard calibration methods used by the ATLAS collaboration in
Run 2. It continues to provide an important alternative to the recently established method that measures
the c-jet tagging efficiency directly on an inclusive sample of c jets selected in tt̄ events.

Experimental evidence that any of the candidates for an ultimate theory, such as Supersymmetry or
String Theory, is realised in Nature is still pending. Thus, one approach to search for BSM physics without
having to make assumptions on the details of the underlying theory, is via models that build up on the
well-established SM and modify only a particular aspect of it. One such modification that only affects the
Higgs sector leads to the class of Two-Higgs-Doublet Models (2HDMs).

In the 2HDMs, the Brout-Englert-Higgs mechanism, which results in its simplest implementation to
one Higgs boson - as in the SM -, is consistently extended by adding a second scalar isospin doublet. This
leads, under the assumption of CP and lepton-flavour conservation, to the prediction of five Higgs bosons
and four model types, the Type-I, Type-II, Lepton-specific and Flipped Model, which differ regarding the
couplings of the Higgs bosons to the charged SM fermions. One of the Higgs bosons, the light CP-even
scalar h, can be identified with the observed Higgs boson with a mass of roughly 125 GeV. While the
couplings of the h boson to both fermions and bosons are generally predicted to deviate from the ones of
the SM Higgs boson, the degree of the deviation is a priori not known: the modifying factors depend not
only on the 2HDM type, but also on two free parameters, α and β. Since the couplings of the observed
scalar are found to be in good agreement with the SM expectation, the allowed parameter space is already
strongly constrained. However, the limited precision of the measurements of the order of 10 − 20 % still
permits modifications of the couplings as suggested by the 2HDMs. Not only measuring the couplings
with higher precision can help to elucidate whether the observed Higgs boson is part of an extended scalar
sector, also the observation of one of the additional Higgs bosons expected in the 2HDMs would be a clear
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indication for this scenario.

In this thesis the latter approach was pursued and a search for the CP-odd pseudoscalar Higgs boson A
was presented, based on data collected with the ATLAS experiment from pp collisions at a centre-of-mass
energy of 13 TeV in the years 2015 and 2016. Focusing on the A-boson decay into a Z boson and an
h boson, the analysis uses the observed SM-like scalar as a probe for BSM physics.

The decay rate of A → Zh is large and even dominant for parts of the parameter space; in particular
for A-boson masses, mA ≤ 350 GeV, i.e. below the threshold, where A → tt̄ decays become kinematically
accessible and dominant. However, the branching ratio for A → Zh vanishes in the alignment limit, where
the h boson becomes indistinguishable from the SM Higgs boson.

The analysis targets Z- and the h-boson decays into pairs of leptons (electrons/muons (`) or neutrinos
(ν)) and b quarks, respectively. Similarly to the SM prediction, the h boson at a mass of ∼125 GeV decays
in most of the parameter space predominantly into a pair of b quarks; in the Type-II and the Flipped Model
the branching ratio can become especially large due to the tan β-enhanced couplings to down-type quarks.
This decay mode allows to fully reconstruct the h-boson decay and to use the reconstructed invariant mass
or, in the case of the Z → νν̄ decay, the transverse mass of the Zh system to search for A-boson signals
with masses between 220 GeV and 2 TeV.

Extending the searched mass range beyond what was done in previous searches, did not only require
pp collisions provided by the LHC with unprecedented centre-of-mass energy, but also dedicated recon-
struction techniques for boosted topologies. With increasing A-boson mass, the Z and h bosons tend to
acquire larger transverse momenta and their decay products become collimated. This poses a challenge
in particular for the reconstruction of the h-boson candidate: the b quarks become too close to be recon-
structed as two individual jets (with small radius), and instead the b-quark pair needs to be captured within
one jet (with larger radius). Thus, the reconstruction strategy used for the h-boson candidate changes over
the considered mA range and reflects two kinematic regimes that are referred to as resolved and merged
regimes, respectively. In an intermediate mass regime a transition region occurs, where both reconstruction
techniques can be efficiently used. However, in order to obtain orthogonal analysis regions, events need to
be exclusively assigned to either; priority is given to the resolved regime. In addition, an optimised event
selection in the ` ¯̀bb̄ channel accounts for the change in background contribution and composition across
the targeted mA range by using selection criteria that vary as a function of the reconstructed Zh invariant
mass.

In both regimes, several analysis categories with varying sensitivities are defined using b-tagging in-
formation. While they primarily target the h → bb̄ decay signature, they are also designed to boost the
sensitivity to A-boson production in association with b jets. The latter constitutes an important improve-
ment with respect to previous versions of the analysis. In most of the parameter space of the four con-
sidered 2HDMs, the A boson is predominantly produced in gluon fusion via a top-quark loop. However,
in the Type-II and the Flipped Model also the b-quark associated production contributes significantly and
becomes even the dominant production mode at high tan β, due to the enhanced couplings to down-type
quarks.

With the aim to test for the presence of an A-boson signal in the invariant and transverse mass distribu-
tions of the Zh system, respectively, binned profile likelihood fits to the data are performed simultaneously
in 15 signal and control regions. Several signal hypotheses with different masses and admixtures of the
gluon-fusion and b-associated production mechanisms are probed. No particularly significant excess of
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events over the background expectation is observed in the data. The strongest deviation from the back-
ground expectation is found for mA = 440 GeV, corresponding to a local significance of 2.5 σ for pure
gluon-fusion production and 3.6 σ for pure b-associated production. Considering the “look elsewhere”
effect, the significance of the latter excess is reduced to a global significance of 2.5 σ. Whereas both lepton
channels are contributing almost equally to the significance of the excess of events in the case considering
pure gluon-fusion production, it is driven by the ` ¯̀bb̄ channel in the case of considering pure b-associated
production. This difference can be explained by the different impact of the signal regions with additional
b-tagged jets (3+ b-tags) for the two production modes: while they are quite sensitive to the b-associated
production, they hardly affect the significance of the results for gluon-fusion production. Performed tests
were not able to uncover an underlying issues that could explain the excess in data; at the same time, the
observed excess seems not particularly compatible with the signal hypothesis, when studying its properties.

Following the publication of the analysis, the CMS collaboration conducted a similar search and pre-
sented a preliminary result. It does not confirm the excess, nor finds any other significant deviation from
the background-only hypothesis in the searched mass range up to mA = 1 TeV. Nonetheless, since the
excess is found in several independent regions and was already visible with reduced significance in the
previous version of the analysis (where no regions dedicated to b-associated production were considered),
it is certainly worth to study this mass range further with an even larger dataset.

As no significant excess of events in the data is observed relative to the background expectation, upper
limits at the 95 % confidence limit (CL) are set on the cross section for A-boson production times the
branching ratios for the A → Zh and h → bb̄ decays, as a function of the A-boson mass. The observed
upper limits range between 1.9 · 10−3 pb and 8.1 · 10−1 pb for pure gluon-fusion production and between
3.4 · 10−3 pb and 7.3 · 10−1 pb for pure b-associated production for mA values between 220 GeV to 2 TeV.
Except around the mass, where the discussed excess is located, the observed limits are somewhat stronger
than expected, in particular towards higher masses. This corresponds to a deficit in the data relative to the
expected background contribution.

The results are interpreted in the context of the four 2HDMs and presented as two-dimensional con-
straints in the tan β versus cos(β − α) plane for a fixed mA = 300 GeV, and in the mA versus tan β plane for
a fixed cos(β − α) = 0.1, i.e. close to the alignment limit. The efficiencies and the predicted cross-section
ratios for the gluon-fusion and b-associated production are taken into account, as well as that the width of
the A boson may take values larger than the experimental mass resolution. Compared to previous results,
the limits are improved most notably (i) at high tan β values (tan β ' 4) in the Type-II and the Flipped
Models, thanks to the consideration of the regions with additional b-tagged jets, and (ii) for masses above
the tt̄ threshold. However, all limits are improved for mA ' 280 GeV: below the tt̄ threshold, cos(β − α)
values down to a few percent are excluded for tan β values up to 5-18, depending on the model type; the
maximally excluded values are reached in any of the four models just below mA = 350 GeV. Focusing at
low-cos(β − α) values and mA < 350 GeV, the analysis is most sensitive to the Type-I model and excludes
most of the parameter space that was still allowed by the coupling measurements of the observed Higgs bo-
son performed in Run 1. However, values close to the alignment limit are still possible, leaving room for
small deviations from the SM expectation.

While a future A → Zh search can still profit from the analysis of an even larger dataset for mA '

300 GeV, for masses below, it is already in its current version limited by systematic uncertainties. At such
low masses, improving over the Run-1 limits requires in particular a reduction of the statistical uncertainty
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due to the limited sizes of the simulated background samples. The next-leading systematic uncertainty
related to the b-tagging of b jets has already been reduced significantly after the publication of this result.

A subset of the discussed analysis regions, namely without the regions targeting the b-associated pro-
duction mode, was also used to conduct a search for a new, heavy vector boson Z′ in its decay Z′ → Zh in
a mass range between 500 GeV and 5 TeV; and by combining the νν̄bb̄ channel with an additional channel
targeting the `ν̄bb̄ final state also for a W′ boson in its decay W′ → Wh.

Since, no significant excess of events is observed in the data compared to the background expecta-
tion,48 upper limits at the 95 % CL are set on the Z′ (W′) production cross-section times the branching
ratios for the decays Z′ → Zh (W′ → Wh) and h → bb̄/cc̄, as a function of the resonance mass. In-
terpreting the results in the context of different benchmark models, allows to exclude Z′ and W′ bosons
with mZ′/W′ < 2.65 − 2.83 TeV. The limits are slightly improved, by combining all the three lepton chan-
nels under the assumption that the new vector bosons are degenerate in mass: Z′ and W′ bosons with
mZ′ = mW′ < 2.8 − 2.93 TeV are excluded at the 95 % CL for the same models. These results constitute
a significant extension of the mass range excluded by previous searches. The combined results are further
presented as two-dimensional exclusion regions in the parameter space of a simplified model. In particular
for masses below 3 TeV, the allowed parameter space is strongly constrained.

The upper limits obtained on the cross section for A-boson production times the branching ratios for
the decays A → Zh and h → bb̄ are also interpreted in the context of the hMSSM. As a simplified version
of the Minimal Supersymmetric Standard Model (MSSM), where the lightest CP-even Higgs boson h is
identified with the observed Higgs boson, it is a concrete realisation of a Type-II 2HDM. Its Higgs sector
can be described by only two free parameters, tan β and mA; i.e. with respect to the general Type-II 2HDM
the parameter α is not a free parameter, but determined by tan β and the masses of the Z and A bosons.
For small A-boson masses the obtained exclusion region in the tan β-mA plane resembles highly the one ob-
tained for the Type-II 2HDM; however, there is no exclusion power at large A-boson masses (and high tan β
values). This is because with increasing A-boson mass, α moves closer to the alignment limit, where the
branching ratio for A→ Zh vanishes. Relative to previous versions of the analysis the observed (expected)
exclusion region is extended towards higher masses, up to mA ≈ 380 (400) GeV, and for mA > 260 GeV
towards higher tan β, excluding values up to tan β ≈ 5. The presented exclusion region overlaps with the
exclusion limits provided by several other searches for additional Higgs bosons, namely for the heavy CP-
even scalar H via its decays H → hh/ZZ/W+W−, in several final states, and A/H → τ+τ−, as well as
for the charged Higgs boson in H± → tb,49 and by recent measurements of the couplings of the observed
Higgs boson. Besides indicating the consistency of the results, this furthermore shows the relevance of the
A→ Zh search for exploring the mA-tan β parameter space also in the hMSSM.

Although in various BSM models the excluded parameter space is constantly growing and no signs
of new physics have been found so far, there is still room for small deviations from the SM. Many BSM
searches mainly focusing on the high(er)-mass regime, such as the described one, can still profit from an
increased dataset that is already available at the time of writing. At the end of the year 2018, the end

48Since the search focuses on mZ′ > 500 GeV, the mVh range, where the excess discussed in the context of the A → Zh search is
observed, is not tested.

49Where H± → tb stands for H+ → tb̄ and H− → t̄b.
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of Run 2, the dataset is about a factor of four larger than what was analysed in the presented search.
Also, future searches can benefit from the increased experience with boosted topologies gained during
Run 2: several new reconstruction techniques are now available that promise significant improvements
in particular in the TeV regime. Searches targeting (very) low-mass resonances start to be limited by
systematic uncertainties and significant improvements become harder to achieve. They begin to share
challenges with SM precision measurements that increasingly regain attention given that deviations from
the SM are progressively confirmed to be small.
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