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#### Abstract

Fixed-parameter tractability is one of the key methodologies of modern algorithm design and complexity theory. As of today, the most studied resource in this field is sequential time. In contrast, in classical complexity theory there is a rich literature concerning parallel processing. Identifying suitable parameters as well as accelerating computations through parallelization both have the same goal: Increase the solvable fraction of an otherwise intractable problem. It is therefore natural to bring both fields together by studying parallel parameterized algorithms. In this thesis I present a rich framework of parallel parameterized complexity classes and develop a toolbox of basic parallel parameterized algorithms. It will be shown how the core techniques of parameterized complexity theory can be implemented in parallel - including color coding, bounded search trees, kernelization, structural decomposition of graphs, and algorithmic meta-theorems. Especially the latter two methods lead to deep insights into the complexity of well-known problems - but I also illustrate how they can be utilized in practice by presenting two corresponding software libraries: One for computing optimal tree compositions and one for model checking a fragment of monadic second-order logic.


## ZUSAMMENFASSUNG

Die parametrisierte Algorithmik ist ein Schlüsselbereich des modernen Algorithmenentwurfes sowie der Komplexitätstheorie. Die fast ausschließlich untersuchte Ressource in diesem Bereich ist dabei die sequentielle Zeit, obwohl die Parallelverarbeitung ein zentrales und vielfach untersuchtes Teilgebiet der klassischen Algorithmik ist. Sowohl das Identifizieren eines geeigneten Parameters als auch die direkte Beschleunigung durch Parallelisierung verfolgen das gleiche Ziel: möglichst viele Instanzen eines an sich nicht effizient lösbaren Problems dennoch zu lösen. Es ist daher naheliegend, beide Forschungsgebiete miteinander zu verbinden - und genau diese Art von Integration ist das Ziel dieser Arbeit. Ich präsentiere eine Vielzahl von parametrisierten Komplexitätsklassen und entwickle eine Sammlung von parallelen parametrisierten Basisalgorithmen. Dabei werden nahezu alle Techniken, die die parametrisierte Komplextheorie zu bieten hat, von einem parallelen Standpunkt aus untersucht - unter anderem Color Coding, beschränkte Suchbäume, Kernelisierung, strukturelle Zerlegungen von Graphen sowie algorithmische Metatheoreme. Außerdem illustriere ich, wie die letzten zwei Techniken in der Praxis genutzt werden können, indem ich zwei Software-Bibliotheken vorstelle: eine zum Berechnen optimaler Baumzerlegungen und eine für die Modellprüfung eines Fragmentes der monadischen Prädikatenlogik zweiter Stufe.
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## 1 INTRODUCTION

Computer science is faced with a huge portfolio of interesting problems, most of which are considered intractable. It lies at the heart of complexity theory to study the computations involved in solving such problems in order to provide a fine-grained classification of problems into those that can be solved efficiently and those that cannot. Using such a classification as guideline, it is the task of algorithm design to develop algorithms that solve the problems as quickly as possible, and it is the burden of algorithm engineering to make these algorithms work in practice. In the following thesis, I try to develop a new subfield of complexity theory, try to demonstrate how it applies to the design of algorithms, and try to present its interaction with algorithm engineering: the field of parallel parameterized algorithms.

### 1.1 Why Parallel Parameterized Algorithms

What shall we do if we encounter an intractable problem? We could relax our requirements and use heuristics or approximation algorithms. However, this is not feasible whenever a non-optimal solution produces unacceptable costs. Many problems that are intractable from a complexity theoretic point of view can still be solved efficiently in practice via algorithm engineering. A well-known example is the satisfiability problem for propositional logic, for which modern tools can solve instances with millions of variables. How can this be, when the problem in its entirety is so difficult? The reason is that instances that are solved by the practitioners, and thus the instances that arise in "real world" applications, are very structured. This insight is taken back from practice to complexity theory by the field of parameterized complexity theory. The central idea is to develop parameterized algorithms that try to explicitly utilize such structures in order to be more efficient.

Parameterized complexity theory provides new research directions, but unfortunately loses a bit of the purity of classical complexity theory, as "the landscape of complexity classes becomes much more unwieldy. This means that the natural problems tend to fall into a large number of apparently different classes." [85] To counteract this effect, Flum and Grohe [85] suggest to use logic, "which can serve as a tool to get a more systematic understanding of such classes." Large parts of parameterized complexity theory can nowadays be stated completely in logical terms. This is yet another example for "the unusual effectiveness of logic in computer science." [103]

This characterization of complexity theory in terms of logic, a field called descriptive complexity, has another major advantage: "Descriptive complexity is inherently parallel in nature." [111] Studying parameterized complexity theory from a logician's point of view is, therefore, nothing else than studying parallel parameterized complexity theory. A subject that is very natural to study on its own - just recall that we arrived in the parameterized setting because the problems that we are trying to solve are difficult, and observe that almost all computational devices available today have a parallel architecture that may allow for a parallel speedup.

Having an understanding of parallel parameterized complexity theory, the next step is to turn the gained knowledge into parallel parameterized algorithms that we can actually implement. It will be convenient to describe such algorithms in the language of Boolean circuits, as on one hand this is the most natural parallel computational model, and on the other hand such circuits are deeply linked to logic and descriptive complexity. Once we have specified the computational model and have designed parallel parameterized algorithms, we can turn back to algorithm engineering and implement the resulting procedures.

### 1.2 Results of This Dissertation

In this dissertation, I present a rigorous overview of parameterized parallel complexity theory and develop a rich toolbox of parameterized parallel algorithms. In both aspects, I will focus primarily on positive results, that is, we will study parameterized problems that can be solved efficiently in parallel. In contrast, many previous works have studied parameterized circuit complexity of intractable problems to obtain a fine-grained classification of them.

The results split, as this thesis, into two parts. First we concentrate on the design of parameterized algorithms. Besides a collection of basic parallel parameterized algorithms that can be used as subroutines in the design of further algorithms, we study almost all the standard techniques that parameterized complexity theory has in its quiver from a parallel point of view. It will come to light that the technique of color coding is a central concept to execute parameterized algorithms in parallel.

Color coding is a randomized technique used to identify small objects in a larger graph by assigning random colors to the vertices of that graph. The probability that the objects we are searching for get a certain coloring depends only on the size of the objects and the number of used colors and, therefore, color coding naturally leads to randomized parameterized algorithms. In fact, we can check many random colorings in parallel and, thus, color coding also naturally leads to randomized parallel parameterized algorithms. As first addition to our toolbox we will show that we can derandomize color coding in parallel constant time:
$\triangleright$ Informal Version of Theorem 42.
Color coding can be derandomized in para-AC.
Equipped with this powerful subroutine we will develop parameterized counterparts of many basic techniques from parallel processing. Most importantly, we will deal with symmetry breaking by solving multiple versions of the parameterized independent set problem in parallel. In the following table, $k$ refers to the size of the sought independent set, while $\Delta$ is the maximum degree of the input graph. The results are proven in Theorem 33, Lemma 46, and Theorem 47.

| Problem | Complexity |
| :---: | :---: |
| P $\triangle$-MAXIMAL-INDEPENDENT-SET | para-AC ${ }^{++\epsilon}$ |
| $\mathrm{p}_{\mathrm{k}, \triangle}$-INDEPENDENT-SET | para-AC ${ }^{\circ}$ |
| $\mathrm{p}_{\mathrm{k}}$-PLANAR-INDEPENDENT-SET | para-AC ${ }^{1}$ |
|  | (para- $\mathrm{AC}^{\circ \dagger}$ if planarity is promised) |

We will study parameterized reachability and distance problems - establishing a parallel parameterized version of the depth-first, the breadth-first search, and a link between alternating distance and parallel parameterized complexity theory:
$\triangleright$ Informal Version of Theorem 39.
The parameterized alternating distance problem is complete for para-AC. ${ }^{\circ} \quad \triangleleft$
Once we have established the toolbox, we will systematically adapt many standard strategies from fixed-parameter tractability theory to a parallel setting - starting with bounded search trees. Algorithms based on this paradigm can naturally be parallelized, as we can handle multiple branches of the search tree in parallel. We formalize this intuition by designing a parallel algorithm for a large family of modulator and editing problems, leading to multiple versions of the following result:
$\triangleright$ Informal Version of Corollary 57 and Corollary 63.
Let $\mathcal{H}$ be a family of graphs with constant treewidth. There is a family of para-FAC ${ }^{\mathrm{Ot}_{-}}$ circuits that decides, given graphs $H \in \mathcal{H}$ and $G$, whether we can delete $k$ vertices from G such that there is no homomorphism (embedding) from H to G .

An interesting problem that will not fit into this framework is the feedback-vertex set problem, and we will craft a dedicated algorithm for it in order to show:

$$
\mathrm{p}_{\mathrm{k}} \text {-FEEDBACK-VERTEX-SET } \in \text { para-AC. }{ }^{1+}
$$

To achieve the algorithm we will be forced to develop parallel versions of many wellknown preprocessing rules for the feedback-vertex set problem. As it will turn out, this is only possible if we interleave the application of these rules with the parallel search tree - applying them individually is P-complete! Since almost all kernelizations for the feedback-vertex set problem that are discussed in the literature are
build on top of these preprocessing rules, a natural next question is whether there is any hope for a parallel kernelization. Computing kernels in parallel seems, at the first sight, like a tough task: All textbooks present kernelizations as a list of reduction rules that are applied sequentially as long as possible. However, we will show that parallel parameterized algorithms are deeply linked to the parallel computation of kernels - similar to the fact that a problem is fixed-parameter tractable if, and only if, it admits a polynomial time computable kernelization (and is decidable):

## Informal Version of Theorem 77.

Parallel parameterized algorithms are equivalent to parallel preprocessing, that is, a problem lies in para-AC ${ }^{i}$ if, and only if, a kernel of it can be computed in FAC.

Given the knowledge that many natural problems have a parallel computable kernelization, we will start a journey on which we establish a number of upper and lower bounds. For instance, we show that we can compute an exponential kernel for $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER in FAC, a quadratic kernel in FTC, and we show that the currently best sequential kernel for the problem cannot be computed in parallel unless we can compute large matchings in parallel - and whether this is possible is a longstanding open problem in the field.

The technical most challenging - and in my opinion also the most interesting - parallel kernelization that I will present is for the hitting set problem parameterized by the solution size $k$ and the maximum size $d$ of the hyperedges. It was conjectured by Chen, Flum, and Huang that a parallel kernelization for this problem will require time $\Omega(\mathrm{d})$ [53], however, with the massive use of color coding we can achieve the kernel in constant parallel time:
$\triangleright$ Informal Version of Corollary 111 .
A kernel for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET can be computed in FAC.
$\triangleleft$
The technique that we will use to obtain this kernelization (the "massive" use of color coding) is interesting on its own, as it shows that iterated applications of the color coding technique can sometimes be collapsed into a single application. I believe that this trick could be useful for many other parallel parameterized algorithms.

The next and final technique that we will take from fixed-parameter tractability theory and apply it in parallel is the use of algorithmic meta-theorems. To that end, we will develop parallel parameterized algorithms to compute various graph decompositions, including algorithms to compute tree decompositions. Based on these decompositions, I will provide parallel versions of many famous algorithmic metatheorems. These meta-theorems boil down to efficient algorithms for the model checking problem for various logics. In the following table, each row refers to the model checking problem of a certain logic parameterized by both, the size of the input formula and some structural parameter of the Gaifman graph of the input structure (from top to bottom: its maximum degree, its vertex cover number, its treedepth, and its treewidth).

| Logic | Parameter | Complexity | Reference |
| ---: | :--- | :--- | :--- |
| First-Order | $\|\varphi\|+\Delta$ | para-AC $^{\circ \dagger}$ | Theorem 130 |
| Monadic Second-Order | $\|\varphi\|+\mathrm{vc}$ | para-AC $^{\circ}$ | Theorem 132 |
| Monadic Second-Order | $\|\varphi\|+$ td | para- $\mathrm{AC}^{\circ \dagger}$ | Theorem 133 |
| Monadic Second-Order | $\|\varphi\|+$ tw | ${\text { para- } \mathrm{AC}^{2 \dagger}}^{\text {Theorem 134 }}$ |  |

In the second part of this thesis we will take the theoretical results from the first part and combine them with algorithmic engineering in order to obtain a tool, which is fast in practice, for the problem in the last row. For this, we will first need a tool that can quickly compute tree decompositions in practice. I will present the Java library Jdrasil, which was developed by Sebastian Berndt, Thorsten Ehlers, and myself in the light of the first Parameterized Algorithms and Computational Experiments Challenge (PACE 2016). I will, however, only present the parts of the library that were primarily developed by myself-including the architecture, the exact algorithms, as well as the parallel capabilities of the library. In detail, we will first have a look at an improved sat-encoding for treewidth that is based on an encoding by Berg and Järvisalo [26]. Then we will consider a game theoretic version of a novel positive instance driven $d y$ namic program due to Hisao Tamaki [156-158]. This is the currently fasted paradigm for computing optimal tree decompositions in practice, and I will describe in detail how it works. We will compare this algorithm with the sat-based algorithm and with multiple algorithms that were considered state-of-the-art before the first PACE. Finally, I will describe and experimentally analyze how Jdrasil parallelizes the computation of tree decompositions in general (independently of the used algorithm). This is done by computing safe separators, a concept introduced by Bodlaender and Koster [41], with a collection of novel heuristics.

Jdrasil is equipped with an interface that makes it easy to specify and execute dynamic programs over the computed tree decomposition. Jatatosk is a model checker for a fragment of monadic secondorder logic that is based on this interface. The tool approaches the last result from the previous table from an algorithm engineering point of view by choosing a fragment with an efficient implemen-

| Formula | Run Time |
| ---: | :--- |
| $\varphi_{3 \text { col }}$ | $\mathrm{O}^{*}\left(3^{k}\right)$ |
| $\varphi_{\mathrm{vc}}(S)$ | $\mathrm{O}^{*}\left(2^{k}\right)$ |
| $\varphi_{\mathrm{ds}}(S)$ | $\mathrm{O}^{*}\left(8^{k}\right)$ |
| $\varphi_{\text {triangle-minor }}$ | $\mathrm{O}^{*}\left(\mathrm{k}^{6 k}\right)$ |
| $\varphi_{\mathrm{fvs}}(S)$ | $\mathrm{O}^{*}\left(2^{k} \mathrm{k}^{2 k}\right)$ | tation in mind. The result is a tool that is faster than similar tools on many instances - which will be illustrated with various experiments. Additionally, the architecture of Jatatosk will allow us to determine its worst-case run time just from the syntax of the input formula. The table at the right shows the worst-case behavior of Jatatosk for some natural formulas for standard problems.

Taking all these results together, I hope that I can convince you with this thesis that studying fixed-parameter tractability in parallel is interesting and fruitful - both, in theory and practice. Preliminary versions of many of the results that I will present within this thesis were previously presented at the following conferences (in chronological order):
[19] Max Bannach, Christoph Stockhusen, and Till Tantau: Fast Parallel Fixed-Parameter Algorithms via Color Coding. In Proceedings of the 10th International Symposium on Parameterized and Exact Computation (IPEC 2015).
[20] Max Bannach and Till Tantau: Parallel Multivariate Meta-Theorems. In Proceedings of the 11 th International Symposium on Parameterized and Exact Computation (IPEC 2016).
[16] Max Bannach, Sebastian Berndt, and Thorsten Ehlers: Jdrasil: A Modular Library for Computing Tree Decompositions. In Proceedings of the 16th International Symposium on Experimental Algorithms (SEA 2017).
 Proceedings of the 35 th Symposium on Theoretical Aspects of Computer Science (STACS 2018).
[22] Max Bannach and Till Tantau: Computing Kernels in Parallel: Lower and Upper Bounds. In Proceedings of the 13th International Symposium on Parameterized and Exact Computation (IPEC 2018).
[13] Max Bannach and Sebastian Berndt: Practical Access to Dynamic Programming on Tree Decompositions. In Proceedings of the 26 th Annual European Symposium on Algorithms (ESA 2018).
[14] Max Bannach and Sebastian Berndt: Positive-Instance Driven Dynamic Programming for Graph Searching. In Proceedings of 16th Algorithms and Data Structures Symposium (WADS 2019).

The second last paper was awarded Best Student Paper at the European Symposium on Algorithms 2018. A complete list of my publications can be found in the Curriculum Vitae on page 201. In particular [17], [18], and [23] are built on top of results of this thesis and provide interesting further directions.

### 1.3 Related Work and History

Parameterized complexity theory is a very active field of research. It was first introduced in a series of papers by Downey and Fellows [1, 66-68]. This interesting field is growing so rapidly that alone in the last decade seven (!) textbooks have been published to cover all its different aspects. Downey and Fellows have published two introductory books [69, 70]. Flum and Grohe focus on the complexity theoretic point of view and describe logical characterizations of parameterized classes [85]. A higher focus on algorithmic techniques can be found in the books by Niedermeier [137] and Cygan, Fomin, Kowalik, Lokshtanov, Marx, Pilipczuk, Pilipczuk, and Saurabh [59]. A collection of surveys that cover many areas on which the "multivariate algorithmic revolution" has an impact is presented in [34]. Fomin, Lokshtanov, Saurabh, and Zehavi have dedicated a book to parameterized preprocessing and kernelization [90]. Although the field is not old, it contains many ideas that were studied long before. For instance, preprocessing was always a heuristic tool frequently used by practitioners, it just did not have a clean mathematical characterization.

The idea of parallelization is almost as old as the dream of automatic computation. The first note is attributed to Luigi Federico Menabrea and his "Sketch of the Analytical Engine Invented by Charles Babbage" back in 1842. Today, almost every computational device contains multiple cores, and highly parallel systems with hundreds of processors are available. With cheap parallel hardware such as field-programmable gate arrays (FPGAs), and massive improvements in parallel computations with general purpose graphical units (GPGPUs), the theory of parallel algorithms is now more important than ever. The theory behind parallel processing is deeply linked to the circuit complexity class NC (for "Nick's Class") that was introduced by Nicholas Pippenger [141]. An overview over many classical results in this field was assembled by Cook [55]. Alternatively, one can study parallel algorithms with parallel random access machines - a detailed comparison can be found in [155]. An introduction to many basic parallel algorithms can be found in the textbook of JáJá [114]. Particularly important are results concerning symmetry breaking, such as the parallel algorithm for computing maximal independent sets in general graphs due to Michael Luby [130], or the algorithm due to Goldberg, Serge, Plotkin, and Shannon that works faster on graphs of bounded degree [100]. One of the independent set algorithms that we will study is directly based on the later. That parallel algorithms for symmetry breaking can be accelerated via randomization was observed by Alon, Babai, and Itai [5]. Alon, Yuster, and Zwick later studied randomization in the form of color coding [6], a technique that we will apply in the parameterized parallel setting as well.

Combining both, parameterized complexity theory and parallel computation, was first done by Cai, Chen, Downey, and Fellows with an investigation of parameterized logspace [46]. Later, Flum and Grohe defined the "parameterized counterpart" for any classical complexity class and, thus, a parameterized analogue of the NChierarchy [84]. The machine model used within this thesis was derived from this general formulation and was - in this form - first described in [19]. The first to study parallel parameterized algorithms were Cesati and Ianni [47]. Elberfeld, Stockhusen, and Tantau provide a rich framework of parameterized space and circuit classes; and they identify many natural problems for these classes [76]. They focused to a large degree on classes with bounded nondeterminism, and studied in this context also $\mathrm{p}_{\mathrm{k}}$-FEEDBACK-VERTEX-SET with an algorithm similar to the one I will present.

Concerning parallel kernelization, Cai, Chen, Downey, and Fellows did implement the well-known Buss kernelization for $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER in logspace [46], which was later improved by Elberfeld, Stockhusen, and Tantau to an FTCㅇ-kernelization [76]. For the later result the authors already sketched the idea that a decidable problem has a kernel computable in $\mathrm{FTC}^{\circ}$ if, and only if, it can be solved in para-TC. Chen, Flum, and Huang studied the parallel complexity of $\mathrm{p}_{\mathrm{k}}$-HITTING-SET for hypergraphs with hyperedges of constant size and provided a parallel kernel that requires time $\Omega(\mathrm{d})$ while producing polynomial work [53]. A result, on which the constant time kernelization for $p_{k, d}$-HITTING-SET that is presented within this thesis is build.

Parameterized circuit complexity was also used to introduce parameterized lower bounds: Chen and Flum introduced a para- $A C^{\circ}$-version of the famous Clique Switching Lemma, which shows that any fpt-approximation of $\mathrm{p}_{\mathrm{k}}$-CLIQUE is unconditionally not in para- $\mathrm{AC}^{\circ}$ [52]. Besides parameterized circuit complexity, there is also a growing body of literature that considers parameterized parallel random access machines and practical implementations of the resulting algorithms [3, 49].

Logic is far older than computer science. The idea of moving from infinite-model theory to finite-model theory in order to link logic to complexity theory has its roots in Fagin's famous theorem - the class NP is precisely captured by all properties expressible in existential second-order logic [78]. Descriptive complexity is the originating field that did get its momentum by the subsequent work of Immerman [111]. The connection to parameterized complexity is highlighted by Flum and Grohe [85].

Algorithmic meta-theorems find application in many areas of complexity theory and modern algorithm design. An overview can be found in the survey paper by Stephan Kreutzer [123]. The meta-theorem presented in this thesis that works on graphs of bounded degree is based on a result of Flum and Grohe, who have proven the theorem for parameterized logspace [84]. The other meta-theorems that I will present are variations of Courcelle's famous theorem that states that every property expressible in monadic second-order logic can be tested in linear time on graphs of bounded treewidth [57]. This algorithm was also studied intensively from a parallel point of view for the case that the treewidth is bounded by a constant - in contrast, we will
study such algorithms while considering the treewidth as parameter. Bodlaender partly parallelized the result by providing individual NC -algorithms for many problems on graphs of constant treewidth [32]; subsequently Elberfeld, Jakoby, and Tantau implemented Courcelle's theorem completely in logspace (and, thus, in AC ${ }^{1}$ ) [74], as well as in $\mathrm{NC}^{1}$ when the tree decomposition is part of the input [75]. From a practical point of view, the most promising efforts to implement Courcelle's theorem are based on a game theoretic characterization [117, 118, 126], or by implementing it in a declarative framework for dynamic programming on tree decompositions [31].

### 1.4 Organization of This Thesis

Following this introduction, there are two chapters on preliminaries. In Chapter 2 I introduce the primary objects that we will study: relational structures and graphs. The following chapter provides the necessary background in circuit and complexity theory. Here, we define the complexity classes that we use throughout this thesis.

After the preliminaries, the thesis is partitioned into two parts. Part I is the primary part and deals with the design of parallel parameterized algorithms. The first chapter there, Chapter 4, introduces a toolbox of basic parallel parameterized algorithms and should be read before the others. The remaining chapters are largely independent and can be read in any order. They deal with parallelization of bounded search trees (Chapter 5), parallel preprocessing in the form of parallel kernelization (Chapter 6), the parallel decomposition of structures (Chapter 7), and the implementation of meta-theorems on top of such decompositions (Chapter 8).

The second part combines the theory from Part I with algorithm engineering in order to develop algorithms that are fast in practice. It contains two chapters corresponding to two software libraries: Chapter 10 introduces the library Jdrasil for computing tree decompositions; Chapter 11 introduces Jatatosk, a lightweight model checker for a fragment of monadic second-order logic. Jatatosk performs dynamic programming over tree decompositions and uses Jdrasil internally to find a suitable tree decomposition. However, besides this dependency the two chapters are independent and can be read in any order.

Each part ends in a chapter discussing the results, open problems, and further research directions. After Part II, both parts are set in relation and all results of this thesis are summarized in the conclusion in Chapter 13. At the end of this thesis on page 177, you will find a complete compendium of all complexity classes and problems that we discuss in this thesis. A description of the hardware and the test sets used in the various experiments can be found on page 183.
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## 2 Structures, Graphs, and LOGIC

Before we start with the design of parallel algorithms, we shall define the objects that the algorithms will handle. In this thesis, these objects are mainly graphs and the more general relational structures. In this chapter we gather the essential definitions of relational structures and I provide a brief introduction to graph theory. Furthermore, I introduce the language that we will use to describe properties of structures and graphs: first- and second-order logic. For a more comprehensive introduction to structures and logic I refer the reader to the textbook of Immerman [111]. The notation concerning graph theory follows the standard textbook of Diestel [65].

### 2.1 Relational Structures

A relational structure is a set together with a collection of relations defined on it. In order to grasp these relations and to talk about the structure, we use a vocabulary that defines the relations that are available. A structure gives meaning to such a vocabulary by interpreting the defined relations.

- Definition 1 (Vocabulary)

A (relational) vocabulary is a finite set $\tau=\left\{R_{1}^{\mathrm{a}_{1}}, \mathrm{R}_{2}^{\mathrm{a}_{2}}, \ldots, \mathrm{R}_{k}^{\mathrm{a}_{\mathrm{k}}}\right\}$ consisting of relational symbols $R_{i}$ of arity $\operatorname{ar}\left(R_{i}\right)=a_{i}$.

- Definition 2 (Structure)

A (finite, relational) structure over some vocabulary $\tau=\left\{R_{1}^{a_{1}}, R_{2}^{a_{2}}, \ldots, R_{k}^{a_{k}}\right\}$, also called a $\tau$-structure, is a tuple $S=\left(V(S), R_{1}^{S}, R_{2}^{S}, \ldots, R_{k}^{S}\right)$ consisting of a non-empty finite set $V(S)$, called the universe, and an interpretation $R_{i}^{S} \subseteq V(S)^{a_{i}}$ of every relational symbol $R_{i}$.
For a fixed vocabulary $\tau$, we denote with $\operatorname{sTRUC}[\tau]$ the set of all $\tau$-structures. If it is clear from the context, we will refer to $\mathrm{V}(\mathrm{S})$ by V and we drop the superscript in the relations of a structure, that is, we will identify relations with their relational symbols. We call the elements of the universe vertices and refer to unary relations as colors. Furthermore, we call tuples contained in binary relations (directed) edges and tuples contained in relations of higher arity (directed) hyperedges. In both cases, we drop the term "directed" if the interpretation of the relation is symmetric. Accordingly, we call the relation itself edge-relation or hyperedge-relation. This terminology is motivated from graph theory, as our primary objects will be graphs. Precise definitions for graphs and graph theory are provided in Section 2.2.

- Example 3 (Strings)

Let $\Sigma$ be a fixed alphabet. We model strings $w \in \Sigma^{\star}$ as structures over the vocabulary $\tau_{\Sigma \text {-string }}$ that contains the binary relation $\leqslant^{2}$ and a unary relation $P_{\sigma}$ for every symbol $\sigma \in \Sigma$. A relational structure $S$ representing $w$ contains the universe $V=\{1, \ldots,|w|\}$ and interprets $\leqslant \mathrm{S}$ as the natural order on V . The relations $\mathrm{P}_{\sigma}^{\mathrm{S}}$ indicate which symbol is at a given index. For instance, let $\Sigma=\{0,1\}$ and let $w=0110$, a corresponding structure would be $S=\left(\{1,2,3,4\}, \leqslant{ }^{S}, P_{0}^{S}, P_{1}^{S}\right)$ with $P_{0}^{S}=\{1,4\}$ and $P_{1}^{S}=\{2,3\}$. The set of all strings over $\Sigma^{\star}$ is naturally represented by $\operatorname{sTruc}\left[\tau_{\Sigma \text {-string }}\right]$.
We will often deal with general structures that serve as hosts for many other structures. Let $S=\left(V, R_{1}^{S}, R_{2}^{S}, \ldots, R_{k}^{S}\right)$ be a structure and $X \subseteq V$. We denote with $S \backslash X=\left(V \backslash X, R_{1}^{S} \cap(V \backslash X)^{\operatorname{ar}\left(R_{1}\right)}, \ldots, R_{k}^{S} \cap(V \backslash X)^{\operatorname{ar}\left(R_{k}\right)}\right)$ the structure obtained by deleting the elements of $X$, and with $S[X]=S \backslash(V \backslash X)$ the substructure of $S$ induced by $X$. With other words, a structure $B$ is an induced substructure of a structure $A$ if there is a sequence of element deletions that transforms $A$ into $B$. If this sequence additionally contains the deletion of single tuples we say B is a substructure of $A$, or that $A$ contains $B$. Finally, if the sequence also contains the contraction of tuples we say $B$ is a minor of $A$. The contraction of a tuple ( $x_{1}, \ldots, x_{r}$ ) deletes the tuple and replaces every occurrence of $x_{1}, \ldots, x_{r}$ with a single new element $x$.
Let $A$ and $B$ be two $\tau$-structures, we call a function $\varphi: V(A) \rightarrow V(B)$ a homomorphism if for all relational symbols $R$ in $\tau$ and all $\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right) \in V(A)^{\operatorname{ar}(R)}$ we have:

$$
\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right) \in R^{A} \Longrightarrow\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{\operatorname{ar}(R)}\right)\right) \in R^{B} .
$$

We write $A \rightarrow B$ if there is at least one homomorphism from $A$ to $B$. For an example, observe that there is a homomorphism from every bipartite graph to graphs that contain at least one edge, see the figure at the margin. An injective homomorphism is called an embedding from $A$ into $B$. We denote the fact that there is any embedding from $A$ to $B$ with $A \rightarrow B$. We call $\varphi$ a strong homomorphism (embedding) if it satisfies the following stronger condition:

$$
\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right) \in R^{A} \Longleftrightarrow\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{\operatorname{ar}(R)}\right)\right) \in R^{B} .
$$

Finally, an isomorphism is a bijective strong embedding, and two structures $A$ and $B$ are called isomorphic, denoted by $A \simeq B$, if there is an isomorphism from $A$ to $B$.
With relational structures we have a notation to describe the objects we are interested in. Now we need a way to present a structure to a computational model, that is, we need a suitable encoding for them. This is often a matter of taste, as many encodings can be translated into each other quite easily. We present a standard encoding that we will always use, unless explicitly stated otherwise. Note that in the moment in which we define an encoding of a structure, we indirectly define an order of the elements of the universe, even if the structure itself is unordered. We call this order the lexicographical order and some algorithms presented within this thesis will explicitly use it.

- Definition 4 (Encoding of a Structure)

Let $S=\left(V, R_{1}^{S}, R_{2}^{S}, \ldots, R_{k}^{S}\right)$ be a structure and let lex: $V \rightarrow\{0,1, \ldots,|V|-1\}$ be an arbitrary but fixed bijection. The encoding of $S$ (with respect to lex) is the binary string $\operatorname{code}(S) \subseteq\{0,1\}^{\star}$ that contains a binary vector of length $|\mathrm{V}|$ for every unary relation of $\mathrm{S}, \mathrm{a}|\mathrm{V}| \times|\mathrm{V}|$ adjacency matrix for every binary relation, and a $|\mathrm{V}| \times\left|\mathrm{R}_{i}^{\mathrm{S}}\right|$ incidence matrix for every relation $R_{i}^{S}$ of higher arity. In each vector and each matrix, the elements are sorted by lex.

### 2.2 Graphs and Decompositions

As mentioned in the previous section, we are primarily interested in graphs, which are simple relational structures with a single binary relation. Graphs inherit the concepts of induced subgraph, subgraph, and minor directly from relational structures.

- Definition 5 (Digraphs and Graphs)

A digraph is a relational structure over the vocabulary $\tau_{\text {graph }}=\left\{\mathrm{E}^{2}\right\}$, a (undirected) graph is a digraph with a symmetric interpretation of E . We say a digraph or graph is simple if its interpretation of E is irreflexive.

We will, in slight abuse of notation, sometimes denote the edges of a graph as sets $e=\{x, y\} \in E$, meaning an object $e$ that represents both tuples $(x, y),(y, x)$ in the symmetric relation. For a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ we denote with $|\mathrm{V}|=\mathrm{n}$ the number of vertices and with $|\mathrm{E}| / 2=\mathrm{m}$ the number of undirected edges. For a vertex $v \in V$ we let $\mathrm{N}(v)=\{w \mid\{v, w\} \in \mathrm{E}\}$ be the neighborhood of $v$ and define the closed neighborhood as $\mathrm{N}[v]=\mathrm{N}(v) \cup\{v\}$. For a vertex set $\mathrm{C} \subseteq \mathrm{V}$ we abbreviate $N(C)=\left(\bigcup_{v \in C} N(v)\right) \backslash C$. The degree of $v$ is defined as $\delta(v)=|N(v)|$, and the maximum degree of G is $\Delta(\mathrm{G})=\max _{v \in \mathrm{~V}} \delta(v)$. We say two vertices $v$ and $w$ are connected if there is a sequence $\left(v=p_{1}, p_{2}, \ldots, p_{q}=w\right)$ of vertices with $\left\{p_{i}, p_{i+1}\right\} \in E$ for all $1 \leqslant \mathfrak{i}<\mathrm{q}$. A set $\mathrm{C} \subseteq \mathrm{V}$ is connected if all pairs of vertices in C are connected. A (connected) component of G is a subset of V that is inclusion-wise maximal with respect to this property. A set $\mathrm{S} \subseteq \mathrm{V}$ is called separator if $\mathrm{G}[\mathrm{V} \backslash \mathrm{S}]$ contains more components than G . The components $\mathrm{C}_{1}, \ldots, \mathrm{C}_{\mathrm{k}}$ of $\mathrm{G}[\mathrm{V} \backslash \mathrm{S}]$ are associated with S , and we say $C_{i}$ is a full component associated with $S$ if $N\left(C_{i}\right)=S$. A minimal separator is a separator with at least two full components associated with it, and an inclusion minimal separator is a separator for which all associated components are full.

The Gaifman graph of a structure is a graph that represents its relations. Structures inherit graph theoretic terminology, such as separators, via the Gaifman graph.

- Definition 6 (Gaifman Graph)

The Gaifman graph of a structure $S$, denoted by $\operatorname{Gaif}(S)$, is the (undirected) graph $G=(V, E)$ in which $V$ is the universe of $S$, and in which $E$ contains an edge $\{v, w\}$ if, and only if, $v \neq w$ and there is a relation $\mathrm{R}^{S}$ in $S$ that contains a tuple $\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\operatorname{ar}(\mathrm{R})}\right)$ such that $v, w \in\left\{x_{1}, \ldots, \chi_{\operatorname{ar}(\mathrm{R})}\right\}$.

- Example 7

Consider the vocabulary $\tau=\left\{\mathrm{R}^{2}, \mathrm{G}^{1}, \mathrm{~B}^{3}\right\}$ and a corresponding relational $\tau$-structure $S=\left(\{1,2, \ldots, 10\}, R^{H}, G^{H}, B^{H}\right)$ with:

$$
\begin{aligned}
\mathrm{R}^{\mathrm{H}}= & \{(1,2),(2,3),(3,4),(4,7),(7,8),(8,7)\}, \\
\mathrm{G}^{\mathrm{H}}= & \{1,3,7,8\}, \\
\mathrm{B}^{\mathrm{H}}= & \{(1,2,10),(1,10,2),(2,1,10),(2,10,1),(10,2,1),(10,1,2) \\
& (8,9,10),(8,10,9),(9,8,10),(9,10,8),(10,8,9),(10,9,8) \\
& (4,5,6),(4,6,5),(5,4,6),(5,6,4),(6,4,5),(6,5,4)\} .
\end{aligned}
$$

The Gaifman graph of $S$ is the graph $\operatorname{Gaif}(S)=(\{1, \ldots, 10\}, E)$ with the following edge relation:

$$
\begin{aligned}
E= & \{\{1,2\},\{1,10\},\{2,3\},\{2,10\},\{3,4\},\{4,5\},\{4,6\},\{4,7\}, \\
& \{5,6\},\{7,8\},\{8,9\},\{8,10\},\{9,10\}\} .
\end{aligned}
$$

The following figure illustrates the structure $S$ on the left, and the corresponding Gaifman graph Gaif(S) on the right.


A fundamental technique of modern algorithm design, especially in the field of parameterized algorithms, is dynamic programming on certain structural decompositions of graphs. As we will apply similar techniques in this thesis, we need these graph theoretic terminology as well.

- Definition 8 (Tree Decomposition)

A tree decomposition of a graph $G=(V, E)$ is a pair $(T, \iota)$ in which $T$ is a rooted tree and $\iota$ a mapping from the nodes of $T$ to subsets of $V$ (which we call bags) such that:

1. for every $u \in V$ the set $\{x \mid u \in \mathfrak{l}(x)\}$ is non-empty and connected in $T$;
2. for every $\{v, w\} \in E$ there is a node $y$ in $T$ with $\{v, w\} \in \mathfrak{l}(y)$.

The width of a tree decomposition is the maximum size of one of its bags minus one; its depth is the maximum of its width and the length of the longest root-leaf-path.

- Definition 9 (Treewidth, Pathwidth, and Treedepth)

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph. The treewidth $\mathrm{tw}(\mathrm{G})$ of G is the minimum possible width of a tree decomposition of G . The pathwidth $\mathrm{pw}(\mathrm{G})$ of G is the minimum width over all tree decompositions $(\mathrm{T}, \mathrm{\imath})$ for G in which T is a path. Finally, the treedepth, denoted by $\operatorname{td}(\mathrm{G})$, of G is the minimum depth over all tree decompositions $(\mathrm{T}, \mathrm{\imath})$ for G in which for all nodes $x, y$ of $T$ we have $\mathfrak{l}(x) \subsetneq \mathfrak{l}(y)$ if $y$ is a descendant of $x$.

Intuitively, the treewidth of a graph measures how similar the graph is "to being a tree," therefore the name. For instance, a tree has treewidth $1\left(\operatorname{tw}\left(\delta_{0}-\mathrm{g}_{\mathrm{g}}^{\circ}\right)=1\right)$; but cliques have treewidth $n-1\left(\operatorname{tw}\left({ }_{8}^{\circ} \mathrm{g}\right)=4\right)$. Other graphs that are very unlike a tree are for instance $\mathrm{n} \times \mathrm{n}$ grids, which contain many cycles and have a treewidth of $n$, that is, $\operatorname{tw}\left(\begin{array}{c}\text { and } \\ \text { and } \\ \text { and }\end{array}\right)=3$. Likewise, the pathwidth measures how similar a graph is "to being a path," for instance we have $\mathrm{pw}(-0-0)=1$, but already for simple trees the pathwidth increases $\left(\mathrm{pw}\left({ }^{\left.{ }^{0}{ }^{\circ}{ }^{\circ 0}\right)}=2\right)\right.$. Finally, the treedepth measures the similarity of a graph to "being a star," for instance $\operatorname{td}\left({ }_{0}^{2}\right.$ unlike a star and have a treedepth of $\log n$, that is, $\operatorname{td}(0,0-00)=3$. It is well known that we have $\mathrm{tw}(\mathrm{G}) \leqslant \mathrm{pw}(\mathrm{G}) \leqslant \operatorname{td}(\mathrm{G}) \leqslant \mathrm{tw}(\mathrm{G}) \cdot \log _{2} \mathrm{n}$ for every undirected graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ on n vertices [135].

For many algorithms it is useful to have a certain form of a tree decomposition: A nice tree decomposition is a tuple $(\mathrm{T}, \mathrm{\imath}, \mathfrak{\eta})$ such that $(\mathrm{T}, \mathrm{\imath})$ is a tree decomposition, and $\eta: \mathrm{V}(\mathrm{T}) \rightarrow$ \{leaf, introduce, join, forget $\}$ is a labeling function of the nodes. The nodes that are labeled as leaf are exactly the leaves of T , and the bags of these nodes are empty. Furthermore, the bag associated with the root of T is empty as well. Introduce- and forget-nodes $n$ have one child $x$ such that there is one $v \in \mathrm{~V}$ with $v \notin \mathfrak{l}(x)$ and $\mathfrak{l}(\mathfrak{n})=\mathfrak{l}(x) \cup\{v\}$, or $v \in \mathfrak{l}(x)$ and $\mathfrak{l}(\mathfrak{n})=\mathfrak{l}(x) \backslash\{v\}$, respectively. Join-nodes $n$ have two children $x$ and $y$ with $\mathfrak{l}(n)=\mathfrak{l}(x)=\mathfrak{l}(y)$.

If a nice tree decomposition does not provide enough structure, we may also work on very nice tree decompositions, which are nice tree decompositions that additionally have exactly one edge-bag for every edge $e \in E$. These bags "virtually" introduce the corresponding edge. In particular, we assume that introduce-bags present "isolated" vertices that are later connected to other vertices by edge-bags.

We say a tree decomposition $(\mathrm{T}, \mathrm{\imath})$ is balanced if T is a balanced tree, that is, if for every node $n$ of $T$ the heights of the subtrees rooted at the children of $n$ differ by at most one. A nice tree decomposition $(T, \iota, \eta)$ is balanced if the tree obtained from $T$ by contracting introduce and forget nodes is balanced. It is well known that every tree decomposition can be transformed into a (very) nice tree decomposition without increasing the width [59]. Furthermore, any tree decomposition of width $w$ can be transformed into a balanced one of width at most $4 w+3$ [75].

Example 10
Various tree decompositions of an undirected graph $G=(V, E)$ shown at (i). The decompositions justify (ii) $\operatorname{tw}(G) \leqslant 1$, (iii) $p w(G) \leqslant 2$, and (iv) $\operatorname{td}(G) \leqslant 4$.


### 2.3 First- and SEcond-Order LOgic

With relational structures we have a formal tool to describe all kinds of objects, but we cannot talk about these objects yet. We require a formal way to describe and evaluate properties of a structure. Take the graphs from the previous section as example: Both, digraphs and graphs, are defined over the vocabulary $\left\{\mathrm{E}^{2}\right\}$, but the later are a subset of the former. To describe properties such as "is undirected" precisely, we will use mathematical logic.

- Definition 11 (Syntax of First-Order Logic)

Let $\tau=\left\{R_{1}^{a_{1}}, \ldots, R_{k}^{a_{k}}\right\}$ be a vocabulary. Strings of the form $x_{0}, x_{1}, x_{2}, x_{3}$, and so forth are called variables. The first-order language $\mathcal{L}(\tau)$ is inductively defined: It contains the atomic formulas, which are the strings $x_{i}=x_{j}$ for $i, j \in \mathbb{N}$ and, for a relational symbol $R_{\ell}$ of $\tau$ and variables $x_{1}, \ldots, x_{a_{\ell}}$, the string $R_{\ell}\left(x_{1}, \ldots, x_{a_{\ell}}\right)$. Inductively, the language $\mathcal{L}(\tau)$ contains for all strings $\alpha, \beta \in \mathcal{L}(\tau)$ and all $i \in \mathbb{N}$ the strings $\neg(\alpha)$, $(\alpha \wedge \beta)$, and $\exists x_{i}(\alpha)$. The elements of $\mathcal{L}(\tau)$ are called first-order formulas.

Let us denote the set of all first-order formulas by FO. From a computer science point of view, it will often be natural to consider arithmetic structures, that is, structures defined over a vocabulary that contains $\leqslant, 2+$, and $\times$, , which have to be interpreted as a total order of the universe, addition, and multiplication, respectively. The set of first-order formulas over arithmetic structures is denoted by FO[,$+ \times]$. We extend first-order formulas by the usual abbreviations:

$$
\begin{aligned}
x \neq y & \equiv \neg(x=y) \\
\alpha \vee \beta & \equiv \neg(\neg \alpha \wedge \neg \beta), \\
\alpha \rightarrow \beta & \equiv \neg \alpha \vee \beta, \\
\alpha \leftrightarrow \beta & \equiv(\alpha \rightarrow \beta) \wedge(\beta \rightarrow \alpha), \\
\forall x_{i}(\alpha) & \equiv \neg \exists x_{i}(\neg \alpha) .
\end{aligned}
$$

To increase readability, we use all lowercase Latin letters with or without subscript to refer to variables (such as $x_{1}, x_{2}, y, z$ ) and we drop unnecessary braces by using the standard operator precedence instead, which is in decreasing order: $\neg, \vee, \wedge \rightarrow$, $\leftrightarrow, \exists, \forall$. Furthermore, we use the dot notation: we denote a dot instead of an opening brace. This virtual brace is closed after the longest formal correct formula. For instance, we may write $\exists x$. $\alpha$ instead of $\exists x(\alpha)$. We say a variable $x$ is free in $\varphi$ if it is not in the scope of a quantifier, and we denote the set of free variables of $\varphi$ by free $(\varphi)$. Formulas without free variables are also called sentences, and formulas with free $(\varphi)=\left\{x_{1}, \ldots, \chi_{k}\right\}$ are denoted by $\varphi\left(\chi_{1}, \ldots, \chi_{k}\right)$. Variables that are not free are bounded (by a quantifier), and we denote the set of bounded variables by bound ( $\varphi$ ). The set of variables of $\varphi$ is the set $\operatorname{var}(\varphi)=$ free $(\varphi) \cup \operatorname{bound}(\varphi)$. Finally, we define the quantifier rank of a formula $\varphi$, denoted $\operatorname{by} \operatorname{qr}(\varphi)$, as the maximum nesting depth of quantifiers in $\varphi$ :

$$
\operatorname{qr}(\varphi)= \begin{cases}0 & \text { if } \varphi \text { is atomic, } \\ \max (\operatorname{qr}(\alpha), \operatorname{qr}(\beta)) & \text { if } \varphi=(\alpha \wedge \beta) \\ \operatorname{qr}(\alpha) & \text { if } \varphi=\neg(\alpha) \\ \operatorname{qr}(\alpha)+1 & \text { if } \varphi=\exists x(\alpha)\end{cases}
$$

- Definition 12 (Semantic of First-Order Logic)

Let $\tau=\left\{R_{1}^{a_{1}}, \ldots, R_{k}^{a_{k}}\right\}$ be a vocabulary, $\varphi\left(x_{1}, \ldots, x_{\ell}\right)$ be a first-order formula with free-variables $x_{1}, \ldots, x_{\ell}$, and let $S=\left(V, R_{1}^{S}, \ldots, R_{k}^{S}\right)$ be a $\tau$-structure. We inductively define the relation $(S, \alpha) \models \varphi$, which states that $S$ is a model for $\varphi$ under an assignment $\alpha$ : free $(\varphi) \rightarrow V$ : We have $(S, \alpha) \models \varphi$ if...

1. $\varphi$ is an atomic formula $x=y$ and $\alpha(x)=\alpha(y)$;
2. $\varphi\left(x_{1}, \ldots, x_{\ell}\right)=R_{i}\left(x_{1}, \ldots, x_{\ell}\right)$ and $\left(\alpha\left(x_{1}\right), \ldots, \alpha\left(x_{\ell}\right)\right) \in R_{i}^{S}$;
3. $\varphi\left(x_{1}, \ldots, x_{\ell}\right)=\left(\psi\left(x_{1}, \ldots, x_{\ell}\right) \wedge \chi\left(x_{1}, \ldots, x_{\ell}\right)\right)$ and $(S, \alpha) \models \psi\left(x_{1}, \ldots, x_{\ell}\right)$ as well as $(S, \alpha) \models \chi\left(x_{1}, \ldots, x_{\ell}\right)$ holds;
4. $\varphi\left(x_{1}, \ldots, x_{\ell}\right)=\neg\left(\psi\left(x_{1}, \ldots, x_{\ell}\right)\right)$ and $(S, \alpha) \not \models \psi\left(x_{1}, \ldots, x_{\ell}\right)$ holds;
5. $\varphi\left(x_{1}, \ldots, x_{\ell}\right)=\exists y\left(\psi\left(x_{1}, \ldots, x_{\ell}, y\right)\right)$ and there is an element $u \in V$ such that (S, $\left.\alpha^{\prime}\right) \models \psi\left(x_{1}, \ldots, x_{\ell}, y\right)$ for

$$
\alpha^{\prime}(x)= \begin{cases}\alpha(x) & \text { if } x \in \operatorname{free}(\varphi) \\ u & x=y\end{cases}
$$

If $S$ is a model for $\varphi$ under all assignments we abbreviate $S \models \varphi$. In this case, we also say that " $\varphi$ is true in $S$," or that " $S$ satisfies $\varphi$."

- Example 13

An $\left\{E^{2}\right\}$-structure is a simple graph if it is a model for the following sentence:

$$
\varphi_{\text {simple }}=\forall x \forall y E(x, y) \rightarrow(x \neq y \wedge E(y, x))
$$

A digraph is called a tournament if between every pair of vertices exactly one of the directed edges exists. With other words, a digraph is a tournament if it is a model for the following sentence:

$$
\varphi_{\text {tournament }}=\forall x \forall y(x=y \wedge \neg E(x, y)) \vee(x \neq y \wedge(E(x, y) \leftrightarrow \neg E(y, x)))
$$

Finally, let us consider for a graph $G=(V, E)$ the following formula:

$$
\varphi_{\mathrm{vc}}\left(\mathrm{x}_{1}, \ldots, x_{\mathrm{k}}\right)=\forall x \forall \mathrm{y} E(x, y) \rightarrow \bigvee_{i=1}^{k}\left(x=x_{i} \vee y=x_{i}\right)
$$

Observe that for every possible assignment $\alpha$ with $(G, \alpha) \models \varphi_{\text {vc }}$ we may define the set $X=\{\alpha(x) \mid x \in \operatorname{free}(\varphi)\}$ with $|X| \leqslant k$ such that $G[V \backslash X]$ contains no edges. We call such a set $X$ a vertex cover of $G$, a structure that we will encounter frequently in the rest of this thesis.

If we extent first-order logic by relational variables of arbitrary arity, and if we also allow quantifying over such relational variables, we obtain second-order formulas. We stipulate that relational variables are denoted by uppercase Latin letters, and we denote the set of all second-order formulas by SO. We say a relational variable is monadic if its arity is one. Accordingly, a second-order formula is monadic if all its relational variables are monadic - we denote the set of these formulas by MSO. The remaining definitions for second-order formulas are similar to the definitions of first-order formulas. Instead of going into the details here, I will refer the interested reader to standard textbooks [71, 72].

## Example 14

A natural property that can be expressed in second-order logic is that a set $\mathrm{X} \subseteq \mathrm{V}$ is connected in a given graph $G=(V, E)$. To write down a formula for this statement, we require a characterization of "being connected" that we can grasp with logic. Observe that for a connected set $X$ the following holds: there is an edge between every non-empty proper subset $Y$ of $X$ and $X \backslash Y$. Also observe that this property is not true in unconnected sets. We start with the simple formula that states that a given set is non-empty: $\varphi_{\text {non-empty }}(A)=\exists x, A(x)$.
The next ingredient we need is a way of describing that a set $A$ is a proper subset of another set $B$ :

$$
\varphi_{\text {proper-subset }}(A, B)=(\forall x \cdot A(x) \rightarrow B(x)) \wedge(\exists x \cdot \neg A(x) \wedge B(x))
$$

Summarizing, we can write down the following formula, which precisely states that X is connected in G :

$$
\begin{aligned}
\varphi_{\text {connected }}(X)= & \forall Y\left(\varphi_{\text {non-empty }}(Y) \wedge \varphi_{\text {subset }}(Y, X)\right) \\
& \rightarrow(\exists x \exists y X(x) \wedge \neg Y(x) \wedge Y(y) \wedge E(x, y))
\end{aligned}
$$

The cautious reader may observe that this formula is, of course, a bit wordy in order to illustrate the concept. We can condense it to the following equivalent formula:

$$
\begin{align*}
\varphi_{\text {connected }}(X)= & \forall Y(\exists x \exists y X(x) \wedge X(y) \wedge Y(x) \wedge \neg Y(y)) \\
& \rightarrow(\exists x \exists y X(x) \wedge X(y) \wedge Y(x) \wedge \neg Y(y) \wedge E(x, y))
\end{align*}
$$

- Example 15

We say a graph $G=(V, E)$ is 3 -colorable if there is a mapping $\lambda: V \rightarrow\{1,2,3\}$ such that $\lambda(u) \neq \lambda(v)$ for every edge $\{u, v\} \in E$. This property can be expressed by the following existential second-order formula:

$$
\varphi_{3 \text { col }}=\exists R \exists G \exists B(\forall x R(x) \vee G(x) \vee B(x)) \wedge\left(\forall x \forall y E(x, y) \rightarrow \bigwedge_{C \in\{R, G, B\}} \neg C(x) \vee \neg C(y)\right) .
$$

For instance, we have $\stackrel{\circ}{\circ} \models \varphi_{3 \text { col }}$, as this graph is clearly 3-colorable. But the clique on 4 vertices in not 3-colorable, that is, $8 \approx \neq \nmid=\varphi_{3 \text { col }}$.

## 3 BAckground in Complexity

Complexity theory is an area of theoretical computer science that studies the algorithmic complexity of preserving functions $\rho: \operatorname{struc}[\tau] \rightarrow \operatorname{struc}[\sigma]$. In simple words that means we wish to state whether it is easy or hard to compute $\rho$. Formally, we measure the resources that a computational model requires for the evaluation of $\rho(A)$ for a structure $A \in \operatorname{stRUC}[\tau]$. A preserving function here is defined as follows:

- Definition 16 (Preserving Functions)

A function $\rho: \operatorname{struc}[\tau] \rightarrow \operatorname{struc}[\sigma]$ is called preserving if it satisfies the following conditions for all $A, B \in \operatorname{struc}[\tau]$ :

1. $\quad A \simeq B \Longrightarrow \rho(A) \simeq \rho(B)$,
2. $\quad|\operatorname{code}(A)|=|\operatorname{code}(B)| \Longrightarrow|\operatorname{code}(\rho(A))|=|\operatorname{code}(\rho(B))| . \quad \triangleleft$

The standard computational model for parallel algorithms are uniform circuitfamilies, in which $\rho$ is evaluated by Boolean circuits. The resources used by this model are the depth and the size of these circuits. Loosely speaking this corresponds to the parallel time and work we need on a real parallel machine. We will formally introduce this computational model in Section 3.1.
In many scenarios it is too general to study the complexity of an arbitrary preserving function $\rho: \operatorname{sTRUC}[\tau] \rightarrow \operatorname{struc}[\sigma]$ and, instead, we will often restrict ourselves to the characteristic function of a set $\mathrm{Q} \subseteq \operatorname{struc}[\tau]$. Here we will consider only such sets Q with the property that all isomorphic structures are either simultaneously contained in $Q$ or not. In other words, the characteristic function of $Q$ must be preserving as well. In complexity theory we call Q a decision problem as we have to decide, given a structure $A \in \operatorname{STRUC}[\tau]$, whether we have $A \in Q$. Recall for instance Example 13 where we have defined the formula $\varphi_{v c}$, and where we have considered the set $Q=\left\{G \in \operatorname{struc}\left[\tau_{\text {graph }}\right] \mid G \models \varphi_{\mathrm{vc}}\right\}$. Then $Q$ is exactly the well-known vertex cover problem. We refer to decision problems by small-caps words, for instance, we would identify Q with vertex-cover. Instead of stating the exact set representation, we define problems in the following more convenient way, omitting details about the precise definition of the input structure:

- Problem 17 (vertex-cover)

Instance: $\quad \mathrm{A}$ graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{k} \in \mathbb{N}$.
Question: Is there a set $\mathrm{X} \subseteq \mathrm{V}$ with $|\mathrm{X}| \leqslant \mathrm{k}$ such that $\mathrm{G}[\mathrm{V} \backslash \mathrm{X}]$ contains no edge? $\triangleleft$

In parameterized complexity theory we try to tighten the analysis of a preserving function $\rho$ by taking a parameterization $\mathrm{K}: \operatorname{sTRUC}[\tau] \rightarrow \mathbb{I}$ into account, which itself is a preserving function that assigns to every structure a parameter value from some ordered and countable index set $\mathbb{I}$. The intuition is that $\kappa(A)$ describes structural properties of $A$, which we may explicitly use in a refined complexity analysis. We call the tuple ( $\rho, \kappa$ ) a parameterized function and, similar to decision problems, we call ( $\rho, \kappa$ ) or $(\mathrm{Q}, \mathrm{\kappa})$ a parameterized problem if $\rho$ is the characteristic function of $\mathrm{Q} \subseteq \operatorname{STRUC}[\tau]$. We denote such problems by strings with a leading " p "" with an index that indicates the parameterization. For instance, $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER is the vertex cover problem parameterized by the number k. Formal definitions are provided in Section 3.2. It should be noted, however, that these definitions are far less standardized in the literature than they are for classic complexity - we discuss differences between these definitions in Section 3.3.

### 3.1 Classic Complexity Theory

As mentioned in the introduction of this chapter, our primary computational model is the Boolean Circuit. We define this computational model in graph theoretical terms.

- Definition 18 (AC-Circuit)

An AC-circuit is a relational structure $C=\left(V(C), E^{C}, \leqslant^{C}, A N D^{C}, O R^{C}\right)$ over the signature $\tau_{\text {circ }}=\left(E^{2}, \leqslant^{2}, A N D^{1}, O R^{1}\right)$ in which $G=\left(V(C), E^{C}\right)$ is an acyclic digraph and $\leqslant^{c}$ is a total order of $\mathrm{V}(\mathrm{C})$. The elements of $\mathrm{V}(\mathrm{C})$ are called gates. The relations $\operatorname{AND}^{\mathrm{C}}$ and $\mathrm{OR}^{\mathrm{C}}$ constitute a partition of the gates that have at least two incoming edges into and-gates and or-gates. Gates with exactly one incoming edge are called not-gates, gates without any incoming edge are called input-gates, and the gates without any outgoing edges are called output-gates.

The size of a circuit is the number of gates, that is, size $(\mathrm{C})=|\mathrm{V}(\mathrm{C})|$. The depth of a circuit, denoted by depth $(C)$, is the maximum length of a path from an input-gate to an output-gate. An AC-circuit with $n$ input- and $m$ output-gates naturally computes a Boolean function $C:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$.

- Definition 19 (Computation of an AC-Circuit)

For an input $w=b_{1} b_{2} \ldots b_{n}$, we inductively define a Boolean labeling $\lambda: V \rightarrow\{0,1\}$ as $\lambda\left(x_{i}\right)=b_{i}$ for the input-gates $x_{1}, x_{2}, \ldots, x_{n}$ (recall that the vertices are ordered). Define $\lambda(u)=(\lambda(v)+1)$ mod 2 if $u$ is a not-gate (that is, $u$ has in-degree one); and for vertices $u$ with in-degree at least two define

$$
\lambda(u)= \begin{cases}\min \left\{\lambda(v) \mid(v, u) \in E^{C}\right\} & \text { if } u \in \operatorname{AND},^{C} \\ \max \left\{\lambda(v) \mid(v, u) \in E^{C}\right\} & \text { if } u \in O R C^{C}\end{cases}
$$

The output of the computation is the bitstring $w^{\prime}=\lambda\left(y_{1}\right) \lambda\left(y_{2}\right) \ldots \lambda\left(y_{m}\right)$ for the output-gates $y_{1}, \ldots, y_{m}$.

If we restrict the in-degree of $C$ to be at most two, then we call $C$ an NC-circuit. A TC-circuit is an AC-circuit extended by $\Theta_{c}$-gates, which evaluate to 1 if at least c predecessors of the gate evaluate to 1 . The abbreviation NC stands for "Nick's Class," as the corresponding complexity class (a precise definition follows) was named after Nicholas Pippenger [141]. The names of the other classes are based on this choice-the " $A$ " in AC stands for "alternating," referring to the connection of these circuits to alternating Turing machines; the " $T$ " in TC stands for "threshold," which is exactly the functionality of the added $\Theta_{c}$-gates. Different circuits are illustrated in the following graphic: It shows from left to right an NC-, an AC-, and a TC-circuit. For readability, the output-gates are highlighted with an outgoing-edge.


Since circuits can only compute functions for a fixed input length, we need a circuit family $\left(\mathrm{C}_{\mathrm{n}}\right)_{\mathfrak{n} \in \mathbb{N}}$ if we wish to compute functions with a variable input length. We will use such families to study the complexity of preserving functions. This will, however, be difficult if the circuits of the family are pairwise very different. In fact, we wish that all circuits of a family "look the same." To formalize this property, we consider uniform families.

- Definition 20 ( $\mathrm{AC}^{\mathrm{i}}$ and $\mathrm{FAC}{ }^{\mathrm{i}}$ )

A preserving function $\rho: \operatorname{struc}[\tau] \rightarrow \operatorname{struc}[\sigma]$ is in uniform FAC $^{i}$ if there is a constant $c \in \mathbb{N}$ and a family $\left(C_{n}\right)_{n \in \mathbb{N}}$ of AC-circuits such that:

1. $C_{|\operatorname{code}(A)|}(\operatorname{code}(A))=\operatorname{code}(\rho(A))$ for all $A \in \operatorname{struc}[\tau]$;
2. depth $\left(C_{n}\right) \leqslant c \cdot \log ^{i} n$;
3. $\operatorname{size}\left(C_{n}\right) \leqslant n^{c}$;
4. There is a Turing machine that on input of $\operatorname{bin}(i) \# \operatorname{bin}(n)$, where $\operatorname{bin}(\cdot)$ is the binary encoding of natural numbers, outputs the $i t h$ bit of code $\left(C_{n}\right)$ in at most $\mathrm{O}(\log n)$ steps.

The class $A C^{i}$ contains all decision problems whose characteristic functions are preserving and contained in FAC.

We further define $A C=\bigcup_{i=0}^{\infty} A C$, and we define $N C^{i}$ and $N C$ as well as $T C^{i}$ and TC analogously. There are other definitions of uniformity that can be derived if the power of the Turing machine is altered. The uniformity definition we use here, in the literature known as DLOGTIME-uniformity, is the strongest form of uniformity commonly considered [24]. It has the following well-known property:

- Fact 21 ([111, 164])

The set of decision problems in uniform $A C^{\circ}$ is exactly the set of decision problems that can be defined in $\mathrm{FO}[+, \times]$.

A direct consequence of this fact is the following useful lemma:

## - Lemma 22

There are uniform families $\left(C_{n}^{+}\right)_{n \in \mathbb{N}},\left(C_{n}^{\times}\right)_{n \in \mathbb{N}},\left(C_{n}^{\bmod }\right)_{n \in \mathbb{N}}$ of $F A C^{\circ}$-circuits that have $2 n$ inputs $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ and $n^{2}$ outputs $z_{1}, \ldots, z_{n^{2}}$ such that:

1. each circuit expects that exactly one input $x_{i}$ and one input $y_{j}$ is set to 1 , while the others are set to 0 ;
2. all outputs of $C_{n}^{+}$are 0 , with the sole exception of $z_{i+j}$;
3. all outputs of $C_{n}^{\times}$are 0 , with the sole exception of $z_{i \cdot j}$;
4. all outputs of $C_{n}^{\bmod }$ are 0 , with the sole exception of $z_{i \bmod j}$.

Proof. Since the given numbers are encoded in unary (and in particular bounded by the size of the universe), the existence of $\left(C_{n}^{+}\right)_{n \in \mathbb{N}}$ and $\left(C_{n}^{\times}\right)_{n \in \mathbb{N}}$ follows in principle directly by the equivalence of uniform $A C^{\circ}$ and $\mathrm{FO}[+, \times]$. However, we have to take a little care about the encoding of the structure, and we require a way to parse the first and second input bit - but both can easily be achieved with first-order formulas equipped with the relations,$+ x^{3}$, and $\leqslant_{.}^{2}$ To obtain the family $\left(C_{n}^{\bmod }\right)_{n \in \mathbb{N}}$, we have to describe the unary modulo operation within $\mathrm{FO}[+, \times]$, which is a standard exercise solved by the following formula:

$$
\bmod (x, y, z)=\exists a \exists b(\times(a, y, b) \wedge+(b, z, x) \wedge \leqslant(z, y) \wedge z \neq y)
$$

Observe that a problem that lies in AC can efficiently be implemented on a parallel machine, because a circuit $C_{n}$ can be evaluated in parallel. In order to do so, we
layer the circuit and evaluate all gates of one layer in parallel. The parallel time of the algorithm is then bounded by $O\left(\log ^{i} n\right)$, as each layer can be evaluated in constant parallel time and since there are at most $O\left(\log ^{i} n\right)$ layers. The work of the algorithm, that is, the total number of computational steps, is bounded by the number of gates, and therefore by $\mathrm{O}\left(\mathrm{n}^{\mathrm{c}}\right)$.

Based on this observation we say a decision problem is parallel tractable if it lies in AC, and we say it is parallel intractable otherwise. Parallel intractable problems may lie in the class P, which contains problems decidable by a uniform family of AC-circuits of polynomial size (but without a further depth restriction). Such circuits can probably not be simulated in parallel, but they can be simulated in polynomial time - problems in P are therefore called (sequentially) tractable. Unfortunately, many interesting problems do not lie in P and are therefore considered intractable. There is a broad range of further complexity classes to study such problems. An important one is NP, the set of problems decidable by a uniform family of AC-circuits of polynomial size that has access to nondeterministic input bits. Based on these definitions, we obtain the following well-known hierarchy:

$$
N C^{\circ} \subsetneq A C^{\circ} \subsetneq T C^{\circ} \subseteq N C^{1} \subseteq A C^{1} \subseteq T C^{1} \subseteq \cdots \subseteq N C=A C=T C \subseteq P \subseteq N P .
$$

Observe that it is unknown for almost all inclusions in this hierarchy, whether they are proper or not. Furthermore, almost all of these results are trivial - the sole exception being $A C^{\circ} \subsetneq T C^{\circ}$, which was shown by Furst, Saxe, and Sipser [93].
We can formulate statements about the complexity of a problem by "sorting" it into the hierarchy: If we show a problem lies in a complexity class, we essentially provide an upper bound on the complexity of the problem. To provide a lower bound, we need the concept of reduction and hardness.

- Definition 23 (AC ${ }^{\text {i }}$-Reduction)

An $A C^{i}$-reduction from a decision problem $\mathrm{Q}_{1} \subseteq \operatorname{struc}[\tau]$ to $\mathrm{Q}_{2} \subseteq \operatorname{struc}[\sigma]$ is a mapping $R$ : $\operatorname{struc}[\tau] \rightarrow \operatorname{struc}[\sigma]$ with $R \in \operatorname{FAC}^{i}$ and $A \in Q_{1} \Longleftrightarrow R(A) \in Q_{2}$ for all structures $A \in \operatorname{struc}[\tau]$.

- Definition 24 ( C -Hardness)

Let $\mathcal{C}$ be a complexity class. A decision problem $\mathrm{Q} \subseteq \operatorname{struc}[\tau]$ is said to be $\mathcal{C}$-hard if all problems in $\mathcal{C}$ reduce to Q via $\mathrm{AC}^{\circ}$-reduction.
A problem that is hard for some complexity class can be seen as the most "difficult" one of this class, as we can solve all other problems of the class if we can solve this single problem. Hardness can therefore be seen as a lower bound - at least if we assume that the hierarchy does not collapse. Finally, we say that a problem is complete for a complexity class if the lower and upper bound match.

- Fact 25

Let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be two complexity classes with $\mathrm{AC}^{\circ} \subseteq \mathcal{C}_{1} \subseteq \mathfrak{C}_{2}$ and let $\mathrm{Q} \subseteq \operatorname{struc}[\tau]$ be $\mathfrak{C}_{2}$-hard. We have $\mathrm{Q} \in \mathfrak{C}_{1}$ if, and only if, $\mathfrak{C}_{1}=\mathfrak{C}_{2}$.

- Definition 26 (C-Completeness)

A decision problem $\mathrm{Q} \subseteq \operatorname{struc}[\tau]$ is complete for $\mathcal{C}$ (or $\mathcal{C}$-complete) if Q is $\mathcal{C}$-hard and $\mathrm{Q} \in \mathcal{C}$.

### 3.2 Parameterized Complexity Theory

Similar to circuits that are a computational model for parallel algorithms, we will use parameterized circuits that serve as a computational model for the computation of parameterized functions. Recall that a parameterized function is a tuple ( $\rho, \kappa$ ) consisting of two preserving functions $\rho: \operatorname{struc}[\tau] \rightarrow \operatorname{struc}[\sigma]$ and $\kappa: \operatorname{struc}[\tau] \rightarrow \mathbb{I}$. The idea is to analyze the complexity of computing $\rho(A)$ by considering $|\operatorname{code}(A)|$ and $\kappa(A)$, instead of measuring the consumed resources only with respect to the encoding length. Intuitively, smaller parameters (recall that $\mathbb{I}$ is ordered) represent "easier" instances, and we will develop algorithms that exploit this circumstance. Note that parameterized functions are a generalization of functions, as every function is a parameterized function with the trivial parameterization. This trivial parameterization simply maps to a set $\mathbb{I}_{0}$ that contains only a single element. In general, there is nothing special about $\mathbb{I}$ and we will often simply have $\mathbb{I}=\mathbb{N}$.
When we study the complexity of $\rho$ from a parameterized point of view, we have to be careful not to "hide" the complexity of computing $\rho$ in the second function $\kappa$. In simple words, the computation of $k$ should be "easier" than the computation of $\rho$. As we study small parallel circuit classes, we stipulate this condition for this thesis as follows. We will discuss the issue of computing $\mathrm{\kappa}$ in a bit more detail in Section 3.3.

- Proviso 27

We request for all parameterizations $\kappa$ : $\operatorname{sTRUC}[\tau] \rightarrow \mathbb{I}$ considered within this thesis that ( $i$ ) the set $\mathbb{I}$ is a set of $t$-structures for some arbitrary but fixed vocabulary t , in symbols: $\mathbb{I} \subseteq \operatorname{stRUC}[\iota]$; and that (ii) we have $\kappa \in \operatorname{FAC}$ ?

The following definition provides our basic parameterized computational model. It also reveals the reason behind the choice of the term "index set" for the set $\mathbb{I}$. Recall that this index set is ordered and countable, a fact that we use in the definition.

- Definition 28 (para-AC ${ }^{i}$ and para-FAC ${ }^{i}$ )

A parameterized function ( $\rho: \operatorname{struc}[\tau] \rightarrow \operatorname{sTRUC}[\sigma], \mathrm{K}: \operatorname{sTRUC}[\tau] \rightarrow \mathbb{I}$ ) is said to be in uniform para-FAC ${ }^{i}$ for some $i>0$ if there is a constant $c \in \mathbb{N}$, a computable function $f: \mathbb{I} \rightarrow \mathbb{N}$, and a family $\left(C_{n, k}\right)_{n \in \mathbb{N}, k \in \mathbb{I}}$ of AC-circuits such that:

1. $C_{|\operatorname{code}(A)|, \kappa(A)}(\operatorname{code}(A))=\operatorname{code}(\rho(A))$ for all $A \in \operatorname{struc}[\tau] ;$
2. $\operatorname{depth}\left(C_{n, k}\right) \leqslant f(k)+c \log ^{i} n$;
3. $\operatorname{size}\left(C_{n, k}\right) \leqslant f(k) \cdot n^{c} ;$
4. There is a Turing machine that on input $\operatorname{bin}(i) \# \operatorname{code}(k) \# \operatorname{bin}(n)$ outputs the $i$ th bit of code $\left(C_{n, k}\right)$ in at most $f(k)+c \log (n)$ steps. Here, $\operatorname{bin}(\cdot)$ is the binary encoding of natural numbers.

The class para-AC ${ }^{i}$ contains all parameterized problems that have a characteristic function that lies in para-FAC.

Additionally, we define para- $\mathrm{AC}^{\circ}$ as above, but require the depth to be constant (independent of $n$ and $k$ ). The classes para- $N C^{i}$, para-NC, para-TC ${ }^{i}$, and para-TC are defined analogously to the previous section. These classes inherit their inclusion structure from the classical classes, so we have

$$
\begin{aligned}
& \text { para }-\mathrm{NC}^{\circ} \subsetneq \text { para }-\mathrm{AC}^{\circ} \subsetneq \text { para }-\mathrm{TC}^{\circ} \\
\subseteq & \text { para }-\mathrm{NC}^{1} \subseteq \text { para }-\mathrm{AC}^{1} \subseteq \text { para }-\mathrm{TC}^{1} \\
\subseteq & \text { para- } \mathrm{NC}^{i} \subseteq \text { para }-\mathrm{AC}^{i} \subseteq \text { para }-\mathrm{TC}^{i} \\
\subseteq & \text { para }-\mathrm{NC}=\text { para }-\mathrm{AC}=\text { para }-\mathrm{TC} \\
\subseteq & \text { FPT. }
\end{aligned}
$$

Here FPT (for fixed-parameter tractable) is the parameterized analogue of P , that is, the class of problems decidable by a uniform family of AC-circuits of size $f(k) \cdot n$, but without any further depth restriction. As in the previous section, we can grasp problems in para-AC as parallel fixed-parameter tractable. Alternatively, we could define that a problem is parallel fixed-parameter tractable if there is a parallel algorithm that solves the problem and that is allowed to invest $f(k)$ time at each parallel step. This results in a class of functions that is slightly more powerful than para-AC ${ }^{i}$ (here, the $f(k)$ term is just additive), but which we can embed into the previous hierarchy.

- Definition 29 (para-AC ${ }^{i_{t}}$ and para-FAC ${ }^{i_{\dagger}}$ )

A parameterized function ( $\rho, \kappa$ ) lies in uniform para-FAC" (pronounced "para-f-a-c-$i$-up") for any $i \geqslant 0$ if there is a family $\left(C_{n, k}\right)_{n \in \mathbb{N}, k \in \mathbb{I}}$ of AC-circuits defined as for para-FAC, but with depth $\left(C_{n, k}\right) \leqslant f(k) \cdot c \log ^{i} n$. In particular, circuits of para-FAC ${ }^{\circ}$ have a depth of $f(k)$. The class para-AC ${ }^{i_{1}}$ contains all parameterized problems that have a characteristic function that lies in para-FAC. ${ }^{\text {it }}$

The same definition can be used for NC- and TC-circuits. Note that by definition we have para-AC ${ }^{i} \subseteq$ para-AC ${ }^{i \dagger} \subseteq$ para-AC ${ }^{i+\epsilon}$ for all $i \geqslant 0$. We will further see in Chapter 4.2 (Corollary 37) that we have the proper inclusion para- $A C^{\circ} \subsetneq$ para- $A C^{0 .}{ }^{+}$

In order to compare parameterized problems we require a new (parameterized) reduction. In comparison to an $A C^{\circ}$-reduction, such a reduction has to fulfill an additional property: As we measure the complexity with respect to the input length and the parameter, we should not let the parameter grow arbitrarily during the reduction process. The following definition fulfills this property. Definitions for hardness and completeness can be derived analogously.

- Definition 30 (para-AC ${ }^{i}$-reduction)

A para-AC ${ }^{i}$ reduction from a parameterized problem $(Q, \kappa)$ to a problem $\left(Q^{\prime}, \kappa^{\prime}\right)$ with $\mathrm{Q} \subseteq \operatorname{stRUC}[\tau], \mathrm{k}: \operatorname{stRUC}[\tau] \rightarrow \mathbb{I}, \mathrm{Q}^{\prime} \subseteq \operatorname{stRUC}[\sigma], \mathrm{K}^{\prime}: \operatorname{stRUC}[\sigma] \rightarrow \mathbb{I}$, is a mapping $R: \operatorname{struc}[\tau] \rightarrow \operatorname{STRUC}[\sigma]$ such that for all $A \in \operatorname{STRUC}[\tau]$ we have:

1. $A \in Q \Longleftrightarrow R(A) \in Q^{\prime}$;
2. $\kappa^{\prime}(R(A)) \leqslant f(\kappa(A))$ for a computable function $f: \mathbb{I} \rightarrow \mathbb{I}$.

Additionally, it is required that $(R, \kappa) \in$ para-FAC.
We will require only very little of the machinery of parameterized intractability, as we are primarily interested in subclasses of FPT and, thus, in problems that are highly tractable from a parameterized perspective. There are actually many classes "above" FPT that can all be considered as intractable. However, one hierarchy, called the wefthierarchy, is usually sufficient to express intractability. Fortunately, the definitions of the classes within this hierarchy are in terms of circuit complexity and, thus, fit nicely into our framework. The weft-hierarchy is defined in terms of the following restricted version of the weighted circuit satisfiability problem:

- Problem 31 (WEIGHTED-CIRCUIT-SATISFIABILITY)

Instance: An $A C$-circuit $C$ and a number $k \in \mathbb{N}$,
Question: Is there a string $w \in\{0,1\}^{\star}$ with $\sum_{i=1}^{|w|} w[i]=\mathrm{k}$ and $\mathrm{C}(w)=1$ ? $\quad \triangleleft$ This problem is quite powerful, as we can easily encode problems such as the satisfiability problem of propositional logic into it. To describe the hierarchy, we restrict the problem to a smaller family of circuits. Let $\mathcal{C}_{t, d}$ be the family of AC-circuits in which every circuit has depth $d$ and contains on any path from an input-gate to an output-gate at most $t$ vertices with more than two incoming edges. The value $t$ is called the weft of the circuits. For every $t \geqslant 1$, the $t$ th-level of the weft-hierarchy, denoted by $\mathrm{W}[\mathrm{t}]$, is the class of problems that can be reduced via an FPT-reduction to $\mathrm{p}_{k}$-WEIGHTED-CIRCUIT-SATISFIABILITY restricted to circuits from $\mathcal{C}_{t, d}$ for some arbitrary $\mathrm{d} \geqslant 1$. An FPT-reduction is defined as in Definition 30, but without a depth restriction for the circuits. It follows from the definition that the classes form the following inclusion structure:

$$
\mathrm{FPT} \subseteq \mathrm{~W}[1] \subseteq \mathrm{W}[2] \subseteq \cdots \subseteq \mathrm{W}[\mathrm{t}]
$$

and the conjecture used to express intractability is FPT $\subsetneq \mathrm{W}[1]$. This definition is best understood with an example.

- Example 32

Assume we are given a graph $G=(V, E)$ on $n$ vertices and we wish to check whether G contains a clique of size k (that is, a set $\mathrm{S} \subseteq \mathrm{V}$ with $|\mathrm{S}|=\mathrm{k}$ such that all vertices in $S$ are pairwise adjacent). We can reduce this problem to weighted-CIRCUITsatisfiability with circuits of depth three and weft one, which implies that the
problem lies in $\mathrm{W}[\mathrm{I}]$. In order to do so, we construct a circuit with $n$ input-gates $x_{1}, \ldots, x_{n}$ and the obvious meaning that setting $x_{i}$ to 1 corresponds to taking vertices $v_{i}$ into the clique. The circuit has to verify that for every non-edge $\left\{v_{i}, v_{j}\right\} \notin \mathrm{E}$ at least one element of $\left\{v_{i}, v_{j}\right\}$ is not contained in the clique, that is, either $x_{i}$ or $x_{j}$ (or both) is set to 0 . This test can easily be implemented by negating every input and using or-gates with two incoming edges for every non-edge. That all these tests are affirmative can be tested with a single and-gate of high fan-in (this is the gate that increases the weft of the circuit). To illustrate the reduction, consider the graph at the margin. The circuit that we have just sketched is illustrated in the following figure, where the gate that is relevant for the weft is highlighted.


Now assume we are given another graph $G=(V, E)$ on $n$ vertices, but this time we seek a dominating set of size $k$ (a set $S \subseteq V$ with $|S|=k$ such that for all $v \in \mathrm{~V}$ we have $\mathrm{N}[v] \cap S \neq \emptyset$ ). We can reduce this problem to weighted-circuitsatisfiability with circuits of depth and weft two. The reduction is quite similar to the previous one: The circuit again has $n$ input-gates $x_{1}, \ldots, x_{n}$ indicating which vertices are part of the solution S. For dominating set, the circuit has to test for every vertex if either itself or one of its neighbors is contained in $S$ (meaning that the corresponding input-gate is set to one). These tests can be realized by $n$ or-gates of high fan-in - since they can be used in parallel, they increase the depth and the weft of the circuit by one. Finally, the circuit has to check whether all these tests are affirmative with an additional high degree and-gate, which increased the depth and weft to two. The reduction shows that the problem lies in W[2]. For the previous example graph, the resulting circuit is the following:


### 3.3 Differentiation of Parameterized Complexity

We note that there are different definitions of parameterized problems, and especially of the class FPT, in the literature. Considering FPT, these differences seem small and the choice of definition is mainly a matter of taste. However, considering smaller classes like para-AC, as we do, reveals more technical differences, which are, as I believe, worth discussing.

The classical definition is due to Downey and Fellows [70], who define a parameterized problem to be a language $\mathrm{L} \subseteq \Sigma^{\star} \times \mathbb{N}$. Downey and Fellows distinguish three definitions of FPT: a problem is said to be (i) in strongly uniform FPT if an instance $(w, k)$ can be solved in time $f(k) \cdot|w|^{c}$ for a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ and a constant $c \in \mathbb{N}$; (ii) in uniform FPT if we drop the restriction that $f$ must be computable; and (iii) in nonuniform FPT if for every parameter value $k$ there is an extra algorithm solving just the instances with this value. It is known that these three definitions lead to distinct classes [69], from which the first is the most commonly used definition in the literature [59].

Another definition that is commonly used was given by Flum and Grohe [85], who defined a parameterized problem to be a tuple $(\mathrm{Q}, \kappa)$ with $\mathrm{Q} \subseteq \Sigma^{\star}$ and $\kappa: \Sigma^{\star} \rightarrow \mathbb{N}$. This definition is a bit more natural, as we can use a classical language Q and just add a parameterization to it. For instance if $Q$ is vertex-cover, we may consider many parameterizations without changing the language. This was also the main reason why I chose to use this definition in this thesis. However, the definition comes with a drawback: $\kappa$ has to be computed. This is crucial, as we study the complexity of Q and may not want to "hide" some of this complexity in the evaluation of $\kappa$. Therefore, Flum and Grohe required the parameterization to be computable in polynomial time [85]. This seems generally reasonable for the study of FPT, but already has some issues there. In particular, some standard parameters, such as the treewidth of the input structure, do not seem to be polynomial-time computable. This phenomenon gets worse if we study subclasses of FPT, for instance para-AC, as a polynomial time computable parameterization could implement functions that are not in para-FAC? The result is, essentially, that such small classes are not closed under natural reduction (what they are in the Downey and Fellows definition). This was first observed by Chen and Flum with the example of p-parity [52]. It should be noted that the closeness property is especially important in the context of kernelization, which in essence is a self-reduction that is fundamentally entangled with parameterized complexity - we will study it in Chapter 6.
There are two possible ways out of this misery: One could adapt the definition of parameterized reductions, which was suggested by Chen and Flum [52]. However, the result is an unnatural reduction, which additionally is not well suited for kernelizations. Alternatively, one could require that k is easier to compute, say in logarithmic space as suggested by Elberfeld, Stockhusen, and Tantau [76]. Since we
wish to study para-AC, we have to require that $\kappa \in \mathrm{FAC}^{\circ}$ holds, as my coauthors and myself required [19-22]. However, we should note that we have not much freedom if the parameter must be $F A C^{\circ}$-computable, as this class is very restrictive. For instance, consider any graph problem and use as parameterization the maximum degree. This parameter is not computable in FAC. To fix this new misery, Tantau and myself have suggested to "patch" the language by adding an upper bound $d \in \mathbb{N}$ to the problem instance [20]. The new problem is then the original one together with the question whether the maximum degree is smaller than $d$, which we use as parameter (and which then is easily computable in $\mathrm{FAC}^{\circ}$ ). With this fix, the definition is actually quite close to the original definition by Downey and Fellows - however, there is still an advantage if the parameter is in fact $\mathrm{FAC}^{\circ}$-computable.

Concerning subclasses of FPT, it should be noted that the first complete definition was given by Flum and Grohe [85], who have generally defined para-C for any complexity class $\mathcal{C}$. This definition is related to a similar definition by Cai et al., who have defined subclasses of FPT in terms of classical complexity classes extended by an advice function [46]. In contrast, the definition by Flum and Grohe states that a parameterized problem is in para- $\mathcal{C}$ if an instance can be solved in $\mathcal{C}$ after an arbitrary precomputation on the parameter. This definition has primarily model checking in mind: Given a structure $S$ and a formula $\varphi$, which is the parameter, we wish to know whether we have $S \models \varphi$. Such problems can be solved for various types of structures by translating $\varphi$ into an automaton that can be simulated on input S (compare Chapter 8). Unfortunately, in most scenarios other than model checking this definition is not so natural and leads often to a simple padding argument. Therefore, Elberfeld, Stockhusen, and Tantau provided equivalent definitions with concrete computational models for parameterized logarithmic space and some parameterized circuit classes [76]. Based on this work, Stockhusen, Tantau and myself provided a rigorous definition of parameterized circuit classes [19]. These definitions obtained some refinements in follow-up works by various authors, and the resulting definitions are used in this thesis [20,52, 140]. The only difference is that we use relational structures instead of strings, but this is a matter of taste as both representations are equivalent by Example 3 and Definition 4.

## Part I

## Theory of Parallel Parameterized Algorithms

In this first and primary part of the thesis, we will study parallel parameterized algorithms and parameterized circuit complexity. Most of the results are formulated from an algorithm design point of view and constitute a rich toolbox that can be used to explore this area further. I hope the reader will find it both, useful and enjoyable.

Preliminary versions of many results of this part were previously presented at the following conferences:
[19] Max Bannach, Christoph Stockhusen, and Till Tantau: Fast Parallel Fixed-Parameter Algorithms via Color Coding. In Proceedings of the 10th International Symposium on Parameterized and Exact Computation (IPEC 2015).
[20] Max Bannach and Till Tantau: Parallel Multivariate Meta-Theorems. In Proceedings of the 11th International Symposium on Parameterized and Exact Computation (IPEC 2016).
[21] Max Bannach and Till Tantau: Computing Hitting Set Kernels By AC ${ }^{\circ}$-Circuits. In Proceedings of the 35th Symposium on Theoretical Aspects of Computer Science (STACS 2018).
[22] Max Bannach and Till Tantau: Computing Kernels in Parallel: Lower and Upper Bounds. In Proceedings of the 13 th International Symposium on Parameterized and Exact Computation (IPEC 2018).

## 4 A Toolbox of Basic Parallel Parameterized Algorithms

We will develop a broad range of parallel parameterized algorithms within this thesis. The design of parallel algorithms is usually more challenging than the development of the corresponding sequential counterpart, as we have to discover structures in the problem that we can handle in parallel. This does not change in a parameterized point of view. In fact, things even become a bit more challenging in this young field, as we do not have a collection of standard algorithms on which we can rely on. We will therefore start by assembling a toolbox of basic parallel parameterized algorithms in this chapter. The first ingredient in our toolbox is a way to break symmetries. We achieve this with parallel algorithms for the independent set problem in graphs of bounded degree.
$\triangleright$ Informal Version of Theorem 33 and Lemma 46.
Parameterized by the maximum degree of the graph, a maximal independent set can be computed in para-FAC ${ }^{0+\epsilon}$. Parameterized by both, the maximum degree and the size of the solution, a maximum independent set can be computed in para-AC? $\triangleleft$

The second ingredient that we will add to our toolbox is a collection of algorithms that can answer reachability and distance queries on graphs.
$\triangleright$ Informal Version of Lemma 34, Lemma 35, Theorem 36, and Theorem 39.
Given a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a parameter $\mathrm{k} \in \mathbb{N}$, a para-FAC ${ }^{\circ}$-circuit can simulate a depth-first (breadth-first) search starting at some vertex $s \in V$ up to distance $k$. In fact, the parameterized alternating distance problem is complete for para-AC.! $\triangleleft$

By combining the theorem with a result by Beame, Impagliazzo, and Pitassi [25] we will unconditionally deduce para-AC ${ }^{\circ} \subsetneq$ para-AC.!

The last ingredient that we will add to the toolbox may not appear too sparkling at the first sight. However, as it will turn out, it is the most fundamental result I will present in this chapter, which will serve as engine for many algorithms that we study in the rest of this thesis - I would even go as far as to say that it is a cornerstone of parallel parameterized constant-time computation. We will derandomize the color coding technique due to Alon, Yuster, and Zwick [6]:
$\triangleright$ Informal Version of Theorem 42.
Color coding can be derandomized in para-AC?

### 4.1 Finding Maximal Independent Sets in Graphs of Bounded Degree

The most elemental step in many parallel algorithms is symmetry breaking, that is, the detection of parts of the input that can be handled in parallel. Formally, we may model this task as finding a maximum independent set in the conflict graph: Every task is represented by a vertex and there is an edge between two vertices if, and only if, the corresponding tasks cannot be executed at the same time. Unfortunately, the INDEPENDENT-SET problem is NP-hard in general [115] and solving such a problem as preprocessing seems a bit exaggerated. Furthermore, the problem is also $\mathrm{W}[1]$-hard parameterized by the solution size [59] and, thus, even FPT-power will not allow an "efficient" preprocessing. To circumnavigate this difficulty, the parallel community is usually contended with the maximal version of the problem. This version admits a simple $O(n+m)$ sequential algorithm. The first parallel algorithm due to Karp and Wigderson runs in $\mathrm{O}\left(\log ^{4} n\right)$ parallel time [116]. This bound was improved to $\mathrm{O}\left(\log ^{2} n\right)$ parallel time independently by Luby [130], and by Alon, Babai, and Itai [5]. To this day, it is still an open problem whether one can find a maximal independent set in parallel logarithmic time.
From a parameterized point of view, we hope to improve this bounds with respect to $n$ in exchange for a higher time bound with respect to the parameter. In the setting of maximal independent sets, the parameter solution size does not make sense, so we have to consider other natural parameters. If we expect that the task that we want to solve is well suited for parallelization, we may hope that the degree of the conflict graph is small. Fortunately, this actually will be the case whenever we wish to find maximal independent sets in the rest of this thesis. Thus, we use the maximum degree of the input graph as parameter and formulate the following result, where $\log ^{*}(\cdot)$ is the iterated logarithm defined as:

$$
\log ^{*}(x)= \begin{cases}1+\log ^{*}(\log (x)) & \text { for } x>1 \\ 0 & \text { for } x \leqslant 1\end{cases}
$$

- Theorem 33

There is a uniform family of FAC-circuits of depth $f(k)+\log ^{*}|V|$ and size $f(k) \cdot|V|^{c}$ that, on input of an undirected graph $G=(V, E)$ and an integer $k$, outputs either that the maximum degree of $G$ exceeds $k$ or a maximal independent set $I$ of $G$.

Proof. Let us for simplicity assume that AC-circuits of size $f(k) \cdot n^{c}$ may count up to $f(k)$ and that, thus, the circuit can check the degree of every vertex and can immediately reject if any degree exceeds $k$. That this is indeed possible will follow by another basic algorithm that we present in Section 4.3.
The circuit we present here implements the algorithm from Goldberg, Plotkin, and Shannon to compute maximal independent sets in graphs of bounded degree [100].

The circuit interprets G as directed graph $\overrightarrow{\mathrm{G}}$ by considering each edge $\{u, v\}$ as two directed edges $(u, v)$ and $(v, u)$. The edge set of this graph is partitioned into $k$ sets $E_{1}, \ldots, E_{k}$ such that each of the graphs $\vec{G}_{i}=\left(V, E_{i}\right)$ has only vertices of out-degree at most 1 . This partition can be computed in depth $f(k)$ as the circuit has essentially to count up to $k$. The following figure illustrates an exemplary run of the procedure.


The circuit now performs the following operations on all $\vec{G}_{i}$ in parallel: First, in constant depth, an initial coloring of every $\overrightarrow{\mathrm{G}}_{\mathrm{i}}$ is computed by assigning to each vertex $v_{i}$ the color $\mathfrak{i} \in \mathbb{N}$, which needs at most $\log |\mathrm{V}|$ bits. This coloring can be improved to a coloring with $\log |\mathrm{V}|$ colors in constant depth: Replace the color c of each vertex $v$ by $2 k+b$, where $k$ is the position of the lowest bit on which $c$ differs from the color of the unique successor of $v$, and where $b$ is the value of this bit. Computing this improvement consecutively log $^{*}|\mathrm{~V}|$ times yields a coloring with 6 colors [100]. Given the colorings of the $k$ graphs $\vec{G}_{i}$, we can compute a $6^{k}$ coloring of $G$ by assigning to each vertex the $k$-tuple of colors that this vertex has in the different $\vec{G}_{i}$.


Finally, the circuit initializes a set $\mathrm{I}=\emptyset$, iterates over the colors and, in parallel, adds all vertices of the current color, which do not have a neighbor in I, to I. As each step can be performed in a constant number of AC-layers, the set I can be computed in $f(k) A C$-layers. The circuit outputs I, which is a maximal independent set. The total depth of the circuit is $f(k)+\log ^{*}|V|$.

From the point of view of parameterized complexity classes, the aforementioned lemma yields a para-FAC ${ }^{\circ+\epsilon}$-circuit for the computation of maximal independent sets on graphs of bounded degree. The result raises the question whether we can improve it to para-FAC.t Unfortunately, this seems unlikely - at least with an algorithm that is similar to the algorithm by Goldberg, Plotkin, and Shannon, since the color trick used by the algorithm requires $\log ^{*}|\mathrm{~V}|$ iterations to converge. However, if we use the size of the sought independent set as additional parameter, we can even solve the maximum version of the problem in para-AC. We require more machinery to prove this fact - it will be presented at the end of this chapter in Theorem 46.

### 4.2 Graph Traversal

As mentioned earlier, most of the problems we study in this thesis are graph problems. It will therefore be convenient to have algorithms at hand that can answer basic questions on graphs. The primitive operations on graphs are reachability queries ("is there a path from $s$ to $t$ ?") and distance queries ("is there a path from $s$ to $t$ of length at most d?"). The former is a classical L-complete problem [143], while the later is known to be NL-complete [160]. Therefore, we can solve both problems in AC. In fact, we can even compute the full distance matrix in FAC.
In the parameterized setting we may hope to improve these results for a suitable parameter. Natural candidates are the actual distance between $s$ and $t$, or the length of the longest path in G . Instead of just providing a decision procedure for the parameterized distance problem, we will actually implement parameterized parallel versions of the depth-first search and the breadth-first search algorithms. This in return will additionally allow us to use properties of these algorithms throughout the rest of this thesis. To formalize this idea, we need a suitable representation of a depth-first search (breadth-first search) run. Let $G=(V, E)$ be a graph with $s \in V$, and let $T$ be a depth-first search tree of G starting at s , a depth-first search labeling is a mapping $\lambda_{s}: V \rightarrow \mathbb{N}$ such that $\lambda_{s}(v)$ is the distance from $s$ to $v$ in $T$. The figure in the margin shows from top to bottom: an example graph, a depth-first search tree starting at $v_{1}$, and a corresponding depth-first search labeling. Similarly, we can define a breadth-first search labeling with respect to a breadth-first search tree. Notice that in this case the labeling is actually the (path) distance from $s$ to the other vertices. We first handle the computation of breadth-first search labelings, which will yield a natural parallel algorithm.

Lemma 34
There is a uniform family of FAC-circuits of depth $O(k)$ and size $f(k) \cdot|G|^{c}$ that, on input of a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$, a vertex $\mathrm{s} \in \mathrm{V}$, and an integer $k$, outputs a breadth-first


Proof. Our circuit starts by assigning color o to s . The circuit is build up of layers, where layer $i+1$ assigns color $i+1$ to each vertex that is not colored yet and that has at least one vertex of color $i$ as neighbor. The algorithm stops if all vertices are colored, or at the latest after $k$ layers. After a run of the algorithm, each vertex that has obtained a color is in the same connected component as $s$ and, furthermore, the colors constitute a breadth-first search labeling starting at s.

Computing a depth-first search labeling turns out to be more complicated, since an AC-circuit of the desired depth cannot simply follow a path of the search tree and "backtrack" once it reaches a leaf, as in this case the depth of the circuit would not be bounded by the longest path of the input graph.

Lemma 35
There is a uniform family of FAC-circuits of depth $f(k)$ and size $f(k) \cdot|G|^{c}$ that, on input of a graph $G=(V, E)$, a vertex $s \in V$, and $k \in \mathbb{N}$, either detects that the longest path in $G$ exceeds 2 , or outputs a depth-first search labeling starting at $s$.

Proof. In order to achieve a depth-first search labeling in parallel, we will start a classical depth-first search at $s$. However, we have not enough time to "backtrack" and, instead, we have to identify all branches of the depth-first search starting at some vertex $v$ in the moment in which we explore $v$ for the first time. These branches can be found by computing the connected components of the unexplored graph via a breadth-first search and Lemma 34.

In detail, we test whether the longest path in $G$ is bounded by $2^{k}$ using Lemma 34. If this is not the case, we immediately reject. Secondly, we check whether $G$ is connected (again, using Lemma 34) and, if not, reduce $G$ to the connected component that contains s. Afterwards, the following algorithm, which we call a phase, is executed with color $\mathrm{c}=\mathrm{o}$ as argument. Each phase does nothing if all vertices are colored, and this is the end of the recursion. If $c=0$, vertex $s$ is colored with $c$, otherwise an arbitrary vertex $v$ that is not colored, but that has a neighbor $w$ of color $c-1$, is selected and colored with $c$. We set $\lambda(v)=c$ and mark $w$ as the predecessor of $v$. At the end of a phase the vertices of $G$ are partitioned into the colored vertices $C$ and the uncolored vertices $V \backslash C$. The circuit computes the connected components of $\mathrm{G}[\mathrm{V} \backslash \mathrm{C}]$ (using Lemma 34), which we denote by $\mathrm{V}_{1}, \ldots, \mathrm{~V}_{\ell} \subseteq \mathrm{V} \backslash \mathrm{C}$. Afterwards, new phases are started recursively and in parallel on each graph $G\left[V_{i} \cup C\right]$ with argument $\mathrm{c}+1$. When all phases have been terminated, the labeling $\lambda$ is a depth-first search labeling starting at s . This fact is witnessed by the depth-first search tree $\mathrm{T}=(\mathrm{V},\{(v, w) \mid v$ is a predecessor of $w\})$. The following figure illustrates a run of the algorithm.


Since this algorithm never performs backtracking, the number of consecutive phases is bounded by the length of the longest path, which is bounded by 2 . For each phase, a circuit of depth $f(k)$ is sufficient, since the most expensive part is clearly the computation of the connected components. Thus, a depth-first search labeling can be computed by an AC-circuit of depth $f(k)$.

A direct consequence of Lemma 34 is the following theorem, where DISTANCE asks whether there is a path of length at most $d$ between two given vertices $s$ and $t$ :

- Theorem 36
$\mathrm{p}_{\mathrm{d}}$-DISTANCE $\in$ para-AC ${ }^{\circ+}$
Proof. Compute all vertices of distance at most d from $s$ using Lemma 34 and check whether $t$ is one of them.

This theorem will serve as a crucial building block in the design of many para- $\mathrm{AC}^{\circ \dagger}$ algorithms. It also reveals the fact that para- $A C^{\circ+}$ is unconditionally a proper superset of para-AC, since it is known that for $d \leqslant \log n$ there is a constant $c$ such that any $A C-$ circuit of depth $\delta$ that decides whether a given graph contains an s-t-path of length $d$ requires size at least $n^{c \cdot k^{\epsilon}}$ for $\epsilon=\phi^{-2 \delta} / 3$, where $\phi$ is the golden ratio [25].

- Corollary 37
para- $\mathrm{AC}^{\circ} \subsetneq$ para- $\mathrm{AC}^{0+}$
We may also note that para- $\mathrm{AC}^{0+}$ can solve a notably more general version of the distance problem: Given a directed graph $G=(V, E)$ and a partition $V=V_{\exists} \cup V_{\forall}$, an alternating path from $s$ to $t$ is a set $S$ of paths in $G$, all of which end at $t$, such that (i) exactly one of them starts at $s$; (ii) when a path in $S$ starts at some $v \in V_{\exists} \backslash\{t\}$, then for some $w$ with $(v, w) \in E$ there is a path in $S$ starting at $w$; and (iii) when a path in $S$ starts at some $v \in V_{\forall} \backslash\{t\}$, then for all $w$ with $(v, w) \in E$ there is a path in $S$ starting at $w$ (and there is at least one such $w$ ). The length of an alternating path is the maximum length of any path in the set $S$. The alternating distance between two vertices is the minimum distance of any alternating path between them.
- Problem 38 (ADISTANCE)

Instance: A directed graph $G=(V, E)$, a partition $V=V_{\exists} \cup V_{\forall}$, two vertices $s, t \in V$, a distance $d$.
Question: Is the alternating distance from $s$ to $t$ in $G$ at most $d$ ?
Two example instances of the problem are illustrated in the following figure. In the left graph there is an alternating path from $s$ to $t$ of length 5 , while in the right graph there is no such path. This problem is a classical P-complete problem [110] and, thus, there is no parallel algorithm that solves it unless $N C=P$. Parameterized by the distance $d$, however, the problem lies in para-AC. ${ }^{\circ}$ In fact, it is a natural representative for this class in the sense that it is also hard for it.


- Theorem 39
$\mathrm{p}_{\mathrm{d}}$-ADISTANCE is complete for para- $\mathrm{AC}^{\circ \dagger}$ under para- $\mathrm{AC}^{\circ}$-reductions.

Proof. For containment consider a circuit that performs a backward breadth-first search starting at $t$, similar to Lemma 34 . The circuit processes the graph in d layers, computing in layer $i$ the vertices that have alternating distance $i$ to $t$. In the first layer, vertex $t$ is colored. In layer $i$, all vertices $x \in V_{\exists}$ that have one colored neighbor, and all $y \in V_{\forall}$ that have only colored neighbors (and at least one) are colored. There is an alternating path of distance at most $d$ from $s$ to $t$ if, and only if, $s$ is colored after $d$ layers. The correctness of the circuit follows by a simple induction: in layer 1 we color exactly the vertices with alternating distance 1 , and it can easily be seen that coloring a vertex in layer $i$ is only possible if it has a neighbor (or all its neighbors) with alternating distance $i-1$.

For completeness let us reduce any problem $(\mathrm{L}, \mathrm{K}) \in$ para- $\mathrm{AC}^{\circ+}$ to $\mathrm{p}_{\mathrm{d}}$-ADISTANCE. As $(L, K)$ is in para-AC, ${ }^{\circ}$ there is a fixed family of circuits deciding $L$. Let $C$ be such a circuit. We may assume that C is monotone since we can always replace a nonmonotone circuit by a monotone one (using the standard argument used for showing that the circuit value problem reduces to its monotone version [101]): The idea is to use "double-railed" logic that computes the negation of any gate "on the fly." This technique is illustrated in the following graphic, where the circuit on the left is the non-monotone input circuit. The circuit on the right uses double-railed logic to simulate negation without using negation gates - here the blue wires and gates are the original ones (or the "positive" ones), while the orange wires and gates are the "negated" ones. Note that the monotone circuit has twice as many inputs, as it expects the negation of the original input bits as additional input.


We translate the monotone circuit C into an alternating graph as follows: The vertices of the graph are the gates, and the wires are edges directed from the unique output gate towards the input bits. For each input bit there is a vertex as well. We label the output gate as $s$, add a new vertex $t$, and we add edges from all input bits that are set to 1 towards $t$. We then partition the vertices such that $V_{\exists}$ is the set of or-gates joined by $s$ and $t$, and the input bits; and such that $V_{\forall}$ is the set of and-gates. In the following figure the construction for the aforementioned circuit is illustrated. The vertices of $V_{\exists}$ are uncolored while the vertices in $V_{\forall}$ are colored orange. The dotted edges only exist if the corresponding input-gate is set to 1 .


The constructed graph with $s$ and $t$, and with $d$ as distance, constitutes an instance of $p_{d}$-ADISTANCE. An alternating path from $s$ to $t$ corresponds to wires that are set to true during the evaluation of the circuit and, hence, such a path can only exist if the circuit evaluates to true. Since, furthermore, the depth of the circuit is bounded by $d$, such a path has length at most $d$ as well.
We are left with the task of arguing that the described reduction can be performed by a uniform family of para-AC으우cuits. Keep in mind that we reduce from a problem $(\mathrm{L}, \mathrm{k}) \in$ para-AC ${ }^{\circ}$ with, say, $\mathrm{L} \subseteq \operatorname{struc}[\tau]$ and $\mathrm{k}: \operatorname{struc}[\tau] \rightarrow \mathbb{I}$. The circuitfamily $\left(R_{n, k}\right)_{n \in \mathbb{N}, k \in \mathbb{I}}$ that we construct obtains some structure $S \in \operatorname{stRUC}[\tau]$ as input and shall output an instance for $\mathrm{p}_{\mathrm{d}}$-DISTANCE, that is, ( $\mathrm{S}, \mathrm{K}$ ) $\in \mathrm{L}$ if, and only if, $R_{\mid \text {code }(S) \mid, k(S)}(S)=\operatorname{code}(A)$ with $\left(A, \kappa^{\prime}\right) \in p_{d}$-Distance, where $\kappa^{\prime}$ maps to the value $d$. Further recall that $(L, k) \in$ para-AC ${ }^{\circ+1}$ is witnessed by a uniform family $\left(C_{n, k}\right)_{n \in \mathbb{N}, \mathrm{k} \in \mathbb{I}}$. Observe that it is easy to construct a uniform family of para-AC ${ }^{\circ}$ circuits that, given the structure $S$ and $\operatorname{code}\left(\mathrm{C}_{\mid \operatorname{code}(\mathrm{S}), \mathrm{\kappa}(\mathrm{~S})}\right)$, outputs the result of the reduction, since the transformations used by the reduction can be expressed by simple first-order interpretations. However, the circuit $\mathrm{R}_{|\operatorname{code}(\mathrm{S})|, \mathrm{K}(\mathrm{S})}$ does not obtain code $\left(\mathrm{C}_{\mid \text {code }(\mathrm{S}) \mid, \mathrm{K}(\mathrm{S})}\right)$ as input. Instead, we hard-wire code $\left(\mathrm{C}_{\mid \text {code }(\mathrm{S}) \mid, \mathrm{K}(\mathrm{S})}\right)$ into a single $A C$-layer of $R_{|c o d e(S)|, k(S)}$. This can be done by the Turing machine $M$ that constructs $\mathrm{R}_{|\operatorname{code}(\mathrm{S})|, \mathrm{k}(\mathrm{S})}$, since $\mathrm{C}_{\mid \text {code }(\mathrm{S}) \mid, \mathrm{K}(\mathrm{S})}$ is itself uniform and, thus, $M$ can simulate the Turing machine that is used to construct $\mathrm{C}_{|\operatorname{code}(\mathrm{S})|, \mathrm{k}(\mathrm{S})}$.

### 4.3 Color Coding

The color coding technique due to Alon, Yuster, and Zwick [6] is actually an advanced strategy and not necessarily "basic." However, it is surprisingly well suited for parameterized parallel constant time computations. In fact, it is the heart of almost all constant time algorithms presented in this thesis and, thus, I believe it is fair to classify it as a basic parameterized parallel algorithm. The technique is best understood by applying it to a concrete problem:

- Problem 40 (RAINBOW-MATCHING)

Instance: An edge-colored graph $G=(V, E, \chi)$ with $\chi: E \rightarrow\{1, \ldots, k\}$.


Question: Is there a matching $M \subseteq E$ with $|M|=k$ that contains an edge of every color, that is, all edges in $M$ have distinct colors?

An example instance is shown in the margin, the reader is asked to find a solution for it. This problem is a generalization of the classical matching problem and has interesting applications, for instance in the theory of Latin squares [129]. It is known that rainbow-matching is NP-complete even restricted to bipartite graphs [112], and it is APX-complete even on properly edge-colored paths [129].

To understand the idea of the color coding technique let us assume that we have a coin, and let us further assume we flip that coin for every vertex in the graph. The crucial observation that Alon, Yuster, and Zwick had is that whenever we search for a small structure in the graph (here the rainbow matching of size k ), the probability that all vertices that participate in this structure obtain "head" is bounded by some function in $k$ (and, especially, is independent of the size of the graph). In fact, if we replace the coin by a die, or for that matter by a random coloring of the vertices of the graph, the probability that the vertices participating in the structure we seek obtain a certain coloring is still bounded solely by a function in $k$.

This observation can easily be turned into an efficient randomized FPT-algorithm for $p_{k}$-RAINBOW-MATCHING: On input of $G=(V, E, \chi)$ with $\chi: E \rightarrow\{1, \ldots, k\}$ we "roll" a random coloring $\lambda: V \rightarrow\{1, \ldots, k\}$. We say an edge $e=\{v, w\} \in E$ is compatible with $\chi$ if $\lambda(v)=\lambda(w)=\chi(e)$. Observe that we can test in polynomial time if there is a rainbow matching that contains only compatible edges - for each color we simply search for a compatible edge, the matching property then is guaranteed by the coloring. Furthermore, if G actually contains a real rainbow matching, the probability that all edges in it become compatible with $\lambda$ is bounded by a function in $k$ and, thus, can be arbitrarily increased by repeating the algorithm $f(k)$ times for some computable function $f: \mathbb{N} \rightarrow \mathbb{N}$. The following graphic on the next page shows three "random" colorings of the instance from above, the reader may identify the one with a compatible solution:


The final ingredient we need to turn the above algorithm into an FPT-algorithm, or actually into a parameterized parallel constant time algorithm, is a way to derandomize color coding. This can be done with universal coloring families:

- Definition 41 (Universal Coloring Families)

For natural numbers $n, k$, and $c$, an ( $n, k, c)$-universal coloring family is a set $\Lambda$ of functions $\lambda:\{1, \ldots, n\} \rightarrow\{1, \ldots, c\}$ such that for every subset $S \subseteq\{1, \ldots, n\}$ of size $|S|=k$ and for every mapping $\mu: S \rightarrow\{1, \ldots, c\}$ there is at least one function $\lambda \in \Lambda$ with $\forall s \in S: \mu(s)=\lambda(s)$.

It is well known that such families (of a suitable size) can be generated efficiently using hash functions [85]. This in turn allows the use of color coding to design deterministic FPT-algorithms. The following theorem shows that we can compute such families in para-FAC ${ }^{\circ}$ :

- Theorem 42

There is a computable function $f$ and a uniform family $\left(C_{n, k, c}\right)_{n, k, c \in \mathbb{N}}$ of FAC-circuits without inputs such that each $\mathrm{C}_{\mathrm{n}, \mathrm{k}, \mathrm{c}}$

1. outputs an ( $\mathrm{n}, \mathrm{k}, \mathrm{c}$ ) -universal coloring family (coded as a sequence of function tables),
2. has constant depth (independent of $\mathfrak{n}, \mathrm{k}$, or c ), and
3. has size at most $f(k, c) \cdot \operatorname{poly}(n)$.

Proof. Let us first assume that $\mathfrak{n}$ is sufficiently larger than $k$, in particular such that $\mathrm{f}(\mathrm{k})<\mathrm{n}$, and define

$$
\begin{aligned}
\lambda_{p, a}(x) & =(a \cdot x \bmod p) \bmod k_{2}^{2} \\
\Lambda_{n, k}^{\prime} & =\left\{\lambda_{p, a} \mid p<k^{2} \log n \text { and } a \in\{0, \ldots, p-1\}\right\}, \\
\Lambda_{n, k, c} & =\left\{\omega \circ \lambda \mid \omega:\left\{0, \ldots, k^{2}-1\right\} \rightarrow\{1, \ldots, c\} \text { and } \lambda \in \Lambda_{n, k}^{\prime}\right\} .
\end{aligned}
$$

It is well known that $\Lambda_{n, k}^{\prime}$ is a family of $k$-perfect hash functions, that is, for every subset $S \subseteq\{1, \ldots, n\}$ with $|S|=k$ it contains a function that is injective on $S$, see [85]. Therefore, given a subset $S$ and a function $\mu: S \rightarrow\{1, \ldots, c\}$, some members of $\lambda_{p, a} \in \Lambda_{n, k}^{\prime}$ will map the members of $S$ injectively to a subset $S^{\prime}$ of $\left\{0, \ldots, k^{2}-1\right\}$
and, then, some function $\omega:\left\{0, \ldots, \mathrm{k}^{2}-\mathrm{r}\right\} \rightarrow\{1, \ldots, \mathrm{c}\}$ will map $\mathrm{S}^{\prime}$ in such a way that $\omega \circ \lambda_{p, a}$ equals $\mu$ on $S$. Consequently, the set $\Lambda_{n, k, c}$ is an ( $n, k, c$ )-universal coloring family. The sizes of the two sets can be bounded by $\left|\Lambda_{n, k}^{\prime}\right| \leqslant\left(k^{2} \cdot \log n\right)^{2}$ and $\left|\Lambda_{n, k, c}\right| \leqslant c^{k^{2}} \cdot\left(k^{2} \cdot \log n\right)^{2}=c^{k^{2}} k^{4} \log ^{2} n$. Each function in $\Lambda_{n, k, c}$ can clearly be encoded in $\mathfrak{n} \log _{2} \mathrm{c}$ bits.

For the construction of the circuit $C_{n, k, c}$ observe that the input length is $n$ and that all numbers of the above definitions are smaller than $n$. Therefore, we essentially work with unarily encoded numbers. For them, addition, multiplication, as well as the modulo operation are in uniform $\mathrm{FAC}^{\circ}$ by Lemma 22. In conclusion, there is a uniform family of FAC $^{\circ}$-circuits $\left(\mathrm{H}_{n}\right)_{n \in \mathbb{N}}$ that obtains as input three unary numbers $p, a, x$, and outputs $\lambda_{p, a}(x)$. The circuit $C_{n, k, c}$ consists of $n \cdot\left(k^{2} \log n\right)^{2}$ copies of $H_{n}$, where all combinations of $0 \leqslant x \leqslant n$ and $0 \leqslant a<p \leqslant k^{2} \log n$ are hard-wired to the different copies of $\mathrm{H}_{\mathrm{n}}$. The concatenated output of these subcircuits almost equals the function table of $\Lambda_{n, k, c}$. The only part missing is the mapping $\omega$, which is applied by $\mathrm{C}_{\mathrm{n}, \mathrm{k}, \mathrm{c}}$ in a constant number of additional AC-layers.

Observe that (i) the depth of the circuit $\mathrm{C}_{n, k, c}$ is constant as the depth of $\mathrm{H}_{\mathrm{n}}$ is constant, and (ii) the size of $C_{n, k, c}$ is bounded by $O\left(n \cdot\left(k^{2} \log n\right)^{2} \cdot\left|H_{n}\right| \cdot c^{k^{2}} \log c\right)$. To see that the family is uniform, just observe that $\left(\mathrm{H}_{n}\right)_{n \in \mathbb{N}}$ is uniform and that a Turing machine on input $\operatorname{bin}(i) \# \operatorname{code}(k, c) \# \operatorname{bin}(n)$ can compute $k^{2} \log n$ in time $f(k)+\log n$ as $\log n$ is a $\log \log n$-bit number: Either $k^{2}<\log n$ and the multiplication can be performed "in the $\log n$ part," or $k^{2}>\log n$ and the multiplication can be performed in time $f(k)$.
For the remaining case that $k$ is too large, we have $f(k)>n$. Therefore, we may hard-wire any family of $k$-perfect hash functions (whose size may arbitrarily depend on $n$ and $k$ ) directly into the circuit. Since the uniformity Turing machine is allowed to run for $f(k)$ steps for some computable function $f$, this hard-wired version is clearly uniform as well.

The theorem has interesting consequences. For instance, it should be immediately clear that $\mathrm{p}_{\mathrm{k}}$-RAINBOW-MATCHING lies in para-AC ${ }^{\circ}$ and, thus, also the classical matching problem lies in this class. Note that, in contrast, the parallel complexity of the matching problem is still not fully resolved. It is only known that the matching problem can be solved in randomized NC [132] and quasi NC [79] (which is defined as $N C$, but the circuits are allowed to have size $O\left(n^{\log ^{i} n}\right)$ ). Only very recently, these results were improved by Anari and Vazirani to an algorithm that runs in pseudodeterministic randomized NC [8].

- Corollary 43
$\mathrm{p}_{\mathrm{k}}$-RAINBOW-MATCHING $\in$ para-AC ${ }^{\circ}$

Another consequence that we will heavily use, and in fact already have used in the proof of Theorem 33, is the observation that we can "count" with the help of color coding. More precisely we can solve the following problem:

- Problem 44 (Threshold)

Instance: $\quad$ A bitstring $b \in\{0,1\}^{n}$ and a number $t \in \mathbb{N}$.
Question: Are there at least t many i's in b? $\quad \triangleleft$
Clearly, the unparameterized version is complete for $T C^{0}$, but parameterized by $t$ we obtain the following result.

- Lemma 45
$\mathrm{p}_{\mathrm{t}}-$ THRESHOLD $\in$ para-AC ${ }^{\circ}$

Proof. On input of a bitstring $b$ oflength $n$ and $t \in \mathbb{N}$, we use Theorem 42 to compute an ( $n, t, t$ )-universal coloring family. If $b$ contains at least $t$ many $I$ 's, then there is a coloring of the positions of $b$ such that each color class contains at least one 1 . Thus, it is sufficient to test in parallel for all colorings whether this is the case.

It should be noticed that this was already known by a result from circuit complexity [136], as $A C^{\circ}$ can solve the problem for polylogarithmic values of $t$. In fact, the techniques used to prove this result are similar to the techniques we have used to prove Theorem 42: The input is hashed to a small domain using suitable hash functions and, then, the problem is solved via "brute-force." Therefore, Theorem 42 can be seen as a generalization of the results from [136] by an extension of color coding. In return, this allows to prove Lemma 45 in just a few lines.

Another useful application of color coding is an extension of our result for independent sets in graphs of bounded degree. If the problem is additionally parameterized by the solution size $k$, we can actually find an optimal solution in parallel constant time. The attentive reader may observe in the following proof that a similar "stamp argument" will work for many other graph problems on graphs of bounded degree. We will formalize this idea in Chapter 8 by adapting a result of Flum and Grohe [84] to the parallel parameterized setting: All problems definable in first-order logic can be solved in para- $\mathrm{AC}^{\circ \dagger}$ on structures of bounded degree.

Lemma 46
$\mathrm{p}_{\mathrm{k}, \Delta}$-INDEPENDENT-SET $\in$ para-AC ${ }^{\circ}$

Proof. We will directly "stamp" the independent set into the graph. To make this idea work, we need the property that the size of the border of the structure we search (which is bounded in size by the parameter) is bounded by the parameter as well. In a graph of bounded degree this is obviously the case, as any of the $k$ vertices in the structure adds at most $\Delta$ vertices to the border.

Since both, the structure we search and its border, are small, we may use color coding to color them both in any way we want. In the "stamp technique" we use two colors (say blue and orange) and we hope for a coloring in which the structure we search (here the independent set) becomes colored orange, while its border becomes colored blue. We now just have to search for $k$ orange vertices that have a blue neighborhood and induce the structure we are looking for. In the case of the independent set problem, we search for $k$ orange vertices that all have only blue neighbors.

Testing if a given vertex is colored orange and has only blue neighbors can easily be implemented in a constant number of AC-layers. The coloring can be obtained in constant depth by Theorem 42 and the correctness follows by the properties of a universal coloring family.

The following figure illustrates the stamp technique used in the proof of Lemma 46. The vertices are colored with blue and orange, and an independent set of size 6 was successfully stamped such that it is orange and its neighborhood is blue - can the reader spot it?


## 5 Parallel Bounded Search Trees

In this chapter we study parallel parameterized algorithms based on the bounded search tree technique. I start by presenting a short review of the basic terminology of bounded search trees in Section 5.1. Afterwards, we will study a generic problem: The modulator problem for graphs (given a graph $G=(V, E)$ and a number $k \in \mathbb{N}$, can we delete $k$ vertices such that $G$ belongs to some family $\mathcal{F}$ of graphs). This will allow us to solve many natural problems with parallel bounded search trees. The first result, presented in Section 5.2, handles this problem for the case that $\mathcal{F}$ is the family of H -free graphs.
$\triangleright$ Informal Version of Theorem 51.
For every fixed graph H , there is a family of para- $\mathrm{FAC}^{\circ}$-circuits that decides, given a graph G and a number k , whether we can delete k vertices such that G is H -free. $\triangleleft$

In the remainder of Section 5.2 we will devote ourselves to generalize this result to more complex families $\mathcal{F}$. We will study the family that forbids a homomorphic copy of H (there is no homomorphism from H to a member of $\mathcal{F}$ ) and the family of graphs that does not contain a copy of H as embedding. Our goal is to develop an algorithm that can handle both cases, even if the graph H is not fixed (but a parameter).
$\triangleright$ Informal Version of Corollary 57 and Corollary 63.
Let $\mathcal{H}$ be a family of graphs with constant treewidth. There is a family of para-FAC ${ }^{\circ}{ }^{+}$circuits that decides, given graphs $\mathrm{H} \in \mathscr{H}$ and G , whether we can delete k vertices from $G$ such that there is no homomorphism (embedding) from $H$ to $G$.

Finally, we close the chapter by studying the feedback-vertex set problem in Section 5.3. This problem does not fit into the framework that we develop in Section 5.2 and, thus, we have to design a new parallel algorithm. We will adapt a classical sequential search tree in order to obtain such a parallel algorithm. However, we will see that this is not trivial, since the sequential search tree applies inherently sequential reduction rules repeatedly.
$\triangleright$ Informal Version of Theorem 68.
There is a family of para-FAC ${ }^{11}$-circuits that, given a graph G and a number k , outputs a feedback-vertex set of size $k$ of $G$ - if such a set exists.

### 5.1 A Short Review of Bounded Search Trees

The bounded search tree method was one of the first tools to obtain fixed-parameter algorithms [69]. Fortunately, it is conceptually one of the easiest methods, and it is well suited for parallelization in a natural way. Intuitively, we will build a search tree with a depth that is bounded (usually linearly) by the parameter. If the branchnumber of the tree is also bounded, the size of the whole tree is bounded by a function in the parameter. A parallel algorithm can handle a whole level in a single step and, thus, requires only time depending on the depth of this tree and the time needed to identify the children of a node within the tree. This concept is best understood with a concrete example - for our purposes we will use the independent set problem on planar graphs, that is, we wish to know if a given planar graph contains $k$ vertices that are pairwise not adjacent.

## - Theorem 47

There is a uniform family of FAC-circuits of depth $f(k)$ and size $f(k) \cdot|V|^{c}$ that, on input of a graph $G=(V, E)$ and a number $k \in \mathbb{N}$, either outputs an independent set of size $k$, or correctly detects that such a set does not exist, or correctly detects that G is not planar.

Proof. The proof is based on the proof in [85] for showing that the problem is in FPT. We first observe that for a vertex $v \in \mathrm{~V}$ at least one vertex of $\mathrm{N}[v]$ will be part of any maximal independent set (if no vertex of $\mathrm{N}(v)$ can be added, we can add v). Next we use the fact that a planar graph contains a vertex $v$ of degree at most 5 , that is, a vertex with $|\mathrm{N}[v]| \leqslant 6$. This follows directly from the fact that planar graphs contain at most $3|\mathrm{~V}|-6$ edges.

The circuit works as follows: First it computes the degree of every vertex using the circuit from Lemma 45. If all vertices have degree greater than 5 the circuit safely reports the input graph is not planar. Otherwise, the circuit uses the lexicographical smallest vertex of degree at most 5 and branches over $\mathrm{N}[\nu]$, that is, for every vertex $w \in \mathrm{~N}[v]$ a subcircuit is used to check if $\mathrm{G}[\mathrm{V} \backslash \mathrm{N}[w]]$ contains an independent set of size at most $k-1$.

If any of these branches reaches the value $k=0$, the circuit has found the desired independent set and presents it as output. If a branch creates the empty graph while $k$ is still greater than 0 , this branch rejects. If all branches reject, the circuit safely reports that the graph does not contain an independent set of size $k$.

The claimed depth of the circuit follows directly from the fact that each branch has length at most $k$. The size of the circuit is bounded by the size of the traversed search tree, that is, by $6^{k} \cdot \operatorname{poly}(n)$.

This result implies that $\mathrm{p}_{\mathrm{k}}$-PLANAR-INDEPENDENT-SET lies in para- $\mathrm{AC}^{\circ+}$ if we promise that the input graph is planar. If this promise is not given, then the circuit needs to check if the graph is actually planar (in the decision version the circuit may only accept if the input contains a size-k independent set and is planar). The smallest circuit class for which it is known that it can perform a planarity test is $A C^{1}$ [4] and, hence, we have $\mathrm{p}_{\mathrm{k}}$-PLANAR-INDEPENDENT-SET $\in$ para-AC.

### 5.2 Modulators and Editing

In this section we seek to establish a general result about the parallel evaluation of search trees. For that matter, we will study modulator and editing problems. Informally, we are given a host graph $G$ and are asked if we can transform it into a graph of some family $\mathcal{F}$ of graphs by just a few modifications. We either want a modulator, that is, a set of vertices whose removal will transform $G$ into a graph contained in $\mathcal{F}$, or we may edit G by adding or removing edges from it. Formally, we consider the following problems for a fixed family $\mathcal{F}$ of graphs:

- Problem 48 (MODULATOR(F))

Instance: $\quad$ A graph $G=(V, E)$ and a number $k \in \mathbb{N}$.
Question: $\quad$ Is there a set $X \subseteq V$ with $|X| \leqslant k$ such that $G[V \backslash X] \in \mathcal{F}$ ? $\quad \triangleleft$

- Problem 49 (Editing(F))

Instance: A graph $G=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{k} \in \mathbb{N}$.
Question: Are there sets $R \subseteq E$ and $A \subseteq \bar{E}$ with $|R \cup A| \leqslant k$ such that we have $\mathrm{G}^{\prime}=(\mathrm{V},(\mathrm{E} \backslash \mathrm{R}) \cup A) \in \mathcal{F}$ ?

The simplest, but still quite powerful, version of this problem is the one for $\mathcal{F}$ being the family of H -free graphs for some fixed graph H . In detail, we define for some fixed graph H the family $\mathcal{F}=\{\mathrm{G} \mid \mathrm{G}$ does not contain H as induced subgraph $\}$. Natural use-cases are for instance the vertex cover problem ( $\mathrm{H}=0-0$ ); cluster editing ( $H=0-\infty$ ) ; and distance to a co-graph ( $H=0-\infty-0$ ).

## - Example 50

In the left figure, there is a modulator of size 2 to $0-0-0-$ free graphs, while in the right graph we can edit 5 adjacencies to obtain a $0-0-$-free graph.

$\triangleleft$

- Theorem 51

For every fixed graph H and the family $\mathcal{F}$ of H -free graphs we have:

1. $\mathrm{p}_{\mathrm{k}}-\operatorname{MODULATOR}(\mathcal{F}) \in \operatorname{para}-\mathrm{AC}^{\circ}$;
2. $\mathrm{p}_{\mathrm{k}}-\operatorname{EDITING}(\mathcal{F}) \in$ para-AC. ${ }^{+}$

Proof. We prove the first item. Since $H$ is fixed, an AC-circuit of constant depth and size roughly $|V(G)|^{|V(H)|}$ can check, given the input graph $G=(V, E)$, whether there is a set $\mathrm{O} \subseteq \mathrm{V}$ such that $\mathrm{G}[\mathrm{O}]$ is isomorphic to H . If no such O exists, we have $\mathrm{G} \in \mathcal{F}$ and are done. Otherwise, O is an obstruction to be H -free and at least one vertex of O must be added to the solution. The circuit in construction branches over all possibilities (this is just a constant number) and repeats the whole procedure. After k layers of such AC-circuits, we may either have found the sought modulator, or may have correctly decided that there is no such modulator of size $k$. Hence, the total depth of the circuit is $f(k)$ and its size is $f(k) \cdot|V|^{c}$ for some computable function $f$ and constant c .

The editing case works equivalently, the only difference is that we do not branch over vertices of O , but over edges and non-edges in $\mathrm{G}[\mathrm{O}]$.

An alternative approach to Theorem 51 is a reduction to the hitting set problem with small hyperedges. We will see in Section 6.5 that we can flatten the search tree to constant depth (using a lot more machinery), implying $\mathrm{p}_{\mathrm{k}}$-MODULATOR $(\mathcal{F}) \in$ para-AC. This reduction, however, does not work for $\mathrm{p}_{\mathrm{k}}-\operatorname{EDITING}(\mathcal{F})$. The main obstacle here is that in the editing problem it is not sufficient to "hit" all obstructions, since adding or deleting an edge can create new obstructions. It remains open whether or not $p_{k}$-Editing $(\mathcal{F})$ can be placed in para-AC, however, Stockhusen, Tantau, and myself showed that some special cases (such as editing to cluster graphs) are in para-AC ${ }^{\circ}$ [19].

We can naturally extend the result by studying more complex families $\mathcal{F}$. For instance, we may study $\mathcal{F}=\{G \mid H \nrightarrow G\}$ for some fixed graph $H$, where $H \nrightarrow G$ denotes the fact that there is no homomorphism from $H$ to $G$. Actually, we can even handle the more general case that H is not fixed, but part of the input. This leads to the following problem:

- Problem 52 (HOM-MODULATOR $(\mathcal{H})$ )

Instance: $\quad$ Two graphs $\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \in \mathcal{H}$ and $\mathrm{G}=\left(\mathrm{V}(\mathrm{G}), \mathrm{E}^{\mathrm{G}}\right)$, and a number $k \in \mathbb{N}$.
Question: $\quad$ Is there a set $\mathrm{X} \subseteq \mathrm{V}(\mathrm{G})$ with $|\mathrm{X}| \leqslant \mathrm{k}$ such that $\mathrm{H} \nrightarrow \mathrm{G}[\mathrm{V} \backslash \mathrm{X}]$ ? $\quad \triangleleft$
It should be clear that this problem is, for arbitrary families $\mathcal{H}$, more complex than the previous problems, as we have to find a homomorphism from H to G before we can think about the modulator. In other words, we now have to deal with the following problem:

- Problem 53 (HOMOMORPHISM( $\mathcal{H})$ )

Instance: $\quad$ Two graphs $\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \in \mathcal{H}$ and $\mathrm{G}=\left(\mathrm{V}(\mathrm{G}), \mathrm{E}^{\mathrm{G}}\right)$.
Question: $\mathrm{H} \longrightarrow \mathrm{G}$ ?
Naturally, the parameter here is $H$. If $H$ is the complete graph on $k$ vertices and G has no self-loop, this task is exactly the parameterized clique problem and, thus, W[1]-complete [59]. As a consequence, we have to prohibit complete graphs in the family $\mathcal{H}$ if we wish to obtain efficient parallel algorithms. In particular, $\mathcal{H}$ may not be the set of all graphs and it will not be sufficient to bound the cliquewidth of the graphs in it. Instead, we will focus on families $\mathcal{H}$ that contain graphs of bounded treewidth or treedepth. It is known by results of Chen and Müller [50] that the problem (i) lies in para-L when $\mathcal{H}$ has bounded treedepth; (ii) lies in the para-L-reduction closure of the distance problem (parameterized by the distance) if $\mathcal{H}$ has bounded pathwidth; and (iii) lies in para-L-reduction closure of the embedding of trees if $\mathcal{H}$ has bounded treewidth. The problem has also been studied with respect to classical circuit complexity - here Amano showed that the unparameterized problem, in which the graphs in $\mathcal{H}$ are of constant size, lies in $A C^{0}[7]$. We extend these results with parameterized parallel algorithms and in particular we improve the first result of Chen and Müller considerably by showing that $\mathrm{p}_{\mathrm{H}}$-HOMOMORPHISM $(\mathcal{H})$ actually lies in para- $A C^{\circ}$ if $\mathcal{H}$ has bounded treedepth.

- Theorem 54

Fix two numbers $w, \mathrm{~d} \in \mathbb{N}$ with $w<\infty$ (but with $\mathrm{d}=\infty$ being explicitly allowed) and consider $\mathbb{I}=\left\{H=\left(V(H), \mathrm{E}^{\mathrm{H}}\right) \mid\right.$ there is a tree decomposition $(\mathrm{T}, \mathrm{\imath})$ of H that has width at most $w$ and that can be rooted such that $T$ has depth at most $d\}$. Furthermore, define $d(H)=\min (d,|V(H)|)$ and let $c \in \mathbb{N}$ be a fixed constant. There is a uniform family $\left(C_{n, H}\right)_{n \in \mathbb{N}, \mathrm{H} \in \mathbb{I}}$ of para-FAC-circuits such that for all pairs $\left(G=\left(V(G), E^{G}\right), H=\left(V(H), E^{H}\right)\right)$ of graphs with $H \in \mathbb{I}$ we have:

1. $\mathrm{C}_{|\operatorname{code}(\mathrm{G}, \mathrm{H})|, \mathrm{H}}(\operatorname{code}(\mathrm{G}, \mathrm{H}))$ outputs a homomorphism from H to G encoded as function table, if such a homomorphism exists;
2. $\operatorname{depth}\left(C_{n, H}\right) \leqslant c \cdot d(H)$;
3. $\operatorname{size}\left(C_{n, H}\right) \leqslant d(H) \cdot|V(H)|^{c} \cdot n^{c \cdot w}$.

Proof. First observe that the parameter is easily computable in FAC, as we just have to extract $H$ from a given pair $(G, H)$. The circuit $C_{n, H}$ will apply dynamic programming over a tree decomposition ( $\mathrm{T}, \mathrm{\imath}$ ) of H (of width at most $w$ and depth at most $d(H)$ ). This tree decomposition is hard-wired into the circuit. In order to see that this does not conflict the uniformity, recall that we require a Turing machine that, on input of $\operatorname{bin}(i) \# \operatorname{code}(H) \# \operatorname{bin}(n)$ outputs the $i$ th bit of $\operatorname{code}\left(C_{n, H}\right)$ in at most $f(H)+\log (n)$ steps. Since $f$ is an arbitrary computable function, this machine has enough time to find a suitable tree decomposition and hard-wire it into the circuit - note that the existence of such a tree decomposition is guaranteed by the choice of $\mathbb{I}$.

Let us now describe the dynamic programming procedure on ( $\mathrm{T}, \mathrm{l}$ ). Initially, we consider for every leaf $l$ of $T$ all assignments $\varphi^{\prime}: \iota(l) \rightarrow V(G)$. We can think of these assignments as colorings of H , where the "colors" are the vertices of G . We call such an assignment good if $\varphi^{\prime}$ is locally a homomorphism. Observe that there are at most $|\mathrm{V}(\mathrm{G})|^{w+1}$ potentially good assignments per leaf and, thus, a circuit of the claimed size and constant depth can check whether they are good.

For the inductive step let us consider a node $n$ of $T$. We consider again all possible assignments $\varphi^{\prime}: \iota(n) \rightarrow V(G)$ and, this time, we call $\varphi^{\prime}$ good if:

1. $\varphi^{\prime}: \iota(\mathrm{n}) \rightarrow \mathrm{V}(\mathrm{G})$ is locally a valid homomorphism;
2. for every child $m$ of $n$ in $T$ there is a good assignment $\psi^{\prime}: \iota(m) \rightarrow V(G)$ such that for every vertex $v \in \mathfrak{l}(\mathfrak{n}) \cap \mathfrak{l}(\mathfrak{m})$ we have $\varphi^{\prime}(v)=\psi^{\prime}(v)$.

Clearly, this test can also be implemented by a constant number of AC-layers of size $\mathrm{O}\left(|\mathrm{V}(\mathrm{G})|^{w+1}\right)$. Therefore, the overall depth of the circuit will be $\mathrm{c} \cdot \mathrm{d}(\mathrm{H})$, and its size is bounded by $\mathrm{d}(\mathrm{H}) \cdot|\mathrm{V}(\mathrm{H})|^{\mathrm{c}} \cdot|\mathrm{V}(\mathrm{G})|^{\mathrm{c} \cdot w}$.
We are left with the task of showing that there is a homomorphism $\varphi$ from H to G if, and only if, there is a good assignment $\varphi^{\prime}$ for the root $r$ of T . To see this, first observe that, if we have found a good assignment $\varphi^{\prime}$ for $r$, then there is a local homomorphism for the vertices in the root bag. Furthermore, by the second property of "being good," we have found good assignments for every child, and these assignments coincide with $\varphi^{\prime}$ in the intersection of the bags. Since, in a tree decomposition, all bags that contain the same vertex form a connected subtree, we can extend $\varphi^{\prime}$ along the children of $r$ while ensuring that a fixed vertex $x \in V(H)$ gets mapped to the same vertex $\varphi(x) \in \mathrm{V}(\mathrm{G})$ by good assignments in all branches. In other words, we can extend the partial homomorphism $\varphi^{\prime}$ to a homomorphism by recursively unite it with good assignments of its children. For the other direction assume that there is a homomorphism $\psi: V(H) \rightarrow V(G)$. Then it is easy to see that for every node $n$ of T the assignment $\varphi^{\prime}: \mathfrak{l}(\mathfrak{n}) \rightarrow \mathrm{V}(\mathrm{G})$ with $\varphi^{\prime}(v)=\psi(v)$ for all $v \in \mathfrak{l}(\mathfrak{n})$ is good. Therefore, if there is a homomorphism, the algorithm will actually find it.

- Corollary 55

Let $\mathcal{H}$ be the class of all graphs of treewidth at most $t$ for some constant $t$. Then $\mathrm{p}_{\mathrm{H}}$-номомогРніSM $(\mathcal{H}) \in$ para-AC. ${ }^{+}$

Proof. Set $w=\mathrm{t}$ and $\mathrm{d}=\infty$ in Theorem 54 .

- Corollary 56

Let $\mathcal{H}$ be the class of all graphs of treedepth at most $t$ for some constant $t$. Then $\mathrm{pH}_{\mathrm{H}}$-номомогрніsм $(\mathcal{H}) \in$ para-AC?

Proof. Set $w=\mathrm{t}$ and $\mathrm{d}=\mathrm{t}$ in Theorem 54 .

The reader may observe that the algorithm of Theorem 54 will also work for general relational structures if they have bounded treewidth (treedepth). The result can, of course, directly be applied to $\mathrm{pH}_{\mathrm{H}}-\mathrm{HOM}-\operatorname{MODULATOR}(\mathcal{H})$. We proceed as in Theorem 51 , but instead of finding the obstruction via "brute-force," we simply apply Theorem 54 to find it.

- Corollary 57

Let $\mathcal{H}$ be the class of all graphs of treewidth at most $t$ for some constant $t$. Then $\mathrm{pH}^{-H O M-M O D U L A T O R}(\mathcal{H}) \in$ para-AC. ${ }^{\dagger}$

The last version of the modulator problem that we will study in this section is for the family $\mathcal{F}=\{G \mid H \rightarrow G\}$. In words, the family of graphs that does not contain some graph H as embedding.

- Problem 58 (Emb-modulator( $\mathcal{H}$ ))

Instance: $\quad$ Two graphs $\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \in \mathcal{H}$ and $\mathrm{G}=\left(\mathrm{V}(\mathrm{G}), \mathrm{E}^{\mathrm{G}}\right)$, and a number $k \in \mathbb{N}$.
Question: $\quad$ Is there a set $\mathrm{X} \subseteq \mathrm{V}(\mathrm{G})$ with $|\mathrm{X}| \leqslant \mathrm{k}$ such that $\mathrm{H} \rightarrow \mathrm{G}[\mathrm{V} \backslash \mathrm{X}]$ ? $\quad \triangleleft$
We will consider it again in the version in which $H$ is part of the input and, thus, we will have to solve the following problem:

- Problem 59 (Embedding $(\mathcal{H})$ )

Instance: $\quad$ Two graphs $\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \in \mathcal{H}$ and $\mathrm{G}=\left(\mathrm{V}(\mathrm{G}), \mathrm{E}^{\mathrm{G}}\right)$.
Question: $\mathrm{H} \rightarrow \mathrm{G}$ ?
We will adapt the algorithm from Theorem 54 to find embeddings instead of homomorphisms (recall that an embedding is an injective homomorphism). The idea is to assign to every vertex of H a unique color and to apply color coding with exactly these colors to G.

- Theorem 60

Fix two numbers $w, d \in \mathbb{N}$ with $w<\infty$ (but with $d=\infty$ being explicitly allowed) and consider $\mathbb{I}=\left\{\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \mid\right.$ there is a tree decomposition $(\mathrm{T}, \mathrm{\imath})$ of H that has width at most $w$ and that can be rooted such that T has depth at most d$\}$. Furthermore, define $d(H)=\min (d,|V(H)|)$ and let $f: \mathbb{I} \rightarrow \mathbb{N}$ be a computable function and $c \in \mathbb{N}$ be a fixed constant. There is a uniform family $\left(C_{n, H}\right)_{n \in \mathbb{N}, H \in \mathbb{I}}$ of para-FAC-circuits such that for all pairs $\left(G=\left(V(G), E^{G}\right), H=\left(V(H), E^{H}\right)\right)$ of graphs with $\mathrm{H} \in \mathbb{I}$ we have:

1. $C_{|\operatorname{code}(G, H)|, H}(\operatorname{code}(G, H))$ outputs an embedding from $H$ into $G$ encoded as function table, if such an embedding exists;
2. $\operatorname{depth}\left(\mathrm{C}_{n, H}\right) \leqslant \mathrm{c} \cdot \mathrm{d}(\mathrm{H})$;
3. $\operatorname{size}\left(C_{n, H}\right) \leqslant f(H) \cdot n^{c \cdot w}$.

Proof. We interpret the vertices $\mathrm{V}(\mathrm{H})$ of H as colors, or equivalently assign a unique color to every vertex of H . Then we color G with a $(|\mathrm{V}(\mathrm{G})|,|\mathrm{V}(\mathrm{H})|,|\mathrm{V}(\mathrm{H})|)$-universal coloring family using Theorem 42. Finally, for every coloring $\lambda$ of the universal coloring family we run the algorithm of Theorem 54 , with the only modification that the partial assignments may only map vertices $v$ of H to vertices $w$ in G with $\lambda(w)=v$. Observe that a solution must be injective, as every vertex in H has its own color. Furthermore, if there exists an embedding $\varphi$ from H to G , there will be a member in the universal coloring family that colors the image of $\varphi$ with the correct colors.

- Corollary 61

Let $\mathcal{H}$ be the class of all graphs of treewidth at most $t$ for some constant $t$. Then $\mathrm{pH}_{\mathrm{H}}-\operatorname{EMBEDDING}(\mathcal{H}) \in$ para-AC. ${ }^{+}$

- Corollary 62

Let $\mathcal{H}$ be the class of all graphs of treedepth at most $t$ for some constant $t$. Then ph-embedding $_{(\mathcal{H})} \in$ para-AC?

- Corollary 63

Let $\mathcal{H}$ be the class of all graphs of treewidth at most $t$ for some constant $t$. Then $\mathrm{pH}_{\mathrm{H}}$-Emb-MOdulator $(\mathcal{H}) \in$ para-AC. ${ }^{+}$
Note that for a graph both, the treewidth and the treedepth, equal the maximum treewidth (treedepth) of its connected components. Therefore, building the disjoint union of graphs of bounded treewidth (treedepth) will in turn create a graph of bounded treewidth (treedepth). In this sense, Theorem 60 and its corollaries generalize to the packing version, in which we try to find $k$ disjoint copies of H .
An application for Corollary 63 is the following generalization of VERTEX-COVER: Instead of seeking a small set of vertices that "hits" every edge (that is, every path of length 2 ), we now seek a set that hits every path of length $c$ (for some $c \geqslant 2$ ).

- Problem 64 (path-vertex-cover)

Instance: $\quad \mathrm{A}$ graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and two numbers $\mathrm{k}, \mathrm{c} \in \mathbb{N}$.
Question: Is there a set $S \subseteq \mathrm{~V}$ with $|S| \leqslant k$ such that each path P of length c in G contains at least one vertex of $S$ ?
$\triangleleft$
This problem was first introduced by Bresar, Kardos, Katrenic, and Semanisin [45], and is applied in wireless sensor networks [138] and traffic control [162]. It is not surprising that it is NP-complete for every fixed $c \geqslant 2$, as the case $c=2$ is obviously exactly vertex-cover [45]. We will see in Section 6.5 that the problem lies in para- $A C^{\circ}$ for constant c by a simple reduction to $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET.This reduction does, unfortunately, not work if c is a parameter. However, we can still use Corollary 63 by setting $\mathcal{H}=\left\{\mathrm{P}_{\mathrm{c}}\right\}$ :

- Corollary 65
$\mathrm{p}_{\mathrm{k}, \mathrm{c}}$-PATH-VERTEX-COVER $\in$ para-AC ${ }^{\circ}{ }^{\dagger}$
Proof. Follows by the fact that paths have constant treewidth.


### 5.3 Feedback-Vertex Set

In the previous two sections the computation of the branches in the search tree was possible in constant parallel time, or at least in parallel time that is bounded only by the parameter. This is not necessarily always the case. In such scenarios we would like to find parallel algorithms that run in polylogarithmic time with respect to the instance size and detect the possible branches. If we are able to find a bounded search tree with this property, we can at least place the corresponding problem in para-AC ${ }^{\mathfrak{i}_{1}}$ for some $\mathfrak{i} \geqslant 1$. A problem with this property is for instance $\mathrm{p}_{\mathrm{k}}$-FEEDBACK-VERTEX-SET:

- Problem 66 (feedback-Vertex-Set)

Instance: $A$ graph $G=(V, E)$ and a number $k \in \mathbb{N}$.
Question: Is there a set $X \subseteq V$ with $|X| \leqslant k$ such that $G[V \backslash X]$ is a forest?


An example instance with an optimal solution of $k=6$ is shown in the margin. I will present an algorithm that runs in parallel time $\mathrm{O}(\mathrm{k} \cdot \log |\mathrm{V}|)$, that is, we show $\mathrm{p}_{\mathrm{k}}$-Feedback-vertex-set $\in$ para-AC. ${ }^{1+}$ The algorithm is based on the following preprocessing rules that are applied in all $k$ layers (each of which will consist of $\log n$ sublayers) of the circuit.

Leaf Rule Delete a vertex $v$ of degree 1.
Chain Rule Contract a vertex $v$ of degree 2 to one of its neighbors.
Loop Rule Delete a vertex $v$ with $v \in \mathrm{~N}(v)$, reduce $k$ by 1 .
We first show that we can apply each of the above rules individually exhaustively in FAC, that is, in parallel time $\mathrm{O}(\log n)$.

- Lemma 67

There is a uniform family of FAC $^{1}$-circuits that, on input of a tuple ( $G, k$ ), outputs a tuple ( $\mathrm{G}^{\prime}, \mathrm{k}^{\prime}$ ) that results from repeatedly applying (only) the Leaf Rule as long as possible. The same holds for the Chain Rule and for the Loop Rule.

Proof. The claim follows immediately for the Loop Rule as we may delete all such vertices in parallel and since the deletion of a vertex cannot create new vertices with a self-loop. For the other two rules observe that an "exhaustive application" equals either the deletion of attached trees (for the Leaf Rule), or the contraction of induced paths (for the Chain Rule). For the first case, the circuit must be able to detect if a vertex $v$ becomes a leaf at some point of the computation (of course, the circuit cannot sequentially delete degree-1 vertices). The following observation provides a locally testable property that allows precisely such a detection: A vertex $v$ is contained in an attached tree if, and only if, it is possible to delete a single edge such that (i) the graph
decomposes into two components and such that (ii) the component of $v$ is a tree [76]. Both properties can be tested in logspace (and hence in $A C^{1}$ ), and an $A C^{1}$-circuit can test them for all vertices and all edges in parallel. Finally, for the Chain Rule, observe that an $\mathrm{AC}^{1}$-circuit can mark all degree-2 vertices in parallel and that such a circuit, afterwards, only has to connect the two endpoints of highlighted paths - which is again a logspace task.

Using this circuit as blackbox, we will design a parallel bounded search tree algorithm that uses the preprocessed graph to quickly find branch-points.

- Theorem 68
$\mathrm{p}_{\mathrm{k}}-$ FEEDBACK-VERTEX-SET $\in$ para-AC ${ }^{1 \dagger}$

Proof. We have to construct a family of AC-circuits of depth $f(k) \cdot \log n$ and size $f(k) \cdot n!$ The circuits will consist of $k$ layers such that every layer finds a set of at most 3 k vertices to branch on (which will be done for the next layer). Note that layer $i$ contains at most 3 k as many subcircuits as layer $\mathrm{i}-1$.

Each layer consists of multiple $\mathrm{AC}^{1}$-circuits that work independently of each other on different possible graphs (depending on the branches of the previous layer). Each of these circuits first checks if the input is a yes-instance (input is a tree and $k \geqslant 0$ ), or a no-instance ( $k<0$ ) - in the first case it just globally signals this circumstance. In the second case it truncates this path of the computation. If the subcircuit has not decided yet, it applies first the Leaf Rule exhaustively, and then the Chain Rule exhaustively - both are possible due to Lemma 67. The circuit now applies the Loop Rule (again, using Lemma 67). If the rule has an effect (that is, $k$ was reduced by at least one) the circuit is done and pipes the result to the next layer. Otherwise, the circuit tests in parallel if there are two vertices $v$ and $u$ that are connected by a multi-edge (that is, by at least two edges). If this is the case, any feedback vertex set must contain either $v$ or $u$ and, hence, the circuit branches on these two vertices and pipes the two resulting graphs to the next layer. Otherwise, we know that we have no vertex with a self-loop, no vertices with multi-edges, and a minimum vertex-degree of at least three. The circuit then uses the simple fact that any size $k$ feedback vertex set in such graph must contain at least one vertex of the 3 k vertices with the highest degree and, hence, may simply branch over these [59].

Since each layer reduces $k$ in each branch by at least one, after at most $k$ layers every branch has decided if it deals with a yes- or a no-instance. Since each layer is implemented by an $\mathrm{AC}^{1}$-circuit, the claim follows.

- Example 69

An exemplary run of the algorithm is illustrated in the following figure:


The example run shows that we can eventually only apply one of the reduction rules after we have applied another: We can not directly apply the Chain Rule to the third graph, but only after we have applied the Loop Rule to it. Since the Loop Rule reduced $k$ by one, we may hope to identify many such configurations in advance in order to speed up the algorithm. This would be interesting with respect to preprocessing and kernelization - a topic that we cover in the next chapter - as many standard preprocessing algorithms for FEEDBACK-VERTEX-SET apply all three rules exhaustively in advance [59]. Unfortunately, this seems not to be possible in parallel as the following theorem shows.

- Theorem 70

Deciding whether a specific vertex of a given graph will be removed by an exhaustive application of the Leaf Rule, the Chain Rule, and the Loop Rule (jointly in arbitrary order and not separately as in Lemma 67) is P-hard under $\mathrm{NC}^{1}$-reductions.

For clarity, let us stipulate that a self-loop contributes two to the degree of a vertex, similarly multi-edges increase the degree by their multiplicity. Therefore, the Chain Rule may not be applied to a leaf with a self-loop. We further stipulate that the Chain Rule may not be applied to a self-loop, that is, it has to contract two distinct vertices (and hence, self-loops may only be handled by the Loop Rule).
Before we work out the details, let me briefly sketch the proof idea: We will reduce from the monotone circuit value problem (MCVP), which is known to be P-complete under $\mathrm{NC}^{1}$-reductions [101]. The input to this problem is a monotone circuit (it consists only of AND-gates and OR-gates of indegree 2 , and it has a single gate marked as output) and an assignment of the input gates, the question is whether or not the output gate evaluates to true. We will transform the input circuit into a multi-graph by replacing each gate with a small gadget. Every gadget will have two vertices marked as "input" and one marked as "output." The "input" vertices are incident to exactly one edge outside of the gadget (which connects them to the "output" vertex of another gadget), the "output" vertex of the gadget may have edges to an arbitrary number of other "input" vertices. The semantic then is as follows: The edge of an "input"
vertex that leaves the gadget will be removed by the reduction rules when the corresponding wire of the circuit would have the value true for the given assignment; similarly the "output" vertex of the gadget will be removed if the corresponding gate would evaluate to true under the given assignment (this in turn removes the edges to other "input" vertices and propagates the computation of the circuit).

Proof. We start with a formal description of the transformation. For the input gates, we use 8 and former can be removed by the Loop Rule, while the later is immune to all rules.
For And-gates, we use the gadget and for or-gates In these figures, the two highlighted vertices at the top are the ones we call "input," while the bottom vertex is the "output" vertex. The dotted lines indicate edges that leave the gadget. For every "input" vertex there will be exactly one outgoing edge, as any gate has exactly two incoming wires. The "output" vertex may have edges to an arbitrary number of successor gates; to ensure that there is at least some edge, we fully connect such vertices to cliques of size three (that is, the "output" vertex is part of a clique of size four) - this ensures that the degree of "output" vertices is always greater than two.
We first prove that these gadgets work locally as intended. Observe that all vertices have a degree of at least three and no selfloop, that is, no rule can be applied unless one "incoming" edge gets removed. Since the "output" vertex of the gadget is fully connected to a clique of size three,

| Assignment | Behaviour of the |  |
| :---: | :---: | :---: |
|  | AND-gadget | OR-gadget |
| $(1,0)$ | $\stackrel{\%}{\square}$ | ¢\% $0^{\circ} \mapsto 0^{\circ}$ |
| $(0,1)$ | $\stackrel{\circ}{\circ}$ | \%\% $0_{0}^{\circ}$ |
| $(1,1)$ | $\stackrel{\text { ¢ }}{\substack{\text { ¢ }}}$ | \%0\% $\dagger \infty$ | this can only happen if an edge connected to one of the "input" vertices gets removed. Therefore, we see directly that the gadget works as indented for the assignment ( 0,0 ), as no edge connected to the "input" vertices gets removed and no rule can be applied to the "output" vertex. The case distinction illustrated in the table shows that the gadgets also work for the other assignments.

We now show the correctness of the construction by an induction over the gates of the circuit in topological order. The induction hypothesis is that the gadget corresponding to the current gate gets modified by the Leaf Rule, the Loop Rule and the Chain Rule in the same way as the gate gets evaluated. The base case is given as this is true for the input gates by construction. For the inductive step consider the gadget corresponding to any gate $g$, and let it have the vertices $x, y$, and $z$, where $z$ is the "output" vertex. By the induction hypothesis the vertices $x$ and $y$ lose an incident edge for input wires that evaluate to 1 (as the gates corresponding to these gadgets precede g in the topological order), the above table then states that the gadget works correctly. The only pitfall we need to address is that the simulation does not "work backwards," that is, that a reduction rule in g triggers a reduction rule for the "out-
put" vertex $v$ of a gadget that corresponds to a gate that precedes $g$ in the topological order. This is, however, not possible due to the clique attached to $v$-even if all edges that are incident to $v$ get removed, $v$ has still a degree of at least three.

Example 71
The following figure illustrates the construction used in the proof. The circuit on the left evaluates to 1 if, and only if, the vertex labeled $v$ in the right graph gets removed by a repeated application of all three reduction rules. Since the circuit clearly computes the value 1 , the vertex $v$ gets removed. However, if we replace the second input bit by 0 , the circuit evaluates to 0 , and we can see in the graph that the reduction rules do not propagate up to $v$.


## 6 PARALLEL KERNELIZATION

Preprocessing is a fundamental technique used by practical tools that solve computational hard problems on large real world instances. It has a variety of applications in different domains such as (i) in modern SAT-solvers, which try to eliminate variables and clauses before the actual solving begins [73, 133]; (ii) as a tool to simplify ILP-instances [48]; and (iii) in the design of CSP-solvers, which try to optimize the instance for certain strategies like local search [62, 148]. Despite its impact in practice, preprocessing is rather hard to grasp from a theoretical point of view - at least in the sense of classical complexity. The reason is that even a polynomial time algorithm that just guarantees to reduce the input instance of an NP-hard problem by a single bit already implies $\mathrm{P}=\mathrm{NP}$ - as we can repeat the algorithm a linear number of times to obtain a trivially small instance that can be solved via exhaustive search. With respect to preprocessing, the parameterized complexity theory shines, as we can use structural information about the instance to provide a reduction guarantee. In this chapter we will develop a variety of parallel algorithms which provide such guarantees. After a short review of kernelizations in Section 6.1, where I provide the basic definitions and some simple examples, we formulate the first main result of the current chapter in Section 6.2:
$\triangleright$ Informal Version of Theorem 77.
Parallel parameterized algorithms are equivalent to parallel preprocessing, that is, a problem lies in para-AC ${ }^{i}$ if, and only if, a kernel of it can be computed in FAC. $\quad \triangleleft$
After proving this interesting equivalence, we concentrate on concrete kernelizations in Section 6.3 and 6.4. We will present multiple results, which are similar in spirit - as representative example:
$\triangleright$ Informal Version of Theorem 80.
The problem $\mathrm{p}_{k}$-VERTEX-COVER admits a kernel of polynomial size computable in FTC, and it admits an exponential kernel computable in FAC.

I present similar results for the matching problem parameterized by the solution size, as well as for the problems of computing a tree, path, or a treedepth decomposition parameterized by the vertex cover number of the input graph. On the negative side, we establish lower bounds for kernel sizes that are achievable in parallel: We prove that computing certain kernels of linear size for $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER is equivalent to computing large matchings - and it is a long-standing open problem whether this is possible in parallel.
$\triangleright$ Informal Version of Fact 82 and Theorem 83.
Computing a "Nemhauser-Trotter fashioned" kernel is as hard as computing maximal matchings in bipartite graphs.

At the end of the chapter I present what I call "a little gem of parameterized kernelization": under the massive use of color coding, we will turn a very sequential kernelization into a constant-time computable one. This demonstrates, on one hand, the power of color coding in parallel parameterized computations and kernelizations, and will on the other hand place $p_{k, d}$-HITTING-SET in para-AC. This in turn equips us with a powerful tool that will serve as a working-horse in the design of many further parallel parameterized algorithms.

- Informal Version of Corollary 111.

A kernel for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET can be computed in FAC.

### 6.1 A Short Review of Kernelizations

As mentioned in the introduction to this chapter, for most problems there is probably no algorithm that can reduce any instance arbitrarily. However, there might be an algorithm that guarantees to reduce any instance to a smaller instance of size bounded by some function in the parameter. This idea is formalized through kernelization and is one of the cornerstones of parameterized complexity theory.

- Definition 72 (Kernelization and Kernel)

Let $(\mathrm{Q}, \kappa)$ be a parameterized problem with $\mathrm{Q} \subseteq \operatorname{STRUC}[\tau]$ and $\kappa$ : $\operatorname{sTRUC}[\tau] \rightarrow \mathbb{I}$. A kernelization is a function $K: \operatorname{STRUC}[\tau] \rightarrow \operatorname{STRUC}[\tau]$ such that for all $S \in \operatorname{STRUC}[\tau]$ and some computable function $f: \mathbb{I} \rightarrow \mathbb{N}$ we have:

1. $S \in Q \Longleftrightarrow K(S) \in Q$;
2. $|\operatorname{code}(K(S))| \leqslant f(K(S))$.

The image $K(S)$ of $S$ under $K$ is called the kernel of $S$. We say a kernelization is a $\mathcal{C}$ kernelization for some functional complexity class $\mathcal{C}$ if $K \in \mathcal{C}$. Finally, we say $K$ is a linear, polynomial, or exponential kernelization if the function $f$ in the definition above is linear, polynomial, or exponential, respectively.

Note that in the above definition K is not a parameterized function, that is, K has to evaluate $\kappa$ by itself if it wants to use the value $\kappa(S)$. Further observe that a kernelization can be seen as a self-reduction of $Q$ with the additional requirement that the size of the produced instance is bounded by the parameter. As a note of caution it should be pointed out that the term "reduction" is to be understood in the "classical" computer science manner - besides the fact that almost all kernelizations use so called "reduction rules" to directly reduce the size of an instance, the image $\mathrm{K}(\mathrm{S})$ in principle has nothing to do with $S$ except for membership-equivalence.

For our running example of $\mathrm{p}_{\mathrm{k}}$-PLANAR-INDEPENDENT-SET, we make the following observation to obtain a kernel with 4 k vertices [90]: On input of $G=(V, E)$ and $k \in \mathbb{N}$, we first check whether $G$ is actually planar. If not, we simply output a trivial no instance (for instance ( $0-2$, 2) . Using the famous Four Color Theorem [144], we observe that, as G is planar, it can be colored with four colors such that the vertices of every color class constitute an independent set. Therefore, if $|\mathrm{V}| \geqslant 4 \mathrm{k}$ we know that $G$ contains an independent set of size at least $k$ and output a trivial yes-instance (for instance $(0-\infty, 1)$ ). Otherwise, we know $|\mathrm{V}|<4 \mathrm{k}$ and G itself is our desired kernel. Observe that all operations can be performed by a uniform family of $F A C^{1}$-circuits (the only non-trivial operation is the planarity test, which is possible in $A C^{1}$ [4]) and, thus, $\mathrm{p}_{\mathrm{k}}$-PLANAR-INDEPENDENT-SET admits an $\mathrm{FAC}^{1}$-kernelization with 4 k vertices.

The above example is simple, as the problem itself states that it makes no sense to study large instances. Usually, we will need much more machinery in order to reduce huge problem instances to small kernels. In order to get used to the notation of kernelization, let us study the following problem from computational geometry. We would like to know, given a huge set of points, whether we can cover them all with just afew straight lines. The following definition precisely describes the input for this NP-complete problem [122]. An example instance with $k=3$ is shown in the margin, where the dashed lines depict a solution that is of course not part of the input.

- Problem 73 (POINT-LINE-COVER)

Instance: A set of points $p_{1}, \ldots, p_{n} \in \mathbb{Z}^{d}$ for a fixed $d \geqslant 2$ and a number $k \in \mathbb{N}$. Both, the points and $k$, are encoded as binary numbers.
Question: Can we cover all points by at most $k$ straight lines?
With the concept of kernelization in mind, we would like to get rid of as many points as possible before we start to actually solve the problem. The following simple observation due to Kratsch, Philip, and Ray leads to a kernel with at most $\mathrm{k}^{2}$ elements, which turns out to be optimal (unless coNP $\subseteq$ NP/poly) [122]: Consider any line that covers more than $k$ points, then this line must be in any solution. Assume for a contradiction that we would not take the line, then we would need a unique line for each of the points (since we have to cover them all) - however, since the line we try to replace did cover more than $k$ points, we would require more than $k$ replacement lines - a contradiction. We call the process of taking such lines into the solution and, thus, reducing the size of the instance, a reduction rule; and we have just argued that the presented rule is safe, meaning that it produces an equivalent instance. A typical pattern in the design of kernelizations is to apply such a safe reduction rule exhaustively and, afterwards, to count the remaining elements of the instance. Assume the aforementioned rule cannot be applied anymore, then every possible line covers at most $k$ points. Furthermore, we are allowed to use at most $k$ lines and, hence, if the instance has still more than $\mathrm{k}^{2}$ points we can safely "reject," which means "map to a trivial no-instance" in the language of kernelization. The following theorem shows that we can compute this simple kernelization quickly in parallel:

- Theorem 74

There is a uniform family of $\mathrm{FTC}^{\circ}$-circuits that, on input of a set of distinct points $p_{1}, \ldots, p_{n} \in \mathbb{Z}^{d}$ and a number $k$, outputs a $p_{k}$-POINT-LINE-COVER kernel with at most $\mathrm{k}^{2}$ points.

Proof. First observe that the reduction rule "for a line covering at least $k+1$ points, remove all points on this line and reduce $k$ by 1 " can be applied in parallel, as removing all points from a line removes at most one point from any other line. To complete the proof, note that it is sufficient to check all $n^{2}$ line segments defined by pairs of points in parallel; and that a $\mathrm{TC}^{\circ}$-circuit can check if another point lies on such a line segment as it can multiply and divide binary numbers [106].

From a circuit complexity point of view we may ask to improve the result of Theorem 74 in terms of circuit classes. Precisely, we would like to know if it is possible to compute the same kernel in FAC. The following lemma answers this in the negative. In fact, since it is known that $\mathrm{AC}^{\circ} \subsetneq \mathrm{TC}^{\circ}$ [93], the lemma shows unconditionally that no kernel of any size can be computed for $\mathrm{p}_{\mathrm{k}}$-POINT-LINE-COVER in FAC. Note that the result only holds under constant-depth reductions: We say a preserving function $\mathrm{f}: \operatorname{STRUC}[\tau] \rightarrow \operatorname{STRUC}[\sigma]$ constant-depth reduces to another preserving function $g: \operatorname{struc}[\rho] \rightarrow \operatorname{struc}[\pi]$ if there is a uniform family $\left(C_{n}\right)_{n \in \mathbb{N}}$ of $\operatorname{FAC}^{\circ}[g]$-circuits such that $C_{|\operatorname{code}(A)|}(\operatorname{code}(A))=\operatorname{code}(f(A))$ for all $A \in \operatorname{struc}[\tau]$. Here, an $F A C^{\circ}[g]-$ circuit is an $\mathrm{FAC}^{\circ}$-circuit that is equipped with additional " $g$-gates," which naturally compute the function $g$.

## - Lemma 75

For every fixed $k$, the $k$ th slice of the problem $p_{k}$-POINT-LINE-COVER is $\mathrm{TC}^{\circ}$-complete under constant-depth reductions.

Proof. We start with the case $k=1$ and $d=2$, which is clearly in $\mathrm{TC}^{\circ}$, as in this case an instance is a yes-instance if, and only if, the input points are colinear. To see that the problem is $\mathrm{TC}^{\circ}$-hard we reduce from DIVISION defined as: Given three numbers $x, y$, and $z$, is it true that $x / y=z$ ? This is a classical $T^{0}$-complete problem (under constant-depth reductions) [106]. For the reduction let $x, y, z$ be the DIVISION-instance, we construct the instance $a=(0,0), b=(x, z), c=(y, 1)$ of 1-POINT-LINE-COVER. This is a yes-instance if the points are colinear, that is, if we have $(b-a) \cdot(c-a)=0$ or, equivalently: $\frac{x-0}{y-0}=\frac{z-0}{1-0} \Longleftrightarrow x / y=z$. Since the cases $k>1$ and / or $d>2$ are generalizations, they remain $\mathrm{TC}^{\circ}$-hard. To see that these cases are also in $T C^{\circ}$, observe that we have to consider at most $n^{2}$ line segments from which we have to pick $k$, that is, there are at most $\binom{n^{2}}{k} \leqslant n^{2 k}$ solution candidates. For fixed k, these candidates can be checked in parallel by a $\mathrm{TC}^{\circ}$-circuit and can be evaluated as in the case of $k=1$.

Intuitively, Lemma 75 states that $\mathrm{p}_{\mathrm{k}}$-POINT-LINE-COVER is complete for para-TC. And indeed, this intuition can be formalized by a result of Flum and Grohe that states that a problem is complete for a parameterized class if finitely many slices of the problem are complete for the corresponding classical complexity class [84, 85] (see also Section 3.3 in [154] for further discussions). However, applying the result to our problem would require us to restate all the technical definitions in the light of constant-depth reductions. We will save ourselves the trouble at this point as the gain is relatively small compared to the required effort - Lemma 75 is already strong enough to serve as the sought lower bound.

### 6.2 Parallel Parameterized Algorithms EQual Parallel Preprocessing

Kernelization is not just a useful tool for preprocessing, it is also a natural alternative definition for the whole parameterized complexity theory. In particular, it is known that a decidable problem is in FPT if, and only if, it admits a polynomial time computable kernelization.

- Fact 76 (for instance [85])

A decidable parameterized problem ( $\mathrm{Q}, \mathrm{\kappa}$ ) is in FPT if, and only if, there is a kernelization $K$ of $(Q, \kappa)$ with $K \in F P$.

We will show in the rest of this section that the same relation holds in the parallel setting, that is, a decidable parameterized problem admits a fast parallel parameterized algorithm if, and only if, it admits a fast parallel kernelization. More precisely, a problem is in a parallel subclass of FPT if, and only if, it has a kernelization in some parallel subclass of FP, that is, somewhere within the FNC-hierarchy. I think this claim is, prior to the results of this thesis, somehow surprising as almost all kernelizations - at least in the way they are stated in the literature - have a very "sequential touch." However, the previous chapters have already provided parallel parameterized algorithms for a variety of problems and, thus, by the following theorem they all obtain a parallel kernelization. We will study more natural examples for parallel kernelizations in the following sections.
Before we state the main theorem of this section, let us be more specific about what we mean by an FAC ${ }^{i}$-kernelization. It is, of course, a circuit-family $\left(C_{n}\right)_{n \in \mathbb{N}}$ that computes the kernelization function $K$ such as in Definition 72. More precisely, $C_{n}$ has $n$ input-gates and $2 n$ output-gates. The input-gates expect a structure $A$ in form of $\operatorname{code}(A)$, and the first $n$ output-gates will output $\operatorname{code}(K(A))$ padded with os. The second block of $n$ output-gates will output a bitmask that indicates which of the first $n$ output-gates are relevant for the kernel - there will be at most $f(\kappa(A))$ such bits. We stipulate that these output-bits must be sorted in the following way: The kernel is presented in a continuous block at the beginning of the first $n$ output-gates, that is,
the bitmask presented at the second $n$ output-gates consists of a block of 1 s followed by a block of os. Note that this is a small restriction of Definition 72 as, in principle, a kernelization could output a kernel that in fact is larger than the input. However, in such scenarios we can always use the non-modified input as alternative kernel.

- Theorem 77

A decidable parameterized problem $(Q, \kappa)$ is in para- $A C^{i}$ if, and only if, it admits a kernelization computable in uniform FAC.

Proof. For the first direction let ( $\mathrm{Q}, \mathrm{k}$ ) be decidable and let $\left(C_{n}\right)_{n \in \mathbb{N}}$ be a family of uniform FAC ${ }^{i}$-circuits that computes a kernelization of $(\mathrm{Q}, \mathrm{k})$. Recall that for any structure $A$ with $|\operatorname{code}(A)|=n$ the circuit $C_{n}$ will output the code of a structure $A^{\prime}$ such that (i) $A \in \mathrm{Q} \Leftrightarrow A^{\prime} \in \mathrm{Q}$ and (ii) $\left|\operatorname{code}\left(A^{\prime}\right)\right| \leqslant f(k(A))$ for some computable function $f: \mathbb{I} \rightarrow \mathbb{N}$. Note that the output of $C_{n}$ is a padded string together with a bitmask. Let us define the code words of Q as $\operatorname{code}_{k}(\mathrm{Q})=\{\operatorname{code}(\mathcal{A}) \mid$


We construct a family $\left(C_{n, k}\right)_{n, k \in \mathbb{N}}$ of para-AC ${ }^{i}$-circuits that decide $(Q, k)$. The circuit $C_{n, k}$ is sketched in the figure and works as follows: First, it uses $C_{n}$ as a subcircuit in order to reduce $A$ to an equivalent instance $A^{\prime}$ of size at most $f(k)$. Second, the circuit extracts code ( $A^{\prime}$ ) using the bitmask. Afterwards, it tests for all $t \in \operatorname{code}_{k}(Q)$ in parallel if any of them equals code ( $A^{\prime}$ ). If this is the case, the circuit accepts, otherwise it rejects. The correctness of the circuit is immediate. For the size and depth observe that $\mathrm{C}_{\mathrm{n}}$ itself is an FAC $^{i}$-circuit and, thus, fulfills the size and depth requirements. The attached test is performed by an AC -circuit of constant depth and size $g(k)=2^{f(k)}$. Observe that $\left(C_{n, k}\right)_{n, k \in \mathbb{N}}$ is uniform as $\left(C_{n}\right)_{n \in \mathbb{N}}$ is uniform and since Q is decidable. The decidability is required by the uniformity Turing machine, which computes $\operatorname{code}_{k}(Q)$ and hard-wires its elements into $C_{n, k}$.
For the other direction let us assume $(\mathrm{Q}, \mathrm{K}) \in$ para-AC ${ }^{i}$ witnessed by a uniform family $\left(C_{n, k}\right)_{n, k \in \mathbb{N}}$ of para-AC $C^{i}$-circuits, and let us first assume $i>0$.

We construct a family $\left(C_{n}\right)_{n \in \mathbb{N}}$ of FAC ${ }^{i}$-circuits that compute the kernelization. The circuit $C_{n}$ consists of multiple subcircuits $C_{n}^{j}$, which are sketched in the figure on the next page and work as follows: On input of $\operatorname{code}(A)$ they test whether we have $\kappa(A)=\mathfrak{j}$ (which is possible since $\kappa$ can be evaluated in FAC ${ }^{\circ}$ by Proviso 27) and set a flag that indicates whether this is the case or not.

If the flag is set, $C_{n}^{j}$ is responsible for $A$, otherwise it is not. Parallel to this operation, $C_{n}^{j}$ uses $C_{n, j}$ to test $A \in Q$ and produces, using this information, a trivial kernel as output - that is, a fixed yesor no-instance. Note that the computation of $\mathrm{C}_{\mathrm{n}, \mathrm{j}}$ and, thus, the produced kernel of $C_{n}^{j}$ is not sensibly defined if $C_{n}^{j}$ is not responsible.

We now describe the circuit $C_{n}$, which is sketched in the figure on the next page
 (the bitmask-gates are omitted). Define $\ell \in \mathbb{N}$ to be the maximum $k$ with $f(k) \leqslant c \log ^{i} n$, that is, $f(\ell) \leqslant c \log ^{i} n$ and $f(\ell+1)>c \log ^{i} n$. The circuit contains $C_{n}^{\circ}, \ldots, C_{n}^{\ell}$ as subcircuits and evaluates them all in parallel. If any $\mathrm{C}_{n}^{j}$ is responsible, $\mathrm{C}_{n}$ presents the kernel produced by $C_{n}^{j}$ as output. If all $C_{n}^{j}$ signal that they are not responsible, $C_{n}$ can conclude that $f(k)>c \log ^{i} n$ and, thus, the whole instance is already a kernel. Therefore, $C_{n}$ may in this case simply pipe the input to the output.

To see that the resulting circuit is an $\mathrm{FAC}^{i}$-circuit, just observe that there is a constant $c^{\prime}$ such that $C_{n, j}$ has, by definition, depth at most

$$
f(j)+c \log ^{i} n \leqslant(c+1) \log ^{i} n \leqslant c^{\prime} \log ^{i} n
$$

and size at $\operatorname{most} f(\mathfrak{j}) \cdot \mathfrak{n}^{c} \leqslant c \log ^{i} \mathfrak{n} \cdot \mathfrak{n}^{c} \leqslant \mathfrak{n}^{c}$. Again, we are left with the task of arguing that $\left(C_{n}\right)_{n \in \mathbb{N}}$ is uniform. The $C_{n}^{j}$ are uniform since $C_{n, j}$ is uniform and since we consider them only for $\mathfrak{j}$ with $f(j) \leqslant c \log ^{i} n$. The tricky part is the computation of $\ell$, which is required to provide a description of $C_{n}$. This means we have to construct a Turing machine that, in time $\mathrm{O}(\log n)$, finds the maximum $\ell$ with $f(\ell) \leqslant c \log ^{i} n$. First observe that such a machine can compute the value $c \log ^{i} n$, because $\log n$ is a $\log \log n$-bit number, and because $c$ and $i$ are constants - in particular, $c \log ^{i} n$ is a $2^{i} \log \log n \in O(\log \log n)$-bit number. The challenging part is the search for $\ell$ and the evaluation of $f(\ell)$.
By replacing the family of para-AC ${ }^{i}$-circuits by an equivalent family, we may assume that $f$ is monotonically increasing with $f(x)>x$ for all $x \in \mathbb{N}$. By another replacement of this family, we may further assume that a Turing machine can compute $f(x)$ on input $\operatorname{bin}(x)$ in time $O(\log f(x))$ : To see this, observe that $f$ is computable and, thus, there is some Turing machine that computes $f(x)$ in time $T(x)$ such that $T(x)$ is monotonically increasing with $T(x)>x$ for all $x \in \mathbb{N}$. We replace $f(x)$ by the function $g(x)=2^{T(x)}$. Note that a Turing machine can now compute $T(x)$ in time $\log g(x)$. Since computing a power of two is a simple bit operation, the Turing machine can also compute $g(x)$ within the same time bound.

Given the modified family of circuits, the uniformity Turing machine can find $\ell$ via binary search: Since $f(x)>x$ we know $\ell \leqslant c \log ^{i} n$ and since $f$ is monotonically increasing, a binary search can be applied. Therefore, the Turing machine has to test only $\log \left(c \log ^{i} n\right) \in O(\log \log n)$ possible values for $\ell$.


For the remaining case of $\mathfrak{i}=0$, we perform the same construction, but choose $\ell$ such that $\mathrm{f}(\ell) \leqslant \mathfrak{n}^{\boldsymbol{c}}$, that is, we bound the subcircuits by size and not by depth.

Note that the "replace the circuit family with an equivalent family" operation used in the theorem is a formal way of stating "use the same family of circuits, but replace the function $f$ in the definition with one that is well behaved." As long as the function $g$ used to replace $f$ is computable and fulfills $g(x) \geqslant f(x)$ for all $x \in \mathbb{N}$, the resulting family still satisfies all properties of para- $A C^{i}$ and is clearly equivalent to the original family.

Observe that the above theorem also holds if we replace AC-circuits with either NCor TC-circuits. The sole exception is NC, as this class may not be powerful enough to compute к. A nice consequence of this theorem is that "parallel parameterized preprocessing" equals "parallel preprocessing," meaning that a para-FACㄹ${ }^{i}$-kernelization can be turned into a "real" FAC"-kernelization:

- Corollary 78

Let Q be decidable and let $(\mathrm{Q}, \mathrm{K})$ have a kernelization that is computable in para-FAC. ${ }^{i}$ Then ( $Q, k$ ) has a kernelization that can be computed in FAC.

Proof. By the assumption of the statement, it follows that $(\mathrm{Q}, \mathrm{k})$ lies in para-AC, as such a family of circuits can compute the kernelization and then, in a second step, solve the problem via "brute-force." Given ( $\mathrm{Q}, \mathrm{k}$ ) $\in$ para-AC, ${ }^{\text {i }}$ Theorem 77 directly implies the FAC ${ }^{\text {i }}$-kernelization.

Similar to the fact that we may always obtain an FPT-algorithm with a run time of the form $\mathrm{f}(\mathrm{k})+\mathrm{n}^{\mathrm{c}}$, we may also adapt the definition para-AC ${ }^{\mathrm{i}}$ to have size bounds of this form, while at the same time removing the parameter dependency from the depth. It should be noted, however, that this is a purely theoretical result as the produced function $g$ may grow exponentially faster than the original function $f$. It shows, however, that we can always search for parameterized parallel algorithms that run in polylogarithmic time and whose work is polynomial plus an additive term depending only on the parameter.

- Lemma 79

Let $(\mathrm{Q}, \mathrm{\kappa})$ be a parameterized problem with $(\mathrm{Q}, \mathrm{k}) \in$ para-AC. ${ }^{\mathbf{i}}$ Then there are a computable function $\mathrm{g}: \mathbb{I} \rightarrow \mathbb{N}$ and a constant $\mathrm{c}^{\prime}$ such that there is a uniform family $\left(C_{n, k}^{\prime}\right)_{n, k \in \mathbb{N}}$ of para-AC ${ }^{i}$-circuits that decides $(Q, k)$ and in which every $C_{n, k}^{\prime}$ has depth at most $c^{\prime} \log ^{i} n$ and size at most $g(k)+n^{c^{\prime}}$.

Proof. Since $(Q, k) \in$ para-AC, there is a uniform family $\left(C_{n, k}\right)_{n, k \in \mathbb{N}}$ of para-AC $C^{i}$. circuits that decides ( $\mathrm{Q}, \mathrm{k}$ ). By Theorem 77 there is a constant $\mathrm{c}^{\prime}$ and a uniform family $\left(C_{n}\right)_{n \in \mathbb{N}}$ of FAC ${ }^{i}$-circuits such that every $C_{n}$ has depth at most $c^{\prime} \log ^{i} n$ and size at most $n^{c^{\prime}}$ and produces a kernel of size at most $f(\kappa(x))$. We construct the desired family $\left(C_{n, k}^{\prime}\right)_{n, k \in \mathbb{N}}$ as follows: The circuit $C_{n, k}^{\prime}$ first applies the circuit $C_{n}$ to an input $x$ and obtains an instance $x^{\prime}$ of size at most $f(\kappa(x))$, then the circuit uses a constant number of AC layers to check $x^{\prime} \in \mathrm{Q}$ by testing in parallel for all $w \in \mathrm{Q}$ with $|w| \leqslant f(\kappa(x))$ whether $w=x^{\prime}$ holds.
The depth of $C_{n, k}^{\prime}$ equals (up to a constant) the depth of $C_{n}$, and the size of $C_{n, k}^{\prime}$ is the sum of the size of $C_{n}$ and the size of the "brute force" circuit applied at the end, that is, there is a computable function $g: \mathbb{N} \rightarrow \mathbb{N}$ such that size of $\mathrm{C}_{\mathrm{n}, \mathrm{k}}^{\prime}$ can be bounded by $g(k(x))+n^{c^{\prime}}$.

### 6.3 Kernelizations for Vertex Cover and Matching

In this section we study parallel kernelizations for $p_{k}$-VERTEX-COVER. Recall that in this problem we are given a graph, and we try to identify a small set of vertices such that every edge is incident to at least one vertex in this set. The vertex cover problem is a prime example of parameterized complexity theory in both, the design of fast parameterized algorithms and the design of kernelizations that produce small kernels. In fact, the problem is a prime example in the development of parallel kernelizations. The first parallel kernelization (actually, it is a logspace kernelization) is due to Cai et al. [46]. Later on, this kernelization was implemented in $\mathrm{FTC}^{\circ}$ by Elberfeld, Stockhusen, and Tantau [76].
Both algorithms are based on the following two simple reduction rules, known as the Buss kernelization in the literature: (i) any vertex of degree at least $k+1$ must be in any size- $k$ vertex cover, and (ii) any isolated vertex is not needed for a vertex cover. The first rule may appear familiar, as it is quite similar to the rule we used for $\mathrm{p}_{k}$-Point-LINe-cover. The argument that the rule is correct is similar: just assume we would not take the vertex, then we would have to take all $k+1$ neighbors into the solution - and this is obviously too much for a size-k solution. The correctness of the second rule is even more obvious, there is no need to select an element in a minimization problem that does not give any benefit. To see that an exhaustive application of these rules result in a kernel of size $\mathrm{O}\left(\mathrm{k}^{2}\right)$ we have to count again. In the resulting graph every vertex has degree at most $k$ and, hence, any vertex that we add to the solution may cover at most $k$ edges. In conclusion, a size-k vertex cover may cover at most $\mathrm{k}^{2}$ edges and, thus, if the resulting graph has more than $\mathrm{k}^{2}$ edges we may reject it. Finally, since the graph has no isolated vertices, it may have at most $2 \mathrm{k}^{2}$ vertices (in fact, we can count more carefully to obtain a bound of $\mathrm{k}^{2}+\mathrm{k}$ ), which provides the claimed kernel size. The following theorem shows that we can "push" the kernelization by Elberfeld et al. from $\mathrm{FTC}^{\circ}$ to $\mathrm{FAC}^{\circ}$ if we are willing to pay an exponential increase in the kernel size. Note that such an improvement was not possible for $\mathrm{p}_{\mathrm{k}}$-POINT-LINE-COVER, even for larger increases of the kernel size.

- Theorem 80

There is a uniform family of $F A C^{\circ}$-circuits that, on input of a tuple ( $G, k$ ), outputs a $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER kernel.
In order to prove the theorem, we will first prove the following more general statement: We can simulate para- $\mathrm{TC}^{\circ}$-circuits with para- $\mathrm{AC}{ }^{\circ}$-circuit if the threshold of all threshold-gates is bounded by a function in the parameter.

- Lemma 81

Let $f: \mathbb{I} \rightarrow \mathbb{N}$ be a computable function and $\left(C_{n, k}\right)_{n \in \mathbb{N}, k \in \mathbb{I}}$ be a uniform family of para- $\mathrm{FTC}^{\circ}$-circuits such that in every $\mathrm{C}_{n, k}$ the maximum threshold used by any threshold-gate is bounded by the value $f(k)$. There is an equivalent family of uniform para- $F A C^{0}$-circuits that compute exactly the same function.

Proof. Let $\mathrm{C}_{\mathrm{n}, \mathrm{k}}$ be a para- $\mathrm{FTC}^{\circ}$-circuit as in the statement, and let its size be bounded by $f(k) \cdot n$. Replace all occurrences of threshold-gates by para-FAC ${ }^{\circ}$-circuits that implement the circuit of Lemma 45. Since they all have constant depth, the overall depth of the circuit increases only by a constant factor. Furthermore, the size of the resulting circuit is bounded by $\mathrm{g}(\mathrm{f}(\mathrm{k})) \cdot \mathrm{n}^{\mathrm{c}^{\prime}}$, where $\mathrm{g}: \mathbb{I} \rightarrow \mathbb{N}$ is the size bounding function used in Lemma 45 and $c^{\prime} \in \mathbb{N}$ a constant. Observe that the resulting family is uniform as both, $\left(C_{n, k}\right)_{n \in \mathbb{N}, k \in \mathbb{I}}$ and the family from Lemma 45 , are uniform.

Proof of Theorem 80. We start with the $\mathrm{FTC}^{\circ}$-kernelization from Elberfeld et al. [76]. There is obviously a para- $\mathrm{FTC}^{\circ}$-circuit family that implements the same function. These circuits require their threshold-gates only "to count up to k," as the difficult part is to identify high-degree vertices. By Lemma 81 we have an equivalent family of uniform para-FAC ${ }^{\circ}$-circuits that compute the desired kernel. By Corollary 78 this implies that we can compute a kernel within uniform FAC?

We shall remark that the lemma that we used to transform an $\mathrm{FTC}^{\circ}$-kernelizations into an $F A C^{\circ}$ - kernelization will work in many other cases. We will see further examples in Section 6.4.

For now, we will stick to kernelizations for $p_{k}$-VERTEX-COVER a little longer. The situation looks pretty good: we have a quadratic kernel in $\mathrm{FTC}^{\circ}$ and an exponential kernel in $\mathrm{FAC}^{\circ}$ - what more could we hope for? The best sequential kernelization due to Chen et al. [51] achieves a linear kernel of size 2 k ; and since the kernel will usually be fed into circuits of exponential size, in all practical situations we would prefer a linear kernel computed even somewhere in FNC over a quadratic kernel computed in FTC. A natural next step is, thus, an attempt to parallelize this linear kernelization. Unfortunately, we can link the complexity of computing the kernelization by Chen et al. rather tightly to the computation of large matchings - and whether we can find such matchings in parallel is a long-standing open problem [79, 132]. The linear kernel is based on the following fact, known as the Nemhauser-Trotter Theorem.

- Fact 82 (The Nemhauser-Trotter Theorem [134])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph and $\mathrm{I}=\left\{\mathrm{x}_{v} \mid \nu \in \mathrm{V}\right\}$ be a set of variables. Consider any optimal solution $\beta: I \rightarrow \mathbb{R}$ for the following linear program (LPVC):

$$
\begin{gathered}
\min \sum_{v \in \mathrm{~V}} x_{v} \\
x_{u}+x_{v} \geqslant 1 \quad \text { for all }\{u, v\} \in \mathrm{E} \\
x_{v} \geqslant 0 \quad \text { for all } v \in \mathrm{~V}
\end{gathered}
$$

Let $V_{O}=\left\{v \mid \beta\left(x_{v}\right)<1 / 2\right\}, V_{1 / 2}=\left\{v \mid \beta\left(x_{v}\right)=1 / 2\right\}, V_{1}=\left\{v \mid \beta\left(x_{v}\right)>1 / 2\right\}$ be a partition of $V$. There is a minimum vertex cover $S$ of the input graph $G$ that satisfies $\mathrm{V}_{1} \subseteq \mathrm{~S} \subseteq \mathrm{~V}_{1} \cup \mathrm{~V}_{1 / 2}$.

Chen et al. have observed that there are at most 2 k vertices in the set $\mathrm{V}_{1 / 2}$, and that this set directly yields the desired kernel [51]. Hence, to compute the kernel we have to compute a solution to the linear program used in the Nemhauser-Trotter Theorem, and we will see that this is a difficult task.

- Theorem 83

Computing a solution for LPVC is NC-equivalent to computing a maximum matching in bipartite graphs.

Proof. The first direction is essentially the standard way of efficiently solving LPVC: Given an instance of LPVC we construct a bipartite graph $\mathrm{H}=\left(\left\{v_{1}, v_{2} \mid v \in \mathrm{~V}\right\}\right.$, $\left\{\left\{u_{1}, v_{2}\right\},\left\{u_{2}, v_{1}\right\} \mid\{u, v\} \in E\right\}$ ) and compute a minimum vertex cover $S$ of it. It is known that the following assignment is an optimal solution for LPVC [59]:

$$
\beta\left(x_{v}\right)= \begin{cases}0 & \text { for }\left|\left\{v_{1}, v_{2}\right\} \cap S\right|=0, \\ 1 / 2 & \text { for }\left|\left\{v_{1}, v_{2}\right\} \cap S\right|=1, \text { and } \\ 1 & \text { for }\left|\left\{v_{1}, v_{2}\right\} \cap S\right|=2 .\end{cases}
$$

Since H is bipartite, computing a minimum vertex cover is equivalent to computing a maximum matching due to König's Theorem [120]. More precisely: To obtain the vertex cover S , we compute a maximum matching in H and this matching constitutes an optimal solution to the dual program of LPVC. Due to the Complementary Slackness Theorem, we can derive an optimal solution for the primal program from an optimal solution of the dual program by solving a linear system of equations, which is possible in NC [114]. Note that the matrices of both LPVC and its dual program are totally unimodular, as the incidence matrix of a bipartite graph is totally unimodular, and since the transpose of a totally unimodular matrix is so as well. Therefore, Cramer's Rule states that the solution that we obtain for the dual program with the algorithm from above is integral as well [58, 121]. This completes this part of the proof.

For the other direction, the input is a bipartite graph $G=(V, E)$ in which we search for a maximum matching. Let $\beta$ be an optimal real solution of LPVC for G . We can transform $\beta$ into a (still optimal) half-integral solution $\beta^{\prime}$ by simple rounding:

$$
\beta^{\prime}\left(x_{v}\right)= \begin{cases}0 & \text { if } \beta\left(x_{v}\right)<1 / 2, \\ 1 / 2 & \text { if } \beta\left(x_{v}\right)=1 / 2, \text { and } \\ 1 & \text { if } \beta\left(x_{v}\right)>1 / 2 .\end{cases}
$$

This well-known fact is based on [134], and can be shown by the following procedure that successively transforms the assignment $\beta$ into a refined optimal solution, ending at $\beta$.' To refine $\beta$ we define the two sets $\mathrm{V}_{+}=\left\{x_{v} \mid 0<\beta\left(x_{v}\right)<1 / 2\right\}$ and $V_{-}=\left\{x_{v} \mid 1 / 2<\beta\left(x_{v}\right)<1\right\}$.

We now define for a suitable small $\epsilon>0$ the two assignments

$$
\beta_{+}\left(x_{v}\right)= \begin{cases}\beta\left(x_{v}\right) & \text { if } x_{v} \notin V_{+} \cup V_{-}, \\ \beta\left(x_{v}\right)+\epsilon & \text { if } x_{v} \in V_{+}, \text {and } \\ \beta\left(x_{v}\right)-\epsilon & \text { if } x_{v} \in V_{-},\end{cases}
$$

and

$$
\beta_{-}\left(x_{v}\right)= \begin{cases}\beta\left(x_{v}\right) & \text { if } x_{v} \notin V_{+} \cup V_{-} \\ \beta\left(x_{v}\right)-\epsilon & \text { if } x_{v} \in V_{+}, \text {and } \\ \beta\left(x_{v}\right)+\epsilon & \text { if } x_{v} \in V_{-}\end{cases}
$$

Observe that both, $\beta_{+}$and $\beta_{-}$, are still feasible solutions, as for any edge $\{u, v\}$ the constraint $x_{u}+x_{v} \geqslant 1$ is satisfied (either one of the variables is already 1 , or they are both $1 / 2$, or we add $\epsilon$ to at least one of them). Compared to $\beta$, the value of the target function changes by $\epsilon\left|\mathrm{V}_{+}\right|-\epsilon\left|\mathrm{V}_{-}\right|$and $\epsilon\left|\mathrm{V}_{-}\right|-\epsilon\left|\mathrm{V}_{+}\right|$, respectively. Since $\beta$ is optimal, neither $\beta_{+}$nor $\beta_{-}$may reduce the value of the target function compared to $\beta$; consequently we have $\left|\mathrm{V}_{+}\right|=\left|\mathrm{V}_{-}\right|$, and $\beta_{+}$and $\beta_{-}$are both optimal solutions. Conclusively, by repeating this process successively, we will end up at $\beta$.'

To conclude this part of the proof, we will now turn $\beta^{\prime}$ into an integral solution. To achieve this, we construct an auxiliary graph $\mathrm{G}^{\prime}$ by deleting all vertices with value 1 in $G$ (as these must be in the vertex cover). Since all vertices with value $o$ are now isolated, we may remove them too. We end up with a bipartite graph $\mathrm{G}^{\prime}$ with $\mathrm{n}^{\prime}$ vertices, which are all assigned with the value $1 / 2$ by $\beta$.' We claim $\beta^{\prime}$ is an optimal solution for LPVC on G.' For a contradiction assume otherwise, that is, assume there is an assignment $\gamma$ with $\sum_{v \in \mathrm{~V}\left(\mathrm{G}^{\prime}\right)} \gamma\left(x_{v}\right)<\sum_{v \in \mathrm{~V}\left(\mathrm{G}^{\prime}\right)} \beta^{\prime}\left(\mathrm{x}_{v}\right)$. We can infer a new assignment $\beta^{\prime \prime}$ for G by "plugging" $\gamma$ into $\beta^{\prime}$ :

$$
\beta^{\prime \prime}\left(x_{v}\right)= \begin{cases}\beta^{\prime}\left(x_{v}\right) & \text { if } x_{v} \notin V\left(G^{\prime}\right) ; \\ \gamma\left(x_{v}\right) & \text { if } x_{v} \in V\left(G^{\prime}\right) .\end{cases}
$$

This is a feasible solution for LPVC on $G$, since for all edges $\{u, v\}$ we have:

$$
\beta^{\prime \prime}\left(x_{u}\right)+\beta^{\prime \prime}\left(x_{v}\right)= \begin{cases}\gamma\left(x_{u}\right)+\gamma\left(x_{v}\right) \geqslant 1 & \text { if } u, v \in \mathrm{~V}\left(\mathrm{G}^{\prime}\right) ; \\ \beta^{\prime}\left(x_{u}\right)+\beta^{\prime}\left(x_{v}\right) \geqslant 1 & \text { if } u, v \notin \mathrm{~V}\left(\mathrm{G}^{\prime}\right) ; \\ \beta^{\prime}\left(x_{u}\right)+\gamma\left(x_{v}\right) \geqslant 1 & \text { if } \mathfrak{u} \notin \mathrm{V}\left(\mathrm{G}^{\prime}\right) \text { and } v \in \mathrm{~V}\left(\mathrm{G}^{\prime}\right) .\end{cases}
$$

The first two lines follow by the fact that $\gamma$ and $\beta^{\prime}$ are feasible; the last line follows by the construction of G , as an edge $\{u, v\}$ with $u \notin \mathrm{~V}\left(\mathrm{G}^{\prime}\right)$ and $v \in \mathrm{~V}\left(\mathrm{G}^{\prime}\right)$ only appears if we have $\beta^{\prime}\left(x_{\mathfrak{u}}\right)=1$ (we have deleted isolated vertices and vertices with value 1 , and here $u$ was deleted and is not isolated). By the construction of $\beta^{\prime \prime}$, we end up with $\sum_{v \in V(G)} \beta^{\prime \prime}\left(x_{v}\right)<\sum_{v \in V(G)} \beta^{\prime}\left(x_{v}\right)$, which is a contradiction as $\beta^{\prime}$ is an optimal solution for LPVC on $G$. Consequently, $\beta^{\prime}$ must be an optimal solution for LPVC on $\mathrm{G}^{\prime}$ as well.

Since $\beta^{\prime}$ assigns $\mathrm{I} / 2$ to all vertices in $\mathrm{G}^{\prime}$, a minimal vertex cover of $\mathrm{G}^{\prime}$ has size at least $n^{\prime} / 2$. Therefore, $G^{\prime}$ has to consist of two shores of equal size, as otherwise the smaller one would be a vertex cover of size smaller than $n^{\prime} / 2$. We can, thus, greedily select one shore into the vertex cover, that is, we set $\beta^{\prime}$ for one shore to 1 and for the other shore to 0 . The obtained optimal integral solution of LPVC can be turned, as in the first direction, into a solution for the dual program in NC, that is, into a maximum matching of $G$.

Note that other kernels that are based on the Nemhauser-Trotter Theorem, such as the one by Soleimanfallah and Yeo [153], or the one by Lampis [125], do also not bypass Theorem 83. Finally, a known $3 k$-kernel, which is based on crown decompositions (we will define them in Section 7.1), also requires the computation of large matchings [59]. Since the computation of matchings turns out to be the main obstacle in the computation of small vertex cover kernels, and since it is unknown how to compute such matchings in parallel, it is a natural first step in the context of this thesis to study if we can compute kernels for $\mathrm{p}_{\mathrm{k}}$-MATCHING in parallel.

Of course, we have $\mathrm{p}_{\mathrm{k}}$-MATCHing $\in$ para-AC ${ }^{\circ}$ by Corollary 43 and, thus, can compute an exponential kernel in FAC. Our aim therefore is a polynomial kernel somewhere within FNC.

- Theorem 84

There is a uniform family of $\mathrm{FTC}^{\circ}$-circuits that, on input of a tuple ( $\mathrm{G}, \mathrm{k}$ ), outputs a $\mathrm{p}_{\mathrm{k}}$-MATCHING kernel with at most $\mathrm{O}\left(\mathrm{k}^{2}\right)$ vertices.

Proof. The circuit first computes a set $S=\{v \in \mathrm{~V}| | \mathrm{N}(v) \mid>2 \mathrm{k}\}$ of "high-degree" vertices. If we have $|S| \geqslant k$, the circuit can output a trivial yes-instance since for such a set $S$ we can greedily match any vertex $v \in S$ with a vertex $u \in N(v) \backslash S$, reducing the available matching mates of all other vertices in $S$ by at most two - and since they have degree at least $2 k$, there are still enough mates left to match every vertex of $S$.

If the circuit has not finished yet, we compute a set $S^{\prime}$ consisting of $S$ and the $2 k$ lexicographically smallest neighbors of every vertex in $S$. Note that we have $\left|S^{\prime}\right| \leqslant 2 \mathrm{k}^{2}$. Consider the graph $\mathrm{G}^{\prime}=\mathrm{G}\left[\mathrm{V} \backslash \mathrm{S}^{\prime}\right]$. Since S was the set of high-degree vertices, $\mathrm{G}^{\prime}$ has maximum-degree $\mathrm{d} \leqslant 2 \mathrm{k}$. Our circuit now removes all isolated vertices from $G^{\prime}$, resulting in $G^{\prime \prime}$, and then checks if we have $\left|V\left(G^{\prime \prime}\right)\right| \geqslant k \cdot 2 d$. If so, we can output a trivial yes-instance since a graph with maximum degree $d$ and minimum degree 1 always contains a matching of size $\left|V\left(G^{\prime \prime}\right)\right| / 2 d \geqslant k$. If, on the other hand, we have $\left|V\left(G^{\prime \prime}\right)\right| \leqslant k \cdot 2 d \leqslant 4 k^{2}$ the circuit outputs $G\left[S^{\prime} \cup V\left(G^{\prime \prime}\right)\right]$ together with the unchanged number $k$.

The output clearly has size at most $\mathrm{O}\left(\mathrm{k}^{2}\right)$. To see that $\mathrm{G}\left[\mathrm{S}^{\prime} \cup \mathrm{V}\left(\mathrm{G}^{\prime \prime}\right)\right]$ is a kernel, we only have to show that if $G$ has a size-k matching $M$, so does $G\left[S^{\prime} \cup V\left(G^{\prime \prime}\right)\right]$ (the
other direction is trivial). To see this, first note that any edge in $M$ that does not have an endpoint in $S$ must lie in $G^{\prime \prime}$ and, hence, is also present in $G\left[S^{\prime} \cup V\left(G^{\prime \prime}\right)\right]$. Next, all other edges in $M$ must have an endpoint in $S$ and, thus, there can be at most $|S|$ such edges. We can greedily construct a matching of size $|S|$ in $\mathrm{G}\left[\mathrm{S}^{\prime}\right]$ (by the same argument as the one from the beginning of this proof for $|S| \geqslant k$ ). This means that we find a matching of size $|M|$ in $G\left[S^{\prime} \cup V\left(G^{\prime \prime}\right)\right]$.

A neat corollary of Theorem 84 is the following, and I could imagine that it will actually find application in practice. Since the result does not really fit into the hierarchies that we study within this thesis, we formulate the result in terms of a parallel algorithm running on a PRAM, without going further into the details.

Corollary 85
The problem $\mathrm{p}_{\mathrm{k}}$-MATCHING can be solved in parallel time polylog $(\mathrm{n})+\operatorname{poly}(\mathrm{k})$ and poly $(\mathfrak{n})$ work on a PRAM.

### 6.4 Parallel Kernelizations for Problems Parameterized by Vertex Cover

Not all decidable problems have polynomial-size kernels, even if we allow sequential polynomial-time to compute them. This is usually the case for graph problems in which the parameter is not the sum but rather the maximum over the parameters of all connected components of the input. In order to develop some intuition, let us assume we have such a problem that is NP-hard - which essentially means that we can reduce SAT to it. Now assume we reduce many instances of SAT to our problem, obtaining graphs $\mathrm{G}_{1}, \ldots, \mathrm{G}_{\ell}$. We can create a new instance G of our problem by building the disjoint union of all $\mathrm{G}_{i}$. Observe that the size of G depends on $\ell$ and the maximum size of some $G_{i}$, while the parameter $\kappa(G)$ is bounded by $\max _{i=1}^{\ell} \kappa\left(G_{i}\right)$. If we choose $\ell$ much larger than the size of the individual $G_{i}$, the resulting graph G will be much larger than $\kappa(\mathrm{G})$. Thus, a potential kernelization for the problem would be forced to reduce G. In fact, if $\ell$ is large enough, the kernelization has to remove large parts of G . However, again intuitively, to achieve this, the kernelization algorithm has to reason about the individual $\mathrm{G}_{\mathrm{i}}$ and, in fact, it will eventually be forced to discard some $G_{i}$ entirely. This seems to be a tough task for a polynomialtime algorithm, as the problem is NP-hard after all. Accordingly, it seems unlikely that such a kernelization can exist. The technical details to prove such a statement are, of course, more complicated and the resulting theorems are of the form "problem ( $\mathrm{Q}, \mathrm{k}$ ) has no polynomial kernel unless NP $\subseteq$ coNP/poly" [35]. Typical problems that suffer from this property are the decision versions of the graph parameters that we have encountered in Section 2.2, such as $p_{k}$-TREEWIDTH, $p_{k}$-Pathwidth, and $\mathrm{p}_{\mathrm{k}}$-TREEDEPTH.

If a problem suffers from the above result, one usually tries to achieve polynomial kernels with respect to more structural parameters. In particular, of course, parameters that will grow by taking the disjoint union of multiple instances. A common parameter in this line of research is the vertex cover number of the graph $[38,39,119]$, that is, we wish to solve problems (such as TREEwidTH) on graphs that have small vertex covers (we denote the resulting problem by $\mathrm{p}_{v c}$-TREEWIDTH).

In order to be helpful, the kernelization algorithms require access to an actual vertex cover S of the input graph. Of course, we may not want to solve an NP-hard problem exactly as a preprocessing step for another computational hard problem. Instead, we will rely on an approximation algorithm. Fortunately, this turns out to be quite easy by using the already presented kernelization for vertex cover:

## - Lemma 86

There is a uniform family of $\mathrm{FTC}^{\circ}$-circuits that, on input of a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a number $k \in \mathbb{N}$, outputs a set $S \subseteq V$ with $|S| \leqslant k^{2}+2 k$ such that $G[V \backslash S]$ is edgeless, or correctly reports that no such set of size at most $k$ exists.

Proof. The circuit uses the $\mathrm{FTC}^{\circ}$-implementation of the Buss kernel from Elberfeld, Stockhusen, and Tantau [76] in a slightly modified manner. Instead of outputting the $\mathrm{k}^{2}+\mathrm{k}$ kernel, it outputs these vertices together with all vertices selected to the vertex cover (the high-degree ones), which are at most $k$. The result is a set $S$ of size $k^{2}+2 k$ that clearly is a vertex cover of $G$, which is presented as approximate solution by the circuit. Of course, if the Buss kernelization "rejects" by outputting a trivial no-instance, the circuit reports that the graph has no solution of size $k$.

We will consider the input to $\mathrm{p}_{v \mathrm{c}}$-TREEWIDTH (and the other problems) as triples ( $\mathrm{G}=(\mathrm{V}, \mathrm{E}), \mathrm{k}, \mathrm{S}$ ) where $\mathrm{S} \subseteq \mathrm{V}$ is a vertex cover of G , as shown in the margin. Our goal will be to measure the kernel size with respect to $S$. This definition is justified by Lemma 86 and allows us to concentrate on the concrete kernelization techniques.

We will describe $\mathrm{FTC}^{\circ}$-kernelizations for $\mathrm{p}_{v c}$-TREEwidth, $\mathrm{p}_{v c}$-PAThwidth, as well as $\mathrm{p}_{v c}$-TREEDEPTH based on known kernelization algorithms for these problems. In all cases the result requires the threshold gates "only for counting up to the parameter," as it was the case in Theorem 80 and, therefore, they can be adapted to $\mathrm{FAC}^{\circ}$ kernelizations that produce exponential-size kernels by Lemma 81. We will start with a kernel for $\mathrm{p}_{v c}$-TREEWIDTH, which is based on [39] and the following two facts.

- Fact 87 ([38, 39, 119])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph with treewidth, pathwidth, or treedepth at most k and with $u, v \in \mathrm{~V},\{\mathfrak{u}, v\} \notin \mathrm{E}$, and $|\mathrm{N}(u) \cap \mathrm{N}(v)|>\mathrm{k}$. Then adding the edge $\{u, v\}$ to G will not increase the treewidth, pathwidth, or treedepth of G , respectively.

- Fact 88 ([33])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph and $v \in \mathrm{~V}$ be a simplicial vertex, then $\operatorname{tw}(\mathrm{G}) \geqslant|\mathrm{N}(v)|$. A vertex $v$ is said to be simplicial if $N(v)$ is a clique.

- Theorem 89

There is a uniform family of $\mathrm{FTC}^{\circ}$-circuits that, on input of a triple $(\mathrm{G}, \mathrm{k}, \mathrm{S})$, outputs a $p_{v c}$-TREEWIDTH kernel with at most $\mathrm{O}\left(|S|^{3}\right)$ vertices.

Proof. On input ( $G, k, S$ ) the circuit can check if $S$ is a vertex cover and if we have $k<|S|$. If not, it outputs a trivial no-instance in the first case and a yes-instance in the second case (a tree decomposition of width $|S|$ can be obtained from $S$ ).
The circuit now checks in parallel for every pair $u, v \in S$ with $\{u, v\} \notin E$ if we have $|\mathrm{N}(u) \cap \mathrm{N}(v) \cap(\mathrm{V} \backslash S)|>k$, that is, if the two vertices have more than $k$ common neighbors in $V \backslash S$. If this is the case, the circuit adds the edge $\{u, v\}$, as shown in the first figure. Note that this operation is safe by Fact 87 and can be applied in parallel as we consider only neighbors in $V \backslash S$ while adding only edges in $S$. Finally, the circuit considers all simplicial vertices $v \in \mathrm{~V} \backslash \mathrm{~S}$ (they are highlighted in the second figure) in parallel: if we have $|N(v)|>k$, the circuit safely outputs a trivial no-instance by Fact 88 , otherwise the circuit can safely remove $v$ from the input graph by standard arguments [38].
We now argue that, if the circuit has not decided yet, the remaining graph has at most $\mathrm{O}\left(|S|^{3}\right)$ vertices: it consists of the vertices in $S$, and the nonsimplicial vertices $\mathrm{I} \subseteq(\mathrm{V} \backslash \mathrm{S})$. We have $|\mathrm{I}| \leqslant|\mathrm{S}|^{3}$ as any vertex $u \in \mathrm{I}$ must have at least two neighbors $v, w$ in $S$ with $\{v, w\} \notin E$ (as otherwise $u$ would be simplicial), however, every pair of
 nonadjacent vertices in $S$ can have at most $k$ common neighbors (as otherwise the circuit would have added the edge). Since we have at most $|S|^{2}$ such pairs, the claim follows by $k \leqslant|S|$.

- Corollary 90

There is a uniform family of $F A C^{\circ}$-circuits that, on input of a triple $(G, k, S)$, outputs a $\mathrm{p}_{\nu \mathrm{c}}$-TREEWIDTH kernel.

- Corollary 91
$\mathrm{p}_{\nu \mathrm{c}}$-TREEWIDTH $\in$ para-AC.
A similar proof works for $\mathrm{p}_{\nu c}$-PATHWIDTH and $\mathrm{p}_{\nu \mathrm{c}}$-TREEDEPTH, however, we cannot use Fact 88 for those problems and have to rely on a different way to handle simplicial vertices:
- Fact 92 ([38])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph, $\mathrm{k} \in \mathbb{N}$ be a number, and $v \in \mathrm{~V}$ be a simplicial vertex. If the degree $|\mathrm{N}(v)|$ of $v$ is 1 and the neighbor of $v$ has another degree-1 neighbor, or if we have $2 \leqslant|N(v)| \leqslant k$ and for each pair $x, y \in N(v)$ there is a simplicial vertex $w \in N(x) \cap N(y)$ with $w \notin N[v]$, then we have $p w(G) \leqslant k$ if, and only if, $\operatorname{pw}(G[V \backslash\{v\}]) \leqslant k$.

- Fact 93 ([119])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph, $\mathrm{k} \in \mathbb{N}$ be a number, and let $v \in \mathrm{~V}$ be a simplicial vertex with $1 \leqslant|\mathrm{~N}(v)| \leqslant k$. If every neighbor of $v$ has degree at least $k+1$, then we have $\operatorname{td}(G) \leqslant k$ if, and only if, $\operatorname{td}(G[V \backslash\{v\}]) \leqslant k$.

With Fact 92 and Fact 93 we can obtain cubic kernels similar to the one of Theorem 89 . The following parallel kernelizations are based on the sequential kernelization by Bodlaender, Jansen, and Kratsch [38] and the kernelization by Kobayashi and Tamaki [119]. However, the more involved rules to handle simplicial vertices cannot be parallelized as easily as the rule from Fact 88 . Instead, we will use a two-phase marking scheme that makes sure that all decisions are globally conflict-free.

- Theorem 94

There is a uniform family of $\mathrm{FTC}^{\circ}$-circuits that, on input of a triple $(\mathrm{G}, \mathrm{k}, \mathrm{S})$, outputs a $\mathrm{p}_{v c}$-PATHWIDTH kernel with at most $\mathrm{O}\left(|S|^{3}\right)$ vertices.

Proof. The circuit works as in Theorem 89 and differs only in the last step, that is, the handling of simplicial vertices. We have to identify the vertices for which Fact 92 applies in constant parallel time, which is not trivial since we have dependencies between these vertices. The circuit marks simplicial vertices to which Fact 92 does not apply or which we will use as conditions when applying the fact to other vertices as follows: The circuit first marks for every $v \in S$ the lexicographically smallest degree-1 neighbor of $v$. Then for every simplicial vertex $v \in \mathrm{~V} \backslash \mathrm{~S}$ of degree at least 2, the circuit marks for every pair of neighbors $x, y$ of $v$ the lexicographically smallest simplicial vertex $w \in(N(x) \cap N(y)) \backslash N[v]$. If for any pair such a vertex does not exist, $v$ marks itself. Note that all simplicial vertices that are not marked can safely be removed by Fact 92, and since the safeness is witnessed by marked vertices, the circuit can remove them all in parallel.
We are left with the task to show that there are at most $\mathrm{O}\left(|S|^{3}\right)$ marked vertices left (the other vertices can be counted as in Theorem 89). We have at most $|S|$ marked vertices of degree 1 (one for each vertex in $S$ ), and at most $|S|^{2}$ marked vertices of degree greater than 1: each such vertex $v$ has a pair of neighbors in S that has $v$ as sole simplicial neighbor.

- Theorem 95

There is a uniform family of $\mathrm{FTC}^{\circ}$-circuits that, on input of a triple $(\mathrm{G}, \mathrm{k}, \mathrm{S})$, outputs a $\mathrm{p}_{v \mathrm{c}}$-TREEDEPTH kernel with at most $\mathrm{O}\left(|S|^{3}\right)$ vertices.

Proof. We proceed again as in Theorem 89 and only differ in the way we handle simplicial vertices. In particular, we argue how we can apply Fact 93 in parallel constant time. The circuit starts by marking for every vertex $v \in S$ with $|\mathrm{N}(v)|>k$ the $k+1$ lexicographically smallest neighbors of $v$, then the circuit marks every simplicial vertex $v \in \mathrm{~V} \backslash \mathrm{~S}$ that has at least one neighbor of degree less than $k$. Note that every
simplicial vertex that is not marked can safely be removed by Fact 93 and, since this safeness is witnessed by marked vertices, these vertices can be removed in parallel.

The amount of remaining vertices can be computed as in Theorem 89, we will end the proof by counting the number of marked vertices. There are at most $|S|^{2}+|S|$ vertices that were marked in the first step, as every vertex in $S$ marks only $k+1$ neighbors. Additionally, we may have some simplicial vertices that are marked because they have a neighbor of degree at most $k$. Since every degree $k$ vertex in $S$ can produce at most $k$ such vertices, the number of these vertices can be bounded by $|S|^{2}$ as well.

- Corollary 96

There are uniform families of $F A C^{\circ}$-circuits that, on input of a triple ( $G, k, S$ ), output a $p_{v c}$-PATHWIDTH or $p_{v c}$-TREEDEPTH kernels.

- Corollary 97
$\mathrm{p}_{v c}$-PATHWIDTH $\in$ para-AC ${ }^{\circ}$ and $\mathrm{p}_{v c}$-TREEDEPTH $\in$ para-AC.


### 6.5 Computing Hitting Set Kernels in Parallel

I want to close this chapter with a little gem of parallel kernelization, which demonstrates that a classical and very sequential kernelization can be turned into a constant time parallel one. A second property that makes the presented result a real gem is its generality: we will provide an $\mathrm{FAC}^{\circ}$-kernelization for the hitting set problem - a well-known generalization of the vertex cover problem to hypergraphs.

- Problem 98 (HITTING-SET)

Instance: $\quad$ A hypergraph $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ with $\max _{e \in \mathrm{E}}|e|=\mathrm{d}$ and a number $\mathrm{k} \in \mathbb{N}$.
Question: Is there a set $X \subseteq V$ with $|X| \leqslant k$ and $e \cap X \neq \emptyset$ for all $e \in E$ ? $\quad \triangleleft$
An example instance with $k=3$ and $d=4$ is visualized in the margin. It is well known that this problem is $\mathrm{W}[2]$-complete for parameter k and, thus, we may not hope for a kernelization in this setting [85]. Instead, we will focus on the combined parameter $\mathrm{k}+\mathrm{d}$ and show that, in this setting, the problem lies in para-AC. Note that such a result is not even obvious if $d$ is a constant, as already for $d=3$ the problem
 is a generalization of the vertex cover problem.

We will present the kernelization in three steps: first we discuss the underlying sequential kernelization as described in [85]; second we will introduce a parallel version that requires $\mathrm{O}(\mathrm{d})$ time following the ideas of Chen, Flum, and Huang [53]; and third we reduce the parallel time to $\mathrm{O}_{(1)}$ by an intensive use of color coding.


The sequential kernelization is based on a famous result by Erdős and Rado (the Sunflower Lemma), which states that hypergraphs of a certain size have to contain certain structures (namely, sunflowers) [77]. A sunflower is pictorially a collection of hyperedges that all intersect at the same position and, thus, can be drawn like a sunflower (see the graphic at the margin).
Formally the definition and the lemma is as follows:

- Definition 99 (Sunflower)

Let $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ be a hypergraph. A sunflower $\left(s_{1}, \ldots, s_{\mathrm{k}}\right)$ of size k is a k -tuple of hyperedges $s_{i} \in \mathrm{E}$ such that there is a set $\mathrm{C} \subseteq \mathrm{V}$ (called the core of the sunflower) with $s_{i} \cap s_{j}=C$ for all $1 \leqslant \mathfrak{i} \neq \mathfrak{j} \leqslant k$.

- Fact 100 (Sunflower Lemma [77])

Every hypergraph $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ with more than $\mathrm{k}^{\mathrm{d}} \cdot \mathrm{d}$ ! hyperedges contains a sunflower of size $k+1$.

The lemma itself directly infers a blueprint for a kernelization: as long as there are large sunflowers, remove them without changing optimality. As long as we can find the sunflowers and as long as we can safely remove them, the Sunflower Lemma will provide us with a bound on the size of the kernel. In order to turn this blueprint into an actual kernelization for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HItting-SET, let us define a fold of a hypergraph $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ into a family $\mathcal{F}$ of sets $\mathrm{C} \subseteq \mathrm{V}$ as the operation that deletes every edge $e$ from H for which there is a $\mathrm{C} \in \mathcal{F}$ with $\mathrm{C} \subseteq e$ and which, afterwards, adds all elements of $\mathcal{F}$ as additional edges to H .


Lemma 101
There is a family of $F A C^{\circ}$-circuits that, on input of a hypergraph $H=(V, E)$ and a family $\mathcal{F} \subseteq 2^{\vee}$, outputs the result of the fold operation on H and $\mathcal{F}$.

Proof. The circuit checks in parallel for every edge whether there is a set in $\mathcal{F}$ that is a subset of this particular edge and, if this is the case, marks the edge. Afterwards it presents all unmarked edges together with $\mathcal{F}$ as the new hypergraph.

In order to utilize the fold operation, we require another operation, called harvest, which obtains as input a hypergraph H and a number k , and which outputs a "suitable" family of sets $\mathrm{C} \subseteq \mathrm{V}$ for the fold operation - suitable will refer to the fact that a fold of H into the produced family will be safe with respect to hitting set. Given an implementation of the fold and the harvest operation, the procedure in the margin will be our working horse for a hitting set kernelization. It obtains a hypergraph $H$ and a number $k$ as input and, as long as harvest $(H, k)$ outputs a non-empty family $\mathcal{F}$, it will simply fold H into $\mathcal{F}$.
Of course, we cannot expect the algorithm to do anything useful if we fold H into arbitrary sets. However, if the harvest operation selects the sets cautiously, the fold operation will be safe with respect to hitting set, and if we care even more about the selection of such sets, the fold operation will produce the desired kernel. In the light of the Sunflower Lemma we wish, of course, to fold sunflowers within H.

- Lemma 102

Let $H=(V, E)$ be a hypergraph and $\mathcal{F}$ be a set of sets $C \subseteq V$ such that each $C$ is the core of a sunflower of size $k+1$ in $H$. Then $H$ and fold $(H, \mathcal{F})$ have the same size- $k$ hitting sets.

Proof. For the first direction let $X$ be a size- $k$ hitting set of $H$. We argue that $X$ is a hitting set of fold $(H, \mathcal{F})$. Note that every hyperedge offold $(H, \mathcal{F})$ that is contained in $H$ is hit by definition of a hitting set. Furthermore, for each $C \in \mathcal{F}$ we have $X \cap C \neq \emptyset$ as $C$ is the core of a sunflower $\left(s_{1}, \ldots, s_{k+1}\right)$ : If $X$ would not hit $C$, it would need to hit every $s_{i}$ and, since the $s_{i}$ intersect only in $C$, would require size at least $k+1$.
For the other direction let $X$ be a size- $k$ hitting set of fold $(H, \mathcal{F})$. Then $X$ is a hitting set for $H$ as every hyperedge of $H$ is either contained in fold $(H, \mathcal{F})$, or contains a subset $\mathrm{C} \in \mathcal{F}$. In both cases, X hits the hyperedge in H .

If the operation harvest $(\mathrm{H}, \mathrm{k})$ outputs a set that contains exactly one core of an arbitrary sunflower of size $k+1$ (if such a core exists, and an empty set otherwise), the presented algorithm will replace sunflowers by their cores until no sunflowers remain. The original proof of the Sunflower Lemma is constructive and provides such an implementation of harvest $(H, k)$ in polynomial time and, together with Fact 100 and Lemma 102, this yields the sequential kernelization for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET we mentioned earlier. This implementation of the kernelization is very sequential and in order to parallelize it, we have to adapt the harvest operation to collect more than one core. Obviously, the more cores we find per round, the faster is the algorithm. Ultimately, we would like to fold on all possible cores at the same time - which is, surprisingly, possible due to the following lemma:

- Lemma 103

There is a family of para-FAC ${ }^{\circ}$-circuits that, on input of a hypergraph $H=(V, E)$ and a number $k \in \mathbb{N}$, outputs the set of all cores of sunflowers of size $k+1$.
$\mathrm{F} \leftarrow \operatorname{harvest}(\mathrm{H}, \mathrm{k})$
while $\mathrm{F} \neq \emptyset$ do
$\mathrm{H} \leftarrow \mathrm{fold}(\mathrm{H}, \mathrm{F})$
$\mathrm{F} \leftarrow$ harvest $(\mathrm{H}, \mathrm{k})$ end return H

Proof. Let us first observe that any core of a sunflower is a subset of some edge and, thus, there are at most $2^{\mathrm{d}} \cdot|\mathrm{E}|$ "possible cores." The circuit in construction may check all these cores in parallel and, thus, our task reduces to check whether there is a sunflower ( $s_{1}, \ldots, s_{\mathrm{k}}$ ) in H that contains a given set $\mathrm{C} \subseteq \mathrm{V}$ as core.
To perform this test, the circuit constructs an auxiliary graph $A=\left(V(A), E^{A}\right)$ with the following vertex and edge set:

$$
\begin{aligned}
V(A) & =\{e \backslash C \mid e \in E \wedge C \subseteq e\}, \\
E^{A} & =\left\{\left\{e_{i}, e_{j}\right\} \mid e_{i} \cap e_{j} \neq \emptyset\right\} .
\end{aligned}
$$

Observe that an independent set of size $k+1$ in this graph is a sunflower of size $k+1$ that contains $C$ as core, and vice versa that any such sunflower corresponds to an independent set of size $k+1$. Unfortunately, this graph has neither bounded degree nor is planar and, hence, we cannot apply the independent set algorithms that we have previously developed. Fortunately, the graph is still structured enough to find the independent set in parallel constant time. To achieve this, we use color coding and color the vertices of $H$ (not of $A!$ ) with $k+1$ colors using Theorem 42. Let $\lambda: V(H) \rightarrow\{0, \ldots, k\}$ be the current coloring. We introduce an additional coloring $\chi: V(A) \rightarrow\{0, \ldots, k+1\}$ for $A$ with one fresh color by setting for all $e \in V(A)$

$$
\chi(e)= \begin{cases}c & \text { if } \lambda(v)=c \text { for all } v \in e ; \\ k+1 & \text { otherwise } .\end{cases}
$$

In words, we color a vertex of $A$ with a fresh color if the vertices in the corresponding edge are not colored in a monochromatic way by $\lambda$, otherwise we color it with the same color that the vertices of the edge have obtained by $\lambda$. We claim that a set $x_{0}, x_{1}, \ldots, x_{k}$ with $\chi\left(x_{i}\right)=i$ constitutes an independent set of size $k+1$. For a contradiction assume otherwise, that is, assume there are two $x_{i}, x_{j}$ with $i \neq j$ and $x_{i} \cap x_{j} \neq \emptyset$. Then consider $v \in x_{i} \cap x_{j}$ and let $\lambda(v)=c$. Observe that we have either $\mathrm{c} \neq \mathrm{i}$ or $\mathrm{c} \neq \mathrm{j}$ and, thus, either the vertices in $x_{i}$ or in $x_{j}$ are not colored in a monochromatic way, implying $\chi\left(x_{i}\right)=k+1$ or $\chi\left(x_{j}\right)=k+1$ - the contradiction we have sought. Now for the other direction that a size $k+1$ independent set will be colored in this way by some coloring, observe that there are at most $d \cdot(k+1)$ vertices in H that are involved in the coloring for the independent set. Hence, a $(|V(H)|, d \cdot(k+1), k+1)$-universal coloring family guarantees to find it.

We can now run all parts of our kernelization in parallel constant time, the fold operation in $F A C^{\circ}$ and the harvest operation in para- $F A C$. But for how many rounds will the whole kernelization algorithm run? Unfortunately, more than one! As the following example illustrates, replacing all sunflowers by their cores may create new sunflowers that were not present in the original graph. To get rid of these, we have to run another round and, since this may again create new sunflowers, eventually even
a third and a fourth. On the positive side, $d$ rounds will be sufficient, as the edges we add (the cores) are always real subsets of some edges and, thus, the maximum size of an edge that participates in a sunflower will decrease in every round.

- Example 104

Consider the following hypergraph, which we illustrate for this example in metrorepresentation rather than set-representation. In this representation, every hyperedge has its own color and is represented by a line that "touches" every vertex contained in the hyperedge. In the hypergraph on the left, there are three sunflowers of size 3, indicated by hyperedges with the same color shade (that is, we have an orange-, a blue-, and a green-sunflower). Observe that all three sunflowers have a core of size two (they are labeled in the figure) and that all these cores share the gray vertex. However, the gray vertex alone is not a core of any sunflower of size 3.

In the right figure we see the hypergraph obtained by folding on all cores of sunflowers of size 3. Here, the gray vertex now is a core of a sunflower of size 3. Consequently, if we wish to bound the size of the hypergraph using the Sunflower Lemma, we have to apply the fold operation to all cores again.


The key idea of improving the parallel time of the kernelization from $\mathrm{O}(\mathrm{d})$ to $\mathrm{O}(1)$ is the observation that we are not limited to fold on cores of sunflowers. We may fold on other structures, as long as the fold is safe and as long as we can guarantee to remove sunflowers, the result will still be a kernel. To utilize this idea, we would like to identify sets that are not just "cores of sunflowers," but also sets that are "cores of cores," that is, sets that would become a core after one round of the algorithm. Similarly, we would like to identify "cores of cores of cores" and "cores of cores of cores of cores," and so on. The crucial observation for the following definition is that the information whether a set is a "core of cores" is already encoded in the hypergraph, it is just hard "to see" this fact by searching for normal sunflowers. Instead, we will directly search for a structure that is a "sunflower at the border" and a "core of cores" in the center. More precisely and more formally, we introduce the notation of pseudosunflowers and pseudo-cores.

- Definition 105 (Pseudo-Sunflowers and Pseudo-Cores)

Let $H=(V, E)$ be a hypergraph with $\max _{e \in E}|e|=d$ and let and $k \in \mathbb{N}$ be fixed. A $k$-pseudo-sunflower with pseudo-core $C \subseteq V$ in $H$ is a triple $(T, r, S)$ in which $T$ is a $k$-nary tree rooted at $r \in V(T)$ and $S$ is a mapping $S$ : leaves $(T) \times\{0, \ldots, d\} \rightarrow 2^{V}$ such that for all leaves $l, m \in$ leaves $(T)$ at depth $(l)$ and depth $(m)$ we have:

1. $S(l, o)=C$.
2. $S(l, 0) \cup S(l, 1) \cup \cdots \cup S(l$, depth $(l)) \in E$.
3. $S(l, i) \cap S(l, j)=\emptyset$ for all $0 \leqslant i<j \leqslant \operatorname{depth}(l)$, but $S(l, i) \neq \emptyset$ for all $i \in\{1, \ldots, \operatorname{depth}(l)\}$ and $S(l, i)=\emptyset$ for $i>\operatorname{depth}(l)$.
4. Let $z \in\{1, \ldots, \min (\operatorname{depth}(l)$, depth $(m))\}$ be the depth where the path from $r$ to $l$ and the path from $r$ to $m$ diverge for the first time. Then $S(l, z) \cap S(m, z)$ must be empty, that is, $S(l, z) \cap S(m, z)=\emptyset$ must hold.

Let us develop some intuition about this technical definition. As the name suggests, the k-nary tree is something like a sunflower. Instead of petals, however, we have paths in the tree $T$. Condition 2 and 3 ensure that there are edges in the graph that get mapped to these paths (such that they are partitioned along the path). In a sunflower the petals are not allowed to intersect outside the core. A pseudo-sunflower weakens this requirement: By Condition 4 hyperedges may not intersect at the node where the two corresponding paths diverge for the first time - but they may intersect before and after this point.

As the following lemmas will show, this requirement is strong enough for the kernelization and works similar to the cores of sunflowers: We will argue that any hitting set of size $k-1$ has to hit the pseudo-sunflower at such diverging points, as otherwise there will always be at least $k$ disjoint sets after that point, which the hitting set would need to hit. By an induction, we will see that this will force any hitting set of size $k-1$ to hit the pseudo-core.

Before we start to prove many useful properties of pseudo-sunflowers, let us first strengthen our intuition about these structure further with the following example:

- Example 106

We consider the same hypergraph as in Example 104, but this time with named vertices. The hypergraph is shown in the very left in the figure on the next page. To the right, a 3-pseudo-sunflower ( $\mathrm{T}, \mathrm{r}, \mathrm{S}$ ) is illustrated. We have the tree T with root $r$ in the center, and at the very right the mapping $S$ from leaves $l$ of $T$ to subsets of the vertices. As these subsets have to form a hyperedge along a path in the tree, the mapping is colored with the color of the corresponding hyperedge.


Verifying that ( $\mathrm{T}, \mathrm{r}, \mathrm{S}$ ) satisfies all properties of a 3-pseudo-sunflower for pseudocore $C=\{a\}$, is a good exercise left for the reader.

To obtain the claimed constant-time kernelization, we will require three results: (i) we have to prove that it is safe to fold on pseudo-cores; (ii) we have to argue how to find all pseudo-cores at once; and (iii) we have to show that folding on all these pseudo-cores will not generate new pseudo-sunflowers.

- Lemma 107

Let $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ be a hypergraph and $\mathcal{F}$ be a set of sets $\mathrm{C} \subseteq \mathrm{V}$ such that each C is a pseudo-core of a $(k+1)$-pseudo-sunflower. Then $H$ and fold $(H, \mathcal{F})$ have the same size-k hitting sets.

Proof. We argue as in the proof of Lemma 102, the only difference is that we have to prove that every size k hitting set X has to hit every pseudo-core in $\mathcal{F}$. Let us fix a $(k+1)$-pseudo-sunflower with pseudo-core $C \in \mathcal{F}$. We argue that $X \cap C \neq \emptyset$.
We say that $X$ hits a node $v$ of $T$ if there is a leaf $l$ of $T$ such that $v$ is at depth $\beta$ on a path from $r$ to $l$ and $X \cap(S(l, 0) \cup S(l, 1) \cup \cdots \cup S(l, \beta)) \neq \emptyset$. We prove by a reverse induction on the depth $\beta$ that all nodes of T get hit, which implies that the root gets hit as well and, hence, $\mathrm{X} \cap \mathrm{C} \neq \emptyset$. For the base case we consider the leaves of T . Since $S(l, 1) \cup \cdots \cup S(l$, depth $(l))=e$ is an edge of $H$, the leaves get hit by $X$ as $X$ is a hitting set of H .

For the inductive step consider a node $v$ at depth $\beta-1$ with children $w_{1}, \ldots, w_{k+1}$. By the induction hypothesis $w_{1}, \ldots, w_{k+1}$ get hit by $X$, which means that for each of them there is a leaf $l_{i}$ such that $w_{i}$ is at depth $\beta$ on the unique path from $r$ to $l_{i}$ and $X \cap\left(S\left(l_{i}, o\right) \cup S\left(l_{i}, 1\right) \cup \cdots \cup S\left(l_{i}, \beta\right)\right) \neq \emptyset$. Since the $w_{i}$ are children of $v$, it follows by the forth property of a pseudo-sunflower that $S\left(l_{\mathfrak{l}}, \beta\right) \cap S\left(l_{\mathfrak{j}}, \beta\right)=\emptyset$ for all $1 \leqslant \mathfrak{i} \neq \mathfrak{j} \leqslant k+1$. Therefore, a hitting set of size $k$ cannot hit them all at depth $\beta$, but must hit at least one of them at depth $\beta-1$, implying that $X$ hits $v$.

- Lemma 108

There is a family of para-FAC ${ }^{\circ}$-circuits that, on input of a hypergraph $H=(V, E)$ and a number $k \in \mathbb{N}$, outputs the set $\mathcal{F}$ of all pseudo-cores of $k$-pseudo-sunflowers.

Proof. Every pseudo-core is contained in some hyperedge and, thus, there are only $2^{d} \cdot|E|$ candidates for such pseudo-cores. Furthermore, in every k-pseudo-sunflower the tree $T$ has depth at most $d$ by property two and three of pseudo-sunflowers. The circuit in construction may test all possible pseudo-cores and all possible trees T in parallel. Effectively, this reduced the lemma to the claim that there is a circuit as in the lemma that, on input of a set $C \subseteq V$, a number $k \in \mathbb{N}$, and a tree $T$ with root $r$, decides whether there is a k-pseudo-sunflower $(T, r, S)$ with pseudo-core $C$.

The mapping $S$ of the pseudo-sunflower essentially maps hyperedges to paths from the root $r$ of $T$ to its leaves. We say a vertex $v \in \mathrm{~V}(\mathrm{H})$ participates in the pseudosunflower if there is a leaf $l$ at depth $q$ and a value $\beta \in\{0, \ldots, q\}$ such that we have $v \in S(l, \beta)$. The tuple $(l, \beta)$ is a witness for the fact that $v$ participates in the pseudosunflower. Observe that a vertex may have multiple witnesses as it can be contained in multiple hyperedges that are mapped to $T$. Let $W=$ leaves $(T) \times\{0, \ldots, d\}$ be the set of all possible witnesses. It is easy to check for a given set $c \subseteq W$ whether these witnesses respect the third and fourth property of a pseudo-sunflower. Let $\mathcal{C} \subseteq 2^{W}$ be the set of such sets of witnesses. We will apply color coding to identify the way hyperedges (and thus vertices) get assigned to T by S . For this task we will color $\mathrm{V}(\mathrm{H})$ with $\mathcal{C}$ and the following interpretation: if some vertex $v$ obtains a color $c=\left\{\left(l_{1}, \beta_{1}\right), \ldots,\left(l_{\alpha}, \beta_{\alpha}\right)\right\}$, then it may only participate in the pseudo-sunflower in the form of $v \in S\left(l_{i}, \beta_{i}\right)$ with $\left(l_{i}, \beta_{i}\right) \in c$. Observe that $|\mathcal{C}|$ is bounded by a function in $k$ and $d$ as $T$ is $k$-nary and of depth at most $d$ and, thus, $|W| \leqslant k^{d} \cdot d$. Finally, let us fixate the colors for the elements of the given pseudo-core $C$ such that these must be assigned for every leaf to level o.

We argue that, if all colors are correct, we can find a pseudo-sunflower in this colorful version. Since the number of all colors is bounded by $k$ and $d$, we can use a universal coloring family and Theorem 42 to find a pseudo-sunflower in the uncolored hypergraph. Fix a coloring $\lambda$ as above. For every leaf $l$ of $T$ we consider all edges $e$, and we say $e$ is compatible with $l$ if for each $v \in e$ there is some $\beta$ such that $(l, \beta) \in \lambda(\nu)$ - in other words, an edge is compatible with a leaf if every vertex of the edge is assigned to the path from the root of T to this leaf by the coloring.

To conclude the proof, we claim that we have found the sought pseudo-sunflower if we find a compatible hyperedge $e_{l}$ for every leaf $l$. We define the mapping $S$ for the pseudo-sunflower as $S(l, \beta)=\left\{\nu \mid \nu \in e_{l} \wedge(l, \beta) \in \lambda(v)\right\}$ for all $l \in$ leaves $(T)$ and $\beta \in\{0, \ldots$, depth(l)\}. The first property of pseudo-sunflowers is guaranteed as we have fixed the color for the pseudo-core; the second property holds as $e_{l}$ is compatible with $l$; and the third and fourth properties are implied by the choice of $\lambda$ (or rather the choice of the colors $\mathcal{C}$ ).

- Lemma 109

Let $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ be a hypergraph, $\mathrm{k} \in \mathbb{N}$ a number, and $\mathcal{F} \subseteq 2^{\mathrm{V}}$ the set of all pseudocores of $(k+1)$-pseudo-sunflowers in $H$. Then fold $(H, \mathcal{F})$ does not contain a $(k+1)$ -pseudo-sunflower.

Proof. For a contradiction let us assume otherwise, that is, let us assume that there is some $(k+1)$-pseudo-sunflower $(T, r, S)$ with pseudo-core $C$ in fold $(H, \mathcal{F})$. We will explicitly construct a $(k+1)$-pseudo-sunflower $(B, w, F)$ with pseudo-core $C$ in $H$. This implies that the fold operation would have removed ( $T, r, S$ ) and, thus, this is the contraction we have sought.

Initially, we start by setting $B=T, w=r$, and $F=S$. Notice that the triple ( $B, w, F$ ) is not necessarily a valid pseudo-sunflower in H , as the second property of pseudosunflowers may be invalidated in the form of some leaves $l \in V(B)$ at some depth $q$ with $\bigcup_{i=0}^{q} S(l, i) \notin E^{H}$. We call such leaves withered, and we will show by an induction over the number $p$ of such leaves that we can modify $(B, w, F)$ to be a valid $(k+1)$-pseudo-sunflower with pseudo-core $C$ in $H$. This is trivial for $p=0$, as we already have a valid pseudo-sunflower in this case. So assume the claim holds for $p$ and let us consider $(B, w, F)$ with $p+1$ withered leaves.

Fix any of the withered leaves $l$ at depth $q$ and let $\bigcup_{i=0}^{q} S(l, i)=C^{\prime}$. Since $C^{\prime} \notin E^{H}$ (as $l$ is withered), there must be a $(k+1)$-pseudo-sunflower $\left(T^{\prime}, r^{\prime}, S^{\prime}\right)$ with pseudocore $C^{\prime}$ in $H$. In order to remove the withered leaf $l$ from $B$, we will identify $l$ with $r$,' that is, we "glue" the tree $T^{\prime}$ to $B$ at the withered leaf. Since $B$ and $T^{\prime}$ are both $(k+1)$-nary trees, this operation will result in a $(k+1)$-nary tree again. The following figure illustrates this operation:


We now redefine the mapping $F$ for every leaf $l_{i}$ of $B$, where $l$ is the withered leaf of Tat depth q:

$$
F\left(l_{i}, \beta\right)= \begin{cases}S\left(l_{i}, \beta\right) & \text { if } l_{i} \in \operatorname{leaves}(T) ; \\ S(l, \beta) & \text { if } l_{i} \in \operatorname{leaves}\left(T^{\prime}\right) \text { and } \beta \leqslant q \\ S^{\prime}\left(l_{i}, \beta\right) & \text { if } l_{i} \in \operatorname{leaves}\left(T^{\prime}\right) \text { and } \beta>q .\end{cases}
$$

Observe that the first property of pseudo-sunflowers holds inherited from (T, r, S) as we have not changed the assignment at level 0 ; the third property holds as it holds for all remaining leaves of $(T, r, S)$, and for the new leaves it holds inherited from the fact that it is true in $\left(T^{\prime}, r^{\prime}, S^{\prime}\right)$ and by $\bigcup_{j=0}^{q} F(l, \beta)=C^{\prime}=S^{\prime}(l, 0)$; finally for the forth property observe that all branch points at which we enforce disjointness are witnessed by the corresponding disjointness in either $(T, r, S)$ or $\left(T^{\prime}, r^{\prime}, S^{\prime}\right)$.

On the other hand, the triple ( $\mathrm{B}, w, \mathrm{~F}$ ) may still invalidate the second property of pseudo-sunflowers and may still have withered leaves. However, we have decreased the number of these leaves by one, and therefore the induction hypothesis tells us that we can find a $(k+1)$-pseudo-sunflower with the same pseudo-core C in H .

- Corollary 110

A kernel for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET can be computed in para-FAC?
Proof. The circuit can implement the harvest operation for pseudo-cores and can also fold on them. By the results of this section, the general kernelization algorithm will only run for one round and the circuit can therefore simulate it in constant time. Finally, since every sunflower of size $k+1$ is a $(k+1)$-pseudo-sunflower, the result does not contain any sunflower and, thus, is a kernel by Fact 100.

- Corollary 111

A kernel for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITtiNG-SET can be computed in FAC.
Proof. Combine Corollary 78 with Corollary 110.
Many problems have para- $\mathrm{AC}^{\circ}$-reductions to the hitting set problem and, thus, lie in para-AC. Natural examples are the dominating set problem in graphs of bounded degree, as well as the modulator problem to H -free graphs:

- Corollary 112
$\mathrm{p}_{\mathrm{k}, \Delta}$-DOMinating-set $\in$ para-AC ${ }^{\circ}$
Proof. Build a hypergraph that contains for every vertex $v$ the hyperedge $\mathrm{N}[v]$.
- Corollary 113

Let $\mathcal{F}$ be the family of H -free graphs, then $\mathrm{p}_{\mathrm{k}}$-MODULator $(\mathcal{F}) \in \operatorname{para-AC}$.
Proof. Construct a hyperedge for every induced copy of H in G.

## 7 Parallel Decomposition of Graphs

Graph decomposition techniques lie at the heart of modern algorithmic graph theory. Such decompositions reveal structural information of the input graph. A prominent example is the concept of tree decompositions, which we have encountered in Section 2.2. Usually, such structures can be used to guide an algorithm that solves an otherwise computational hard problem. Sometimes we can even solve a problem by "just looking" at the structural information. For instance, a graph that is similar to a tree may not have a large feedback vertex set and, thus, if we wish to solve $\mathrm{p}_{\mathrm{k}}$-Feedback-vertex-set and figure out that the input graph has large treewidth, we may directly reject the given instance.

Of course, in order to make the structure of a graph algorithmically usable, we have to discover it first - that is, we have to compute a suitable decomposition. We did this already in Section 5.2 for the embedding problem. However, in this case the graph was very small and we did "not really care" how exactly we can find a suitable decomposition. In this chapter we will change this situation and study the precise complexity of computing various decompositions in parallel. We start by introducing crown decompositions in Section 7.1. These are comparably simple decompositions, which we can compute them in parallel constant time:
$\triangleright$ Informal Version of Theorem 114.
Crown decompositions can be computed in para-FAC? The parameter is the size of the used matching.

After this introduction to the parallel computation of graph decompositions, we will consider more complex decompositions. Namely, tree and treedepth decompositions. For the later, we modify a folklore approximation algorithm to run in parallel. The main observation is that all we have to do is to compute a certain depth-first search tree - and we can do so via Theorem 35.
$\triangleright$ Informal Version of Theorem 119.
A treedepth decomposition of width $\mathrm{O}\left(2^{\mathrm{td}(G)}\right)$ can be computed in para-FAC.+ $\triangleleft$ Finally, in Section 7.3, we precisely analyze each subroutine of an algorithm by Bodlaender and Hagerup for computing optimal tree decompositions. This analysis will reveal that all steps of the algorithm can be executed within para-FAC:
$\triangleright$ Informal Version of Theorem 120.
An optimal tree decomposition can be computed in para-FAC.2 ${ }^{2!} \triangleleft$

### 7.1 CROWn DECompositions



We start with a rather simple decomposition that defines the structure of a graph quite tightly. This technique is linked to large matchings in the graph and can, for instance, be used to sequentially compute a $3 k-k e r n e l$ of $p_{k}$-VERTEX-COVER [59].

A crown decomposition of a graph $G=(V, E)$ is a partition $(C, H, R)$ of $V$ such that $C$ is an independent set, $H$ separates $C$ from $R$, and there is a matching from $H$ into $C$. We call $C$ the crown that is attached to $G$ (and separated from the rest denoted by $R$ ) via the set $H$, which is called the head. The figure illustrates the decomposition and justifies the naming convention. The matching from H into C is highlighted.

It is well understood how such a decomposition can be computed sequentially [59]. However, from a parallel point of view the situation is far less clear. In particular, it is not known how a matching (that connects the head and the crown) could be computed efficiently in parallel. However, if we assume that the head is not too big (that is, we use $|\mathrm{H}|$ as parameter), the matching will not be too big either. This allows us to develop a parameterized parallel algorithm for computing crown decompositions without resolving the parallel complexity of the matching problem.

## - Theorem 114

There is a uniform family of FAC-circuits of constant depth and size $f(k) \cdot|G|^{c}$ that, on input of an integer $k$ and a graph $G=(V, E)$, either detects that $G$ has less than $3 k+1$ non-isolated vertices, outputs a matching $M \subseteq E$ with $|M|=k+1$, or outputs a crown decomposition $(C, H, R)$ with $|H| \leqslant k$ and $|R| \leqslant 3 k$ of $G$.

Proof. The circuit first checks whether the number of non-isolated vertices is at least $3 k+1$. This is possible by simulating threshold-gates using Lemma 45. If this is not the case, the circuit is done. Otherwise, the circuit tests for all values $k^{\prime} \leqslant k+1$ in parallel whether there is a matching of size $k^{\prime}$ in $G$. This can be done using the circuit of Corollary 43. We either find a matching of size $k+1$ or a maximum matching $M$ of G . In the first case the circuit outputs the matching and is done.

Let $\mathrm{P}=\{v \mid$ there is a $u \in \mathrm{~V}$ with $\{u, v\} \in M\}$ and $\mathrm{Q}=\mathrm{V} \backslash \mathrm{P}$, note that Q is an independent set as $M$ is the largest matching in the graph. Consider the bipartite graph $\mathrm{G}^{\prime}=\left(\mathrm{V}, \mathrm{E}^{\prime}=\{\{\mathrm{u}, v\} \in \mathrm{E} \mid \mathrm{u} \in \mathrm{P}\right.$ and $\left.v \in \mathrm{Q}\}\right)$. By König's Theorem [120], the vertex cover number of $\mathrm{G}^{\prime}$ is at most $k$, as $\mathrm{G}^{\prime}$ contains no larger matching. Consequently, the circuit can use another para-FAC ${ }^{\circ}$-circuit to compute a minimum vertex cover $S$ of $G^{\prime}$ using Theorem 80 . We have $S \cap P \neq \emptyset$, as otherwise we would have $\mathrm{S} \subseteq \mathrm{Q}$ and Q would contain at most k non-isolated vertices, which implies that G has at most 3 k non-isolated vertices. Let I be the set of isolated vertices of G . It is easy
to verify that $H=S \cap P, C=\left\{v \mid v \notin S\right.$ and there is a $u \in H$ with $\left.\{u, v\} \in E^{\prime}\right\} \cup I$, and $\mathrm{R}=\mathrm{V} \backslash(\mathrm{H} \cup \mathrm{C})$ constitute a crown decomposition of G . Note that we have $|C| \geqslant|V|-3 k$, since we have $|P| \leqslant 2 k,|Q| \geqslant|V|-2 k$ and $|S| \leqslant k$ - therefore, we also have $|\mathrm{R}| \leqslant 3 \mathrm{k}$.

An example application for crown decompositions is a kernelization for the graph coloring problem parameterized by the number of colors that "have to be saved."

- Problem 115 (DUAL-COLORING)

Instance: A graph $G=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{q} \in \mathbb{N}$.
Question: $\quad$ Is there a proper coloring of G with at most $|\mathrm{V}|-\mathrm{q}$ colors? $\quad \triangleleft$
In this problem a graph $G=(V, E)$ and a parameter $k \in \mathbb{N}$ are given, and the question is whether or not we can "save" $k$ colors when coloring $G$, that is, if we can color $G$ with at most $|V|-k$ colors.

The following parallel kernelization is based on a sequential kernel due to Chor, Fellows, and Juedes that runs in quadratic time [54].

- Lemma 116

There is a uniform family of FAC-circuits of constant depth and size $f(k) \cdot|G|^{c}$ that, on input of a graph $G=(V, E)$ and an integer $q \in \mathbb{N}$, outputs $p_{q}$-DUAL-COLORING kernel with at most $3 q$ vertices.

Proof. Let $\overline{\mathrm{G}}$ be the edge-complement graph of G , which can be computed by an FACcircuit of constant depth. The circuit applies Theorem 114 and either gets informed that the graph has less than $3 k+1$ non-isolated vertices, obtains a matching $M$ of size $q+1$, or obtains a crown decomposition $(C, H, R)$ with $|R| \leqslant 3 q$. In the first case the circuit outputs the set of non-isolated vertices, as isolated vertices of $\overline{\mathrm{G}}$ are connected to all vertices in $G$ and, hence, need a unique color. In the second case the circuit can output a trivial yes-instance, as we can save $q+1$ colors. For the last case we observe that, since $C$ is an independent set in $\bar{G}$, it is a clique connected to $R$ in $G$ and, thus, every vertex in C needs a unique color. However, because of the matching from $H$ to $C$, the vertices of $H$ can be colored with the same colors as the vertices in $C$. Therefore, the circuit can reduce the instance to $G^{\prime}=G[V \backslash(C \cup H)]=G[R]$ and $q^{\prime}=q-|H|$. Since $|R| \leqslant 3 q$, this is the desired kernel.

- Corollary 117
p-DUAL-COLORING $\in$ para-AC ${ }^{\circ}$


### 7.2 Treedepth Decompositions



In this section we study the graph invariant treedepth. The corresponding decomposition is a tree decomposition of bounded width and depth. However, graphs of low treedepth actually have many different decompositions that witness the low treedepth and that are useful in different algorithmic scenarios. Besides the characterization via tree decompositions, the most common one reads as follows [135]: "the treedepth of a graph $G$ is the minimum height of a rooted forest $F$ such that $G$ is contained in the closure of $F$." For instance, consider the graph $G=$ the rooted forest $F$ (which is just a tree) shown at the margin. The closure of the forest is indicated by dotted lines and the embedding of G is highlighted. The forest F witnesses that the treedepth of G is at most 4 .

Since any graph is contained in the closure of a depth-first search tree of it, we can deduce that the treedepth of a graph is bounded by the minimum depth of any such tree. Note that this observation implies that the treedepth of a graph is bounded by the longest path in the graph.

- Fact 118 ([135])

The length of the longest path in a graph $G=(V, E)$ is bounded by $2^{\operatorname{td}(G)}$.
This leads to the convenient property that the treedepth of a graph can be approximated "just by a depth-first search." In conjunction with Lemma 35 we can thus formulate the following theorem:

- Theorem 119

There is a uniform family of FAC-circuits of depth $f(k)$ and size $f(k) \cdot|G|^{c}$ that, on input of a graph $G=(V, E)$ and an integer $k$, either determines $\operatorname{td}(G)>k$ or outputs a rooted tree decomposition $(T, \imath)$ of $G$ of width $O\left(2^{\operatorname{td}(G)}\right)$ and such that for all nodes $x$, $y$ of $T$ we have $l(x) \subsetneq t(y)$ if $y$ is a descendant of $x$.

Proof. Let us assume G is connected and let T be a depth-first search tree rooted at an arbitrary start vertex $r \in V$. For all vertices $v \in \mathrm{~V}$ we define the vertex set $l(v)=\{w \mid w$ lies on the unique path from $v$ to $r$ in $T\}$. Due to Fact 118, the depth of T is bounded by $2^{\operatorname{td}(G)}$. Therefore, we also have $|\mathfrak{l}(v)| \leqslant 2^{\operatorname{td}(G)}$ for each $v \in \mathrm{~V}$. Since bags extend along the paths from the root to the leaves of $T$, all conditions of a tree decomposition are satisfied by $(\mathrm{T}, \mathrm{\imath})$.

A circuit with the desired size and depth can compute a depth-first search labeling using Lemma 35 , and either conclude that the length of the longest path exceeds $2^{k}$ (and therefore $\operatorname{td}(G)>k$ ), or obtain the depth-first search labeling $\lambda: V \rightarrow \mathbb{N}$. In the later case, the circuit can compute the bags of the decomposition in parallel: For each $v \in \mathrm{~V}$ it initializes the bag $\mathfrak{l}(v)=\{v\}$ and, as long as $\mathrm{r} \notin \mathfrak{l}(v)$, repeats the following procedure sequentially: let $w \in \mathfrak{l}(v)$ the vertex that minimizes $\lambda(w)$ in $\mathfrak{l}(v)$, add the unique $w^{\prime} \in \mathrm{N}(w)$ that satisfies $\lambda\left(w^{\prime}\right)=\lambda(w)-1$ to $\mathfrak{l}(v)$.

To complete the proof, we have to handle the case that G is not connected. The circuit can compute all connected components of $G$ using a breadth-first search labeling (Lemma 34). Afterwards, the circuit can apply the aformentioned algorithm to each connected component. Finally, the circuit adds a new empty root bag that is connected to the roots of all constructed tree decompositions. This operation does not increase the width and increases the depth only by one.

### 7.3 Tree Decompositions

In contrast to treedepth, the initial situation for treewidth looks a little better, as there are already parallel algorithms known in the literature. The first attempt was done by Bodlaender [32]. However, the resulting algorithm produces too much work and is only suitable for graphs of constant treewidth. The result was improved by Lagergren with a CRCW-algorithm that runs in $\mathrm{O}\left(\log ^{3} n\right)$ parallel time using only $\mathrm{O}(\mathrm{n})$ processors [124]. An algorithm with this time and work can be translated (or "seen as") a para-AC-algorithm and, hence, implies $\mathrm{p}_{\mathrm{k}}$-TREEwidTH $\in$ para-AC. Two years after the discovery of the algorithm by Lagergren, the result was again improved by Bodlaender and Hagerup to an EREW-algorithm with optimal speedup that runs in time $O\left(\log ^{2} n\right)$ using $O(n)$ operations [37]. This algorithm was translated to different parallel models, for instance to the parallel external memory model in a work by Jacob, Lieber, and Mnich [113]. In the remainder of this section we will do the same and translate the algorithm by Bodlaender and Hagerup to our circuit model. The term "translate" stands for a careful analysis of each subroutine of the algorithm, revealing that it can be implemented in para- $\mathrm{AC}^{24}$ We should note that, in contrast to the previous section, the presented algorithm is an exact algorithm rather than an approximation. Therefore, we may hope to obtain better results by implementing one of the many approximation algorithms for treewidth in parallel - such as the one by Robertson and Seymour [146]. However, none of these algorithms achieves a better parallel run time than the algorithm we present here.

- Theorem 120

There is a uniform family of FAC-circuits of depth $f(k) \cdot \log ^{2}|G|$ and width $f(k) \cdot|G|^{c}$ that, on input of a graph $G=(V, E)$ and an integer $k$, either determines $\operatorname{tw}(G)>k$ or outputs a tree decomposition of $G$ of width at most $k$.

We first provide a high-level sketch of the algorithm of Bodlaender and Hagerup, which runs in $O(\log n)$ rounds. Afterwards, we provide a series of lemmas that state that we can implement all operations performed in one round in para-AC. ${ }^{1+}$ Putting all the pieces together, we will obtain the algorithm claimed in the theorem.
The idea of the algorithm is as follows: If $G=(V, E)$ is small enough, we can compute an optimal tree decomposition via "brute-force," otherwise we try to reduce the graph until it has a suitable size. We call two vertices $u, v \in \mathrm{~V}$ reduction partners if
they are adjacent or twins ( $\left.{ }^{\circ}-8\right)$. We can reduce the size of G by 1 if we contract the two vertices, that is, if we remove $v$ from $G$ after connecting all neighbors of $v$ to $u$ (without creating multi-edges: $8_{8}^{\circ}-0$ ). Let $\mathrm{G}^{\prime}$ be the resulting graph, and let $\left(\mathrm{T}^{\prime}, \iota^{\prime}\right)$ be a recursively computed tree decomposition of $\mathrm{G}^{\prime}$ of width at most k ( $\left.80-\infty\right)$. We compute a tree decomposition ( $\mathrm{T}, \mathrm{\imath}$ ) of G of width at most $\mathrm{k}+1$ by injecting $v$ into $\left(T^{\prime}, \iota^{\prime}\right)$, that is, by adding $v$ to all bags that contain $u(\$$ tree decomposition is most likely not optimal, but its width is bounded by a function in $k$. This decomposition can be used to compute an implicit representation of an optimal tree decomposition of G . This implicit representation is a binary tree T together with a collection $\mathcal{P}_{v}$ of simple paths for every $v \in \mathrm{~V}(\mathrm{G})$ - that is, the vertices of $V$ correspond to paths in $T(\overline{\sigma-0})$. The paths are encoded as triples ( $x, y, v$ ) with $x, y \in \mathrm{~V}(\mathrm{~T}), v \in \mathrm{~V}(\mathrm{G})$, and with the natural meaning that there is a path in $\mathcal{P}_{v}$ from $x$ to $y$. Note that there can be multiple triples that start or end at some node $x$, but of course never more than $k+1$. Given such an implicit representation, we can compute a tree decomposition of width $k$ ( $\left.{ }_{\circ}^{-9}\right)-(80)$.
Our plan for proving Theorem 120 is to implement the above sketched algorithm such that (i) we execute roughly $\log n$ rounds of it, and such that (ii) each round can be implemented by para-FAC-circuits of depth roughly $\log n$. The first item consists of reducing the instance to a smaller one by contracting reduction partners, which are pairs of vertices that are adjacent or twins. And, as usual in the design of parallel algorithms, we require many reduction partners that we can contract at once. The following fact due to Bodlaender and Hagerup guarantees that, in principle, there are always enough reduction partners. For that matter, let us call a vertex $v$ d-small if we have $|\mathrm{N}(v)| \leqslant \mathrm{d}$.

- Fact 121 ([37])

Let $G=(V, E)$ be a graph with $\operatorname{tw}(G) \leqslant k$, and let $d=2^{k+4}(54 k+54)$ and $c=1 /\left(8(27 \mathrm{k}+27)^{2}\right)$. Then there are at least $c|V| / 2$ distinct pairs $\{u, v\}$ of $d$-small vertices that are reduction partners, that is, $\{u, v\} \in E$ or $N(u)=N(v)$.

Unfortunately, the reduction partners provided by Fact 121 can still be in conflict. However, since all involved vertices are d-small, each pair can only be in conflict with a few other pairs. A maximal independent set in a corresponding conflict graph will, thus, equip us with enough conflict free reduction partners.

- Lemma 122

There is a computable and monotonically increasing function $\mathrm{g}: \mathbb{N} \rightarrow \mathbb{N}$ such that there is a uniform family of FAC-circuits of depth $f(k) \cdot \log |V|$ and size $f(k) \cdot|V|^{c}$ that, on input of a graph $G=(V, E)$ and $k \in \mathbb{N}$, outputs a set $I$ of $I / g(k) \cdot|V|$ pairs of vertices that can be contracted in parallel, or that concludes $\operatorname{tw}(G)>k$.

Proof. Let $\mathrm{d}=2^{\mathrm{k}+4}(54 \mathrm{k}+54)$ and $\mathrm{c}=1 /\left(8(27 \mathrm{k}+27)^{2}\right)$. Iftw $(G) \leqslant k$, then there are at least $c|V| / 2$ distinct pairs $\{u, v\}$ of $d$-small reduction partners by Fact 121 . Since a circuit of the desired size can check all pairs of vertices in parallel, it can compute a set $S$ of reduction partners. Furthermore, since the circuit has logarithmic depth, it can check whether $|S| \geqslant c|V| / 2$ holds - and it can report $\mathrm{tw}(\mathrm{G})>\mathrm{k}$ otherwise.

We cannot contract all pairs in $S$ simultaneously, as pairs may share a vertex, may be adjacent, or may have a common neighbor. Since all these properties can easily be checked by an $A C^{\circ}$-circuit, the circuit in construction can check for each pair of reduction partners if they are in conflict. By doing so, the circuit computes a conflict graph C whose vertex set is S and whose edges indicate conflicts. As the degree of each vertex appearing in a pair in $S$ is bounded by $d$, the degree of $C$ is bounded by a function in $k$, that is, by $g(k)$. Since each maximal independent set I in a graph of maximum degree $\Delta$ has size at least $|\mathrm{V}| /(\Delta+1)$, it is sufficient to use the reduction partners that constitute a maximal independent set in $C$. The circuit can compute such a set using Theorem 33.

Once we have a set of conflict free reduction partners, we can contract them to obtain a smaller graph. Via recursion, we will obtain an optimal tree decomposition for this reduced graph and, thus, our next task is to undo the contractions. We will do this in three steps: First we undo the contraction to obtain a tree decomposition that is not optimal (but which has a width that is still bounded by k ). Then, secondly, we increase the width of this decomposition a little more, which in return allows us to make the tree decomposition balanced (and in particular such that the corresponding tree has depth $\log n$ ). Finally, we will compute a new and optimal tree decomposition. In order to execute the second step, we use the following fact from Elberfeld, Jacoby, and Tantau - but we have to be careful about the used encoding, as it differs from our standard encoding (Definition 4):

Fact 123 ([75])
There are uniform families $\left(C_{n}^{1}\right)_{n \in \mathbb{N}},\left(C_{n}^{2}\right)_{n \in \mathbb{N}},\left(C_{n}^{3}\right)_{n \in \mathbb{N}}$ of $F^{\circ}$-circuits that perform the following tasks:

- $\left(C_{n}^{1}\right)_{n \in \mathbb{N}}$ expects a graph $G$ and a width-w tree decomposition $(T, \imath)$ in term representation as input, and outputs a width- $(4 W+3)$ tree decomposition $\left(T^{\prime}, \iota^{\prime}\right)$ in term representation such that $\mathrm{T}^{\prime}$ is a balanced binary tree;
- $\left(C_{n}^{2}\right)_{n \in \mathbb{N}}$ expects a tree $T$ in term representation as input, and outputs it in ancestor representation;
- $\left(C_{n}^{3}\right)_{n \in \mathbb{N}}$ expects a tree $T$ in ancestor representation as input, and outputs it in term representation.

The term representation of a tree is a string of brackets that encodes the ancestor relation of the tree. For instance, the term representation of 80 is the string [[[][]][]].

In contrast, the ancestor representation is a string consisting of a sequence of tuples $(v \# w)$ for all $v, w \in \mathrm{~V}(\mathrm{~T})$ with $v$ being an ancestor of $w$. Note that both encodings contain more information about reachability relations of vertices in the tree than the encoding of Definition 4. Therefore, it is not surprisingly that many problems on trees and forests that are L-complete when the input is given with the standard encoding [56], become solvable in $T C^{\circ}$ or $N C^{1}$ if the input is given in term or ancestor representation [75]. On the other hand, it is also easy to see that we can switch between the encoding of Definition 4 and the ancestor representation whenever we can answer reachability queries - which we can in $A C$.

- Corollary 124

There is a uniform family of FAC $^{1}$-circuits that, on input of a graph $G=(V, E)$ and a width-w tree decomposition $(T, \iota)$ of $G$, outputs a tree decomposition $\left(T^{\prime}, \iota^{\prime}\right)$ of width $4 w+3$ such that $\mathrm{T}^{\prime}$ is a balanced binary tree.

- Lemma 125

There is a uniform family of FAC-circuits of depth $f(k) \cdot \log |V|$ and size $f(k) \cdot|V|^{c}$ that, on input of a graph $G=(V, E)$, a set of conflict free pairs of vertices $I$, a graph $\mathrm{G}^{\prime}=\left(\mathrm{V}^{\prime}, \mathrm{E}^{\prime}\right)$ that is obtained from G by contracting the pairs in I , and a tree decomposition $\left(T^{\prime}, \iota^{\prime}\right)$ of $G^{\prime}$ of width $k$, outputs a balanced and nice tree decomposition $(\mathrm{T}, \mathrm{\iota}, \mathfrak{\eta})$ of G of width at most $8 \mathrm{k}+3$ and depth $(16 \mathrm{k}+6) \cdot \log |\mathrm{V}|+1$.

Proof. Let $\left(\mathrm{T}^{\prime}, \iota^{\prime}\right)$ be the given tree decomposition. An $\mathrm{FAC}^{\circ}$-circuit can compute $(T, \iota)$ by adding for each pair $\{u, v\} \in I$ the vertex $v$ to every bag that contains $u$. This can be done in parallel for all vertices and all bags. Since the number of vertices in each bag is at most doubled, $(T, \iota)$ has width at most $2 k$. This decomposition can be transformed into a balanced one of width at most $8 k+3$ by Corollary 124 .

The last thing we have to do is to transform this decomposition into a nice decomposition ( $T, \iota, \eta$ ). In order to do so, the circuit first adds an empty bag to each leaf, which is labeled as leafnode. Then, each node $n$ with two children $x$ and $y$ is replaced by nodes $n, n_{l}$, and $n_{r}$ such that $n_{l}, n_{r}$ are the children of $n, x$ is a child of $n_{l}$, and $y$ a child of $n_{r}$. The node $\mathfrak{n}$ is labeled as join node. This operation doubles the depth of the decomposition. Finally, for every node $x$ with child $y$, the circuit in construction computes a chain of forget nodes from $x$ to a new node $z$ with $\mathfrak{l}(x) \cap \mathfrak{l}(y)=\mathfrak{l}(z)$, and a chain of introduce nodes from $z$ to $y$. This will increase the depth of the decomposition at most by a factor of $8 k+3$.

Since making a balanced tree decomposition nice will result in a balanced decomposition again, the above algorithm produces a nice and balanced tree decomposition of width at most 2 k and depth at most $(16 \mathrm{k}+6) \log |\mathrm{V}|+1$.

By putting all the previous results together we can compute a suboptimal tree decomposition of width, say, $\ell$. Our task is to compute an optimal tree decomposition
of width k . The algorithm by Bodlaender and Hagerup [37] that we try to implement, as well as the famous linear time algorithm by Bodlaender [33], use the following algorithm due to Bodlaender and Kloks [40] as subroutine - and we will do the same.

- Fact 126 (The Bodlaender-Kloks Algorithm. Implicit in [40], see also [37] for details.) There is a computable function $\mathrm{f}: \mathbb{N} \rightarrow \mathbb{N}$ and an algorithm that, on input of a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$, a width- $\ell$ nice tree decomposition $(\mathrm{T}, \mathrm{l})$ of G , and an integer $\mathrm{k} \in \mathbb{N}$, either detects $\operatorname{tw}(\mathrm{G})>\mathrm{k}$ or outputs a binary tree $\mathrm{T}^{\prime}$ and a $\operatorname{set}\left\{\mathcal{P}_{v} \mid v \in \mathrm{~V}(\mathrm{G})\right\}$ of collections of simple paths such that:

1. $\left|\mathcal{P}_{v}\right|>0$ for all $v \in \mathrm{~V}(\mathrm{G})$;
2. $\mid\left\{v \mid\right.$ there is a $p \in \mathcal{P}_{v}$ with $\left.n \in p\right\} \mid \leqslant k+1$ for all $n \in V(T)$;
3. $\left\{n \mid\right.$ there is a $p \in \mathcal{P}_{v}$ with $\left.n \in p\right\}$ is connected in $T$ for all $v \in V(G)$;
4. the $\operatorname{set}\left\{\mathcal{P}_{v} \mid v \in \mathrm{~V}(\mathrm{G})\right\}$ is encoded as set of triples $(\mathrm{x}, \mathrm{y}, v)$ with $\mathrm{x}, \mathrm{y} \in \mathrm{V}(\mathrm{T})$ and $v \in \mathrm{~V}(\mathrm{G})$;
5. the algorithm requires time $f(\ell)$ per node of $T$, and a node can be processed when his children have already been processed.

Lemma 127
There is a uniform family of FAC-circuits of depth $f(k) \cdot \log |V|$ and $\operatorname{size} f(k) \cdot|V|^{c}$ that, on input of a graph $G=(V, E)$, an integer $k$, and of a balanced and nice tree decomposition $(T, \iota, \eta)$ of $G$ of width at most $\ell \leqslant f(k)$, outputs either $t w(G)>k$ or $a$ width- $k$ tree decomposition of $G$.

Proof. The circuit starts by either detecting $\mathrm{tw}(\mathrm{G})>\mathrm{k}$ or by computing a binary tree $\mathrm{T}^{\prime}$ and a $\operatorname{set}\left\{\mathcal{P}_{v} \mid v \in \mathrm{~V}(\mathrm{G})\right\}$ of collections of simple paths, encoded as set of triples $(x, y, v)$ with $x, y \in V\left(T^{\prime}\right)$ and $v \in \mathrm{~V}(\mathrm{G})$. In order to do so, the circuit "bubbles up" the nice tree decomposition and spends $f(k)$ time on every node to simulate the algorithm from Fact 126 . Since the depth of T is $\mathrm{f}(\mathrm{k}) \cdot \log |\mathrm{V}|$, the desired circuit can implement this algorithm without modification.
If the algorithms has not reported $\mathrm{tw}(\mathrm{G})>\mathrm{k}$, the circuit has access to an optimal tree decomposition in the implicit form of a binary tree $T^{\prime}$ and a set of triples. Since the "real" tree decomposition we try to extract from this implicit representation uses the same tree $\mathrm{T}^{\prime}$ ' the rest of the lemma boils down to the following algorithmic task: Given a tree $T^{\prime}=(V, E)$ and three nodes $s, x, t \in V$, decide whether $x$ lies on the unique path between $s$ and $t$. This property can be expressed in monadic secondorder logic with following formula, where $\varphi_{\text {connected }}(\mathrm{X})$ is a formula that expresses that the subgraph induced on $X$ is connected (recall Example 14).

$$
\begin{aligned}
\varphi(s, x, t) & =\left[\exists P \cdot P(s) \wedge P(x) \wedge P(t) \wedge \varphi_{\text {connected }}(P)\right] \\
& \wedge\left[\forall P \cdot(P(s) \wedge \neg P(x) \wedge P(t)) \rightarrow \neg \varphi_{\text {connected }}(P)\right]
\end{aligned}
$$

Since $\mathrm{T}^{\prime}$ is a tree (of treewidth 1 ), we can check the formula and, thus, decide the problem, in $\mathrm{AC}^{1}$ [74].

Proof of Theorem 120. The circuit first checks whether the size of the graph is bounded by $k$. If this is the case, an optimal tree decomposition can be computed via "bruteforce." Otherwise, the circuit computes a set of $1 / f(k) \cdot|V|$ reduction pairs using Lemma 122 , or concludes that the treewidth of $G$ exceeds $k$. The circuit reduces $G$ to $G^{\prime}$ by contracting the reduction pairs (the lemma guarantees that this is possible in parallel) and recursively computes a tree decomposition of $\mathrm{G}^{\prime}$. This tree decomposition can be transformed to a nice and balanced decomposition of $G$ of width bounded by a function in $k$ using Lemma 125. Finally, the circuit can reduce the width of the decomposition to $k$ or conclude $t w(G)>k$ using Lemma 127.
Since Lemma 122 provides us with $1 / f(k) \cdot|V|$ reduction pairs, $f(k) \cdot \log |V|$ rounds of the algorithm are sufficient to reduce the graph to a size depending only on the parameter. Considering each round as a subcircuit, each subcircuit has to execute the algorithms from the lemmas 122, 125, and 127 . Since each lemma can be implemented in depth $f(k) \cdot \log |V|$, the complete circuit has a total depth of $f(k) \cdot \log ^{2}|V|$ and is, hence, a para-FAC ${ }^{2 t}$-circuit. Finally, the correctness follows from the correctness of the original algorithm [37].

Note that this algorithm is, unfortunately, of pure theoretical interest - as are the algorithms of Bodlaender [33] and Bodlaender and Hagerup [37]. The reason is that the function $f$ used by the Bodlaender-Kloks Algorithm (Fact 126) grows highly exponentially [40]. And indeed, attempts to turn Bodlaender's algorithm into a practical implementation have revealed that this is rather hopeless [147]. However, by circumnavigating the Bodlaender-Kloks Algorithm by either skipping it, or by replacing it with heuristics, one obtains a general framework for treewidth heuristics [95]. Practical algorithms that compute optimal tree decompositions, however, require a fundamental different algorithmic strategy. We will discuss and analyze such strategies theoretically and practically in the second part of this thesis in Chapter 10.

## 8 Parallel Parameterized Algorithmic Meta-Theorems

In the previous sections we developed many parallel parameterized algorithms for various problems. We did this on a case-by-case basis, that is, for every problem we carefully crafted a parallel algorithm for that particular problem and analyzed the correctness and the resource consumption of that particular algorithm. This has led to results such as $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER $\in$ para-AC ${ }^{\circ}$ (via the kernelization of Theorem 80). While this approach has the advantage that it gives us an algorithmic insight into the way parameterized problems can be solved in parallel, it has the drawback that we have to repeat the whole procedure for every "new" problem. For instance, if we just change the definition of vertex-cover slightly such that we now ask to cover at least a given amount of edges (rather than all), the kernelization techniques used for VERTEX-COVER do not apply anymore.

- Problem 128 (partial-vertex-cover)

Instance: $\quad \mathrm{A}$ graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and two numbers $\mathrm{k}, \mathrm{t} \in \mathbb{N}$.
Question: Is there a set $S \subseteq V$ with $|S| \leqslant k$ and $|\{\{u, v\} \mid u \in S \vee v \in S\}| \geqslant t$ ? $\triangleleft$
For the sole parameter $k$, this problem is known to be W[1]-hard [102]. But this does, of course, not rule out an efficient parallel algorithm for the combined parameter $\mathrm{k}+\mathrm{t}$. However, instead of crafting yet another vertex cover algorithm, it would be preferable to derive such an algorithm from a general result that "just tells us" what the parallel complexity of $\mathrm{p}_{\mathrm{k}, \mathrm{t}}$-PARTIAL-VERTEX-COVER is.

To free us from the burden of crafting new algorithms on a case-by-case basis, we will use algorithmic meta-theorems. Such meta-theorems generally state that all problems that can be described in a certain logic can be solved in some complexity class for all instances with a certain structure. The most prominent example is Courcelle's Theorem, which states that all problems expressible in monadic second-order logic can be solved in polynomial time on structures of bounded treewidth [57]. A bit more formally, we are interested in the parameterized complexity of the following decision problem for which we fix a logic $\mathcal{L}$ :

- Problem 129 (MODEL-CHECKING(L))

Instance: A relational structure $S$ and an $\mathcal{L}$-formula $\varphi$.
Question: $S \models \varphi$ ?

In all its generality, this problem is, of course, very difficult. Recall for instance the sentence $\varphi_{3 \text { coll }}$ from Section 2.3:

$$
\varphi_{\text {scol }}=\exists R \exists G \exists B(\forall x R(x) \vee G(x) \vee B(x)) \wedge\left(\forall x \forall y E(x, y) \rightarrow \bigwedge_{C \in\{R, G, B\}} \neg C(x) \vee \neg C(y)\right) .
$$

It describes that a given graph has a proper coloring with three colors. Therefore, even if the size of $\varphi$ is bounded by a constant and if we consider only monadic second-order logic, the model checking problem is already NP-hard. For a weaker logic - such as first-order logic - a natural parameter is the formula $\varphi$. However, the following sentence $\varphi_{\mathrm{ds}}$ for $\mathrm{p}_{\mathrm{k}}$-DOMINATING-SET already shows that the problem $\mathrm{p}_{\varphi}$-MODEL-CHECKING(FO) is W[1]-hard:

$$
\varphi_{\mathrm{ds}}=\exists x_{1} \ldots \exists \mathrm{x}_{\mathrm{k}} \forall \mathrm{y} \exists z \bigvee_{i=1}^{\mathrm{k}}\left(\mathrm{x}_{\mathrm{i}}=\mathrm{y} \vee\left(\mathrm{E}(\mathrm{y}, z) \wedge z=\mathrm{x}_{\mathrm{i}}\right)\right)
$$

In order to obtain useful results, we will add a structural parameterization on the given relational structure $S$ in addition to the formula $\varphi$. First, in Section 8.1, we use the maximum degree $\Delta$ of the Gaifman graph of $S$ as a parameter. Later on, in Section 8.2, we use more restrictive parameterizations such as the treedepth or the treewidth of the Gaifman graph.

### 8.1 First-Order Model Checking

Our first result considers the case that $\mathcal{L}$ is the class of first-order formulas and that the maximum degree $\Delta$ of the Gaifman graph of the input structure is a parameter. Our main result is that this model checking problem lies in para-AC ${ }^{\circ}$ :

- Theorem 130
$\mathrm{p}_{\varphi, \Delta-\mathrm{MODEL}-C H E C K I N G}(\mathrm{FO}) \in$ para-AC $^{\circ \dagger}$
We rely strongly on a previous result by Flum and Grohe [84], who showed that this model checking problem lies in para-L (that is, it can be decided by a Turing machine that uses at most $f(k)+O(\log n)$ space $)$, but we differ in three regards: First, we use color coding in our proof, which simplifies the argument somehow, second, we identify the parameterized distance problem on bounded degree graphs as the only part of the computation that is presumably not in para-AC, and, third, we observe that the degree of these graphs can be made a parameter and needs not be considered constant. Note that the result of Flum and Grohe, and the claim of Theorem 130 are incomparable in the sense that the relation of para- $\mathrm{AC}^{\circ+}$ and para- L is unclear. While para- $\mathrm{AC}^{\circ}$ contains the parameterized distance problem (Theorem 39), it does certainly not contain undirected $s$-t-reachability. In contrast, para-L contains the undirected $s$-t-reachability problem due to Reingold's algorithm [143], but it does not contain the parameterized distance problem unless para ${ }_{\beta}-\mathrm{L} \subseteq$ para-L [154].

Proof of Theorem 130. Let $\varphi$ be a formula given as input. For simplicity of presentation, we assume that the structure $S$ is actually an undirected graph $G=(V, E)$ of maximum degree $\Delta$. Let $\mathrm{d}(\mathrm{a}, \mathrm{b})$ denote the distance of two vertices in G and let $N_{r}(a)=\{b \in V \mid d(a, b) \leqslant r\}$ be the ball around $a$ of radius $r$ in $G$. By Gaifman's Theorem [94] we can rewrite $\varphi$ as a Boolean combination of formulas of the following form:

$$
\exists x_{1} \cdots \exists x_{k}\left(\bigwedge_{i=1}^{k} \bigwedge_{j \neq i} \psi_{\text {dist }>2 r}\left(x_{i}, x_{j}\right) \wedge \bigwedge_{i=1}^{k} \psi\left(x_{i}\right)\right)
$$

where $\psi_{\text {dist }>2 r}\left(x_{i}, x_{j}\right)$ is a standard formula expressing that $d\left(x_{i}, x_{j}\right)>2 r$ and $\psi$ is $r$-local, meaning that for all $a \in V$ we have $G \models \psi(a) \Longleftrightarrow G\left[N_{r}(a)\right] \models \psi(a)$. What remains is to determine whether there are $k$ vertices $a_{1}$ to $a_{k}$ in $G$ such that the balls $N_{r}\left(a_{i}\right)$ do not intersect and $G\left[N_{r}\left(a_{i}\right)\right] \models \psi\left(a_{i}\right)$ holds for them.

We use color coding to determine the existence of such $a_{i}$. Let us introduce colors 1 to $k$. Since the maximum degree $\Delta$ is a parameter and $r$ depends only on $|\varphi|$, the maximum size $M$ of any $N_{r}(a)$ is bounded by the parameter. This means that there is a $(|\mathrm{V}|, M \cdot k, k+1)$-universal coloring family that contains a coloring that colors all vertices of $N_{r}\left(a_{i}\right)$ with color $i$. In other words, there will be a coloring such that the balls are contained in monochromatic connected components of color $i$.

It remains to test whether for each color $i$ there is a vertex $a_{i}$ such that $N_{r}\left(a_{i}\right)$ has color $i$ and $G\left[N_{r}\left(a_{i}\right)\right] \models \psi\left(a_{i}\right)$ holds. For this, let some candidate $a_{i}$ be given. We need to determine for a given vertex $b$ whether $d\left(a_{i}, b\right) \leqslant r$, where the distance is computed in the subgraph of $G$ induced by the vertices of color $i$. Meaning, we need to solve parameterized distance problems parameterized by $d$ (and $\Delta$ ), which is possible in para- $A C^{0 \dagger}$ due to Theorem 39 . Once the set $N_{r}(a)$ of vertices reachable from a vertex $a$ in at most $r$ steps has been determined, we can create an isomorphic copy of $G\left[N_{r}(a)\right]$ consisting just of $\left|N_{r}(a)\right| \times\left|N_{r}(a)\right|$ adjacency matrix in para-AC ${ }^{0}$ : Number the vertices of G in lexicographical order, which also induces an ordering on the vertices of $N_{r}(a)$. The entry in row $i$ and column $j$ of the matrix is a 1 if the $i t h$ and the $j$ th vertex in $N_{r}(a)$ are connected by an edge in $E$. Determining which vertex is the $i t h$ vertex of $N_{r}(a)$ can be done by a para-AC ${ }^{\circ}$-circuit by Lemma 45.

Given the adjacency matrix of $\mathrm{G}\left[\mathrm{N}_{\mathrm{r}}(\mathrm{a})\right]$, we can decide in para- $A C^{0}$ whether we have $\mathrm{G}\left[\mathrm{N}_{\mathrm{r}}(\mathrm{a})\right] \models \varphi$, since the size of $\mathrm{G}\left[\mathrm{N}_{\mathrm{r}}(\mathrm{a})\right]$ depends only on the input parameters.

Equipped with Theorem 130 we can now provide an upper bound on the complexity of $\mathrm{p}_{\mathrm{k}, \mathrm{t}}$-PARTIAL-VERTEX-COVER:

- Lemma 131
$\mathrm{p}_{\mathrm{k}, \mathrm{t}}$-PARTIAL-VERTEX-COVER $\in$ para-AC ${ }^{+\dagger}$
Proof. On input of a graph G, we first test whether there is a vertex of degree at least t . If so, we can accept since this vertex alone already constitutes the desired cover. Otherwise, we know that the graph has a maximum degree bounded by the parameter, and we can apply Theorem 130 to the following first-order formula, which depends only on $k$ and $t$ :

$$
\begin{aligned}
\overbrace{\exists x_{1} \cdots \exists x_{k}}^{\text {the size-k cover }} \overbrace{\exists a_{1} \exists b_{1} \cdots \exists a_{t} \exists b_{t}}^{\text {the t covered edges }}( \\
\left.\varphi_{\text {dist }}\left(a_{1}, b_{1}, \ldots, a_{t}, b_{t}\right) \wedge \bigwedge_{i=1}^{t}\left(E\left(a_{i}, b_{i}\right) \wedge \bigvee_{j=1}^{k} a_{i}=x_{j}\right)\right) .
\end{aligned}
$$

Here, $\varphi_{\text {dist }}$ is a standard formula expressing that $\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{t}, b_{t}\right\}$ are distinct sets.

### 8.2 Second-Order Model Checking

In the second part of this chapter, we switch from first-order logic to second-order logic. This will, of course, increase the complexity of the model checking problem, as this logic is more powerful. To compensate this circumstance, we have to use structural parameters that are stronger than the maximum degree. The vertex cover number, the treedepth, and the treewidth of the Gaifman graph of the input structure will fill this role. In detail, we will prove the following three theorems in the course of this section:

- Theorem 132
$\mathrm{p}_{\varphi, \mathrm{vc}}-\mathrm{MODEL}-\mathrm{CHECKING}(\mathrm{MSO}) \in \operatorname{para-AC}{ }^{\circ}$
- Theorem 133
$\mathrm{p}_{\varphi, \mathrm{td}^{-M O D E L-C H E C K I N G}(\mathrm{MSO})} \in$ para-AC $^{\text {O+ }}$
- Theorem 134
$\mathrm{p}_{\varphi, \mathrm{tw}}-$ MODEL-CHECKING $(M S O) \in \operatorname{para-AC}{ }^{2 \dagger}$
These results are a parallel version of the theorem of Courcelle. Similar work was done by Elberfeld, Jakoby, and Tantau, who showed these result for constant treedepth or treewidth and a constant sized formula [74, 75]. An interesting observation is that in the constant case, the parameters vertex cover number and treedepth coincide - in both cases the corresponding model checking problem is in AC? In the parameterized setting, however, a difference in their complexity is revealed.

The standard approach to solve problems on structures of small treewidth is to apply dynamic programming on a tree decomposition of the structure (or rather of its Gaifman graph) while using the fact that graphs of small treewidth have small balanced separators [59]. We applied such a technique in Section 5.2, where we showed that we can find a homomorphism from a graph H to another graph G efficiently if H is small and has constant treewidth. The main ingredient to prove the aforementioned theorems is to show that such a strategy works whenever the problem can be defined in MSO-logic. Before we jump directly into the proof, it will be helpful to develop some intuition about dynamic programming on tree decompositions.

We will, for now, assume that we are already given a tree decomposition ( $\mathrm{T}, \mathrm{t}$ ), and we assume that this decomposition is very nice. Recall that this means that T is a rooted binary tree, and that we are additionally given some labeling function of its nodes $\eta: V(T) \rightarrow\{$ leaf, introduce, join, forget, edge $\}$. We also consider the children of a node to be ordered, for instance by the lexicographical order of $\mathrm{V}(\mathrm{T})$. A dynamic program on ( $\mathrm{T}, \mathrm{\imath}$ ) is just a run of a (nondeterministic) tree automaton: The mapping $\iota$ can be seen as a function that maps the nodes of T to symbols from some alphabet $\Sigma$. A naive approach to manage $\iota$ would yield a huge alphabet (depending on the size of the graph). We thus define the so called tree-index, which is a map idx: $\mathrm{V}(\mathrm{G}) \rightarrow\{0, \ldots, \mathrm{tw}(\mathrm{G})\}$ such that no two vertices that appear in the same bag share a common tree-index. The existence of such an index follows from the property that every vertex is forgotten exactly once: We can traverse $T$ from the root to the leaves and assign a free index to a vertex $v$ when it is forgotten; we release the used index once we reach an introduce bag for $v$. The symbols of $\Sigma$ then only contain the information for which tree-index there is a vertex in the bag. From a theoretician's perspective this means that $|\Sigma|$ depends only on the treewidth; from a programmer's perspective the tree-index makes it easier to manage data structures for the dynamic program (this will be discussed further in the second part of this thesis).

- Definition 135 (Tree Automaton)

A nondeterministic bottom-up tree automaton is a tuple $A=(Q, \Sigma, \Delta, F)$ where $Q$ is a set of states with a subset $\mathrm{F} \subseteq \mathrm{Q}$ of accepting states, $\Sigma$ is a non-empty alphabet, and $\Delta \subseteq(\mathrm{Q} \cup\{\perp\}) \times(\mathrm{Q} \cup\{\perp\}) \times \Sigma \times \mathrm{Q}$ is a transition relation in which $\perp \notin \mathrm{Q}$ is a special symbol to treat nodes with less than two children. The automaton is deterministic if for every $\mathrm{x}, \mathrm{y} \in \mathrm{Q} \cup\{\perp\}$ and every $\sigma \in \Sigma$ there is exactly one $\mathrm{q} \in \mathrm{Q}$ with $(x, y, \sigma, q) \in \Delta$.

- Definition 136 (Computation of a Tree Automaton)

The computation of a tree automaton $\mathrm{A}=(\mathrm{Q}, \Sigma, \Delta, \mathrm{F})$ on a labeled tree $(\mathrm{T}, \mathrm{\imath})$ with $\mathrm{t}: \mathrm{V}(\mathrm{T}) \rightarrow \Sigma$ and root $\mathrm{r} \in \mathrm{V}(\mathrm{T})$ is an assignment $\mathrm{q}: \mathrm{V}(\mathrm{T}) \rightarrow \mathrm{Q}$ such that for all $n \in V(T)$ we have (i) $(q(x), q(y), u(n), q(n)) \in \Delta$ if $n$ has two children $x, y$; (ii) $(\mathrm{q}(\mathrm{x}), \perp, \mathfrak{l}(\mathrm{n}), \mathrm{q}(\mathrm{n})) \in \Delta$ or $(\perp, \mathrm{q}(\mathrm{x}), \mathfrak{l}(\mathrm{n}), \mathrm{q}(\mathrm{n})) \in \Delta$ if $\mathfrak{n}$ has one child x ; and (iii) $(\perp, \perp, \mathfrak{l}(\mathrm{n}), \mathrm{q}(\mathrm{n})) \in \Delta$ if n is a leaf. The computation is accepting if $\mathrm{q}(\mathrm{r}) \in \mathrm{F} . \quad \triangleleft$

- Example 137 (A Dynamic Program for Graph Coloring)

We want to decide whether a given graph $G=(V, E)$ can be colored with three colors. Given a very nice tree decomposition ( $T, \iota, \eta$ ), a nondeterministic tree automaton can process T as follows: On introduce-bags, the automaton guesses a color for the introduced vertex; on forget-bags the automaton clears the information for the removed vertex from its current state; at edge-bags the automaton rejects in case the two endpoints of that edge have the same color in the current state of the automaton; and, finally, in join-bags the automaton rejects when it was in different states for the two children. In case the automaton reaches the root of $T$ without rejecting, it will accept $T$. Using the properties of a tree decomposition, it is easy to check that $G$ is indeed colorable with three colors in this case.

The following figure illustrate a run of the automaton. The left figure shows a part of a tree decomposition of the grid graph a bag shows the type of the bag: a positive sign means "introduce," a negative one "forget," a pair represents an "edge"-bag, and text is self-explanatory. Solid lines represent real edges of the decomposition, while dashed lines illustrate a path (that is, there are some bags skipped). On the left branch of the decomposition a run of a nondeterministic tree automaton for 3-COLORING is illustrated for the tree-index:

$$
\left(\begin{array}{lllllllll}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
2 & 3 & 0 & 1 & 2 & 3 & 0 & 1 & 0
\end{array}\right) .
$$

To increase readability, states of the automaton are connected to the corresponding bags with gray lines, and for some nodes the states are omitted. In the right figure, the same automaton is simulated deterministically.


Given some intuition about dynamic programming on tree decompositions and tree automata, we can now turn to prove Theorem 132, 133, and 134. The classical way of proving variants of Courcelle's Theorem is as follows: On input of a structure $S$ and an MSO-formula $\varphi$, we compute a tree decomposition ( $\mathrm{T}, \mathrm{\imath}$ ) of S . This tree decomposition is then translated into an s-tree-structure $\mathcal{T}$ and $\varphi$ is translated to a new MSO-formula $\psi$ such that $S \models \varphi \Leftrightarrow \mathcal{T} \models \psi$. To decide $\mathcal{T} \models \psi$, the s-tree-structure $\mathcal{T}$ is transformed into a labeled tree $(\mathfrak{T}, \lambda)$ and $\psi$ is turned into a tree automata $\mathfrak{A}$ such that we have $\mathcal{T} \models \psi \Leftrightarrow(\mathfrak{T}, \lambda) \in \mathrm{L}(\mathfrak{A})$. An s-tree-structure is a structure $\mathcal{T}=\left(V, E^{\mathcal{T}}, P_{1}^{1}, \ldots, P_{s}^{\mathcal{T}}\right)$ over the signature $\tau_{\text {s-tree }}=\left(E^{2}, P_{1}^{\mathcal{T}}, \ldots, P_{s}^{1}\right)$ where $\left(V, E^{\mathcal{T}}\right)$ is a directed tree.

If we would aim for a class like FPT, we could directly implement the sketched strategy. But since we aim for parallel classes, things are a bit more tricky. The constructed tree decomposition could be degenerated (for instance, $T$ could actually be a path), which makes it difficult to simulate a tree automaton in parallel. In order to keep the tree flat, we will have to drop our assumption that our decomposition is nice, in fact, we will need nodes in $T$ that have high degree. This, unfortunately, requires us to step away from classical tree automata and to step towards the (slightly more technical) multiset automata introduced by Elberfeld, Jakoby, and Tantau [75].

A multiset $M$ is a set $S$ together with a multiplicity function $\#_{M}: S \rightarrow \mathbb{N}$. The multiplicity of $M$ is the value $\max _{e \in S} \#_{M}(e)$. We denote by $\mathcal{P}_{\omega}(S)$ the class of all multisets of $S$, and by $\mathcal{P}_{m}(S)$ the class of all multisets of multiplicity at most $m \in \mathbb{N}$ of $S$. Notice that $\mathcal{P}_{1}(S)$ is just the standard power set of $S$. We define for a multiset $M \in \mathcal{P}_{\omega}(S)$ and a number $m \in \mathbb{N}$ the capped version $\left.M\right|_{m}$ of $M$ by setting the multiplicity to $\#_{M}(e)=\min \left(\#_{M}(e), m\right)$ for all $e \in S$.

- Definition 138 (Multiset Automaton)

A nondeterministic bottom-up multiset automaton is a tuple $\mathcal{A}=\left(\Sigma, \mathrm{Q}, \mathrm{Q}_{\mathrm{a}}, \Delta, \mathrm{m}\right)$ consisting of an alphabet $\Sigma$, a state set Q with accepting states $\mathrm{Q}_{\mathrm{a}} \subseteq \mathrm{Q}$, a state transition relation $\Delta \subseteq \Sigma \times \mathcal{P}_{\mathrm{m}}(\mathrm{Q}) \times \mathrm{Q}$, and a multiplicity bound $\mathrm{m} \in \mathbb{N}$. The automaton is deterministic if for every $\sigma \in \Sigma$ and every $M \in \mathcal{P}_{\mathfrak{m}}(Q)$ there is exactly one $q \in Q$ with $(\sigma, M, q) \in \Delta$.

- Definition 139 (Computation of a Multiset Automaton)

Let $(\mathfrak{T}, \lambda)$ be a labeled tree, where $\lambda: V(\mathfrak{T}) \rightarrow \Sigma$ is the labeling function, and let $\mathfrak{A}=\left(\Sigma, \mathrm{Q}, \mathrm{Q}_{\mathrm{a}}, \Delta, \mathrm{m}\right)$ be a multiset automaton. A computation of $\mathfrak{A}$ on $(\mathfrak{T}, \lambda)$ is a partial assignment $q: V(T) \rightarrow Q$ such that for every node $n \in V(T)$ for which $q(n)$ is defined, we have that (i) the value $q(c)$ is defined for each child $c$ of $n$ in $\mathfrak{T}$ and (ii) for the multiset $M=\{q(c) \mid c$ is a child of $n\}$ we have $\left(\lambda(n),\left.M\right|_{m}, q(n)\right) \in \Delta$. A computation is accepting if $q(r) \in Q_{a}$ holds for the root node $r$ of $\mathfrak{T}$. The tree language $\mathrm{L}(\mathfrak{A})$ contains all labeled trees accepted by $\mathfrak{A}$.

- Fact 140 ([75])

The following statements hold and are constructive:

1. For all multiset automata $\mathfrak{A}$ and $\mathfrak{B}$ there is another multiset automaton $\mathfrak{C}$ with $\mathrm{L}(\mathfrak{C})=\mathrm{L}(\mathfrak{A}) \cap \mathrm{L}(\mathfrak{B})$;
2. For every nondeterministic multiset automaton $\mathfrak{A}$ there is a deterministic multiset automaton $\mathfrak{B}$ with $\mathrm{L}(\mathfrak{A})=\mathrm{L}(\mathfrak{B})$;
3. For every multiset automaton $\mathfrak{A}$ there is a multiset automaton $\mathfrak{B}$ accepting the complement of $L(\mathfrak{A})$.

Fortunately for us, many steps of the translation of the model checking problem to the evaluation of a multiset automaton work in the same way for structures of bounded treewidth as for such with constant treewidth. This is reflected by the following fact that we can use:

- Fact 141 (Implicit in [75])

There are functions $h_{1}, h_{2}, h_{3}$, and $h_{4}$ performing the following mappings:

1. The input for $h_{1}$ are a structure $S$ together with a width- $w$ tree decomposition $(T, \iota)$ of $S$ and an MSO-formula $\varphi$. The output is an s-tree-structure $\mathcal{T}$.
2. The input for $h_{2}$ are an MSO-formula $\varphi$ and a tree width $w$. The output is an MSO-formula formula $\psi$.
3. The input for $h_{3}$ are an s-tree-structure $\mathcal{T}$ and an MSO-formula $\psi$. The output is a labeled tree $(\mathfrak{T}, \lambda)$ of the same depth.
4. The input for $h_{4}$ is an MSO-formula $\psi$. The output is a multiset automaton $\mathfrak{A}$.

The following holds for the values computed by these functions:

$$
S \models \varphi \Longleftrightarrow \mathcal{T} \models \psi \Longleftrightarrow(\mathfrak{T}, \lambda) \in \mathrm{L}(\mathfrak{A}) .
$$

All $h_{i}$ are computable and $h_{1}$ and $h_{3}$ are even computable by uniform FAC-circuits of depth $O(1)$ and size $f(\varphi, w) \cdot|S| \cdot|T|$.

To prove Theorem 132, 133, and 134, we are essentially left with the task of simulating a multiset automaton (whose size is bounded by a function in the parameter). The following lemma will serve as workhorse in all three cases:

- Lemma 142

Let $S_{d}$ be the set of labeled trees $(\mathfrak{T}, \lambda)$ of maximum depth $d$. There is a uniform family of FAC-circuits of depth $\mathrm{O}(\mathrm{d})$ and size $f(|\mathfrak{A}|) \cdot|\mathfrak{T}|^{\mathrm{c}}$ that, on input of a labeled tree $(\mathfrak{T}, \lambda) \in S_{d}$ and a multiset automata $\mathfrak{A}=\left(\Sigma, Q, Q_{a}, \Delta, \mathfrak{m}\right)$, decides whether or not $(\mathfrak{T}, \lambda) \in \mathrm{L}(\mathfrak{A})$ holds.

Proof. Since the size of the circuit depends on the size of $\mathfrak{A}$ by an arbitrary computable function $f$, we can assume that $\mathfrak{A}$ is deterministic, as otherwise we can compute an equivalent deterministic automaton in a constant number of AC-layers using Fact 140. The circuit has d "main"-layers, each of which consists of circuits of constant depth. The $\mathfrak{i t h}$ layer will assign states to the nodes of the ( $\mathrm{d}-\mathfrak{i}$ )th layer of $\mathfrak{T}$. The first layer simply assigns states to the leaves of $\mathfrak{T}$. Layer $i$ then has access to the assigned states of layer $i-1$. In order to compute the state $q(n)$ for a node $n$, the circuit computes the multiset $M=\{q(c) \mid c$ is a child of $n\}$ using the result of the last layer. Now the circuit has to cap $M$ to compute $\left.M\right|_{m}$. In order to do so, the circuit has to count up to $m$. Since we have $m \leqslant|\mathfrak{A}|$, the value $m$ is bounded by the parameter and, therefore, we can use the para- $\mathrm{AC}^{0}$-circuit from Lemma 45. Once $\left.M\right|_{m}$ is computed, the circuit can compute $q(n)$ by a lookup of $\left(\lambda(n),\left.M\right|_{m}\right)$ in the description of $\Delta$. The circuit outputs 1 if, and only if, after the evaluation of the $d$ layers the root $r$ of $\mathbb{T}$ is assigned with $q(r) \in Q_{a}$.

There are three special cases of Lemma 142 for the simulation of multiset automata, which can be performed (i) in para-FAC ${ }^{\circ}$ for trees of constant depth, (ii) in para-FAC ${ }^{+1}$ for trees of depth bounded by the parameter, and (iii) in para-AC ${ }^{1}$ for balanced trees of logarithmic depth. In all cases, the size of the automaton is the parameter.

Proof of Theorem 132. On input of a structure $S$ and an MSO-formula $\varphi$, a para-AC ${ }^{\circ}$ can approximate a vertex cover $X$ of the Gaifman graph of $S$ of size at most $k^{2}+2 k$ using Lemma 86 in combination with Lemma 81. From a given vertex cover $X$, it is easy to construct a tree decomposition $(T, \imath)$ of width at most $|X|$ and depth 2 : The root bag $r$ contains the set $X$, and for every $v \in V \backslash X$ there is one child of $r$ containing $X \cup\{v\}$. For instance, consider the graph at the margin and the vertex cover X . A corresponding tree decomposition is illustrated below:


Given the tuple $(S,(T, \imath), \varphi)$, the circuit in construction computes a labeled tree $(\mathfrak{T}, \lambda)$
and a multiset automaton $\mathfrak{A}$ using Fact 141. The depth of the tree $\mathfrak{T}$ is bounded by
the depth of $(T, \imath)$ and, hence, is bounded by a constant. Furthermore, we have
$|\mathfrak{A}| \leqslant f(|\psi|+|X|)$ for some computable function $f$. Hence, a para-AC ${ }^{\circ}$-circuit can
Given the tuple $(S,(T, \iota), \varphi)$, the circuit in construction computes a labeled tree $(\mathfrak{T}, \lambda)$
and a multiset automaton $\mathfrak{A}$ using Fact 141. The depth of the tree $\mathfrak{T}$ is bounded by
the depth of $(T, \iota)$ and, hence, is bounded by a constant. Furthermore, we have
$|\mathfrak{A}| \leqslant \mathfrak{f}(|\psi|+|X|)$ for some computable function $f$. Hence, a para-AC ${ }^{\circ}$-circuit can
Given the tuple $(S,(T, \iota), \varphi)$, the circuit in construction computes a labeled tree $(\mathfrak{T}, \lambda)$
and a multiset automaton $\mathfrak{A}$ using Fact 141. The depth of the tree $\mathfrak{T}$ is bounded by
the depth of $(T, \iota)$ and, hence, is bounded by a constant. Furthermore, we have
$|\mathfrak{A}| \leqslant \mathfrak{f}(|\psi|+|X|)$ for some computable function $f$. Hence, a para-AC ${ }^{\circ}$-circuit can
Given the tuple $(S,(T, \iota), \varphi)$, the circuit in construction computes a labeled tree $(\mathfrak{T}, \lambda)$
and a multiset automaton $\mathfrak{A}$ using Fact 141. The depth of the tree $\mathfrak{T}$ is bounded by
the depth of $(T, \iota)$ and, hence, is bounded by a constant. Furthermore, we have
$|\mathfrak{A}| \leqslant \mathfrak{f}(|\psi|+|X|)$ for some computable function $f$. Hence, a para-AC ${ }^{\circ}$-circuit can invoke Lemma 142 and output the result.

Proofof Theorem 133. As Theorem 132, but ( $\mathrm{T}, \mathrm{\imath})$ is computed using Theorem 119.

Proof of Theorem 134. The proof is almost identical to the proof of Theorem 132. On input of a structure $S$ and an MSO-formula $\varphi$, a para-AC ${ }^{2 t}$-circuit computes a tree decomposition ( $\mathrm{T}, \iota$ ) of the Gaifman graph of S using Theorem 120. However, the circuit can not directly invoke Lemma 142 as the depth of T is not bounded. This can be overcome as follows: Let the width of $(T, \imath)$ be $w$, then an $F A C^{1}$-circuit can compute a balanced tree decomposition of logarithmic depth and width at most $4 w+3$ using Corollary 124. Given this decomposition, we proceed as in Theorem 132.

## 9 Outlook and Further Directions

In the first part of this thesis we studied parallel parameterized algorithms and have explored parameterized circuit complexity. We started by providing a general toolbox of basic algorithms, which I hope will prove useful in the design of further parallel parameterized algorithms. It has turned out that the fascinating technique of color coding is perfectly suited to develop parameterized parallel constant time algorithms and it lies at the heart of many of our results.
$\vdash$ Open Problem: Since we used the technique so heavily, it would be interesting for practical purposes to study whether it can be implemented by circuits that are asymptotically smaller (but perhaps a little deeper) than the current ones.
$\vdash$ Open Problem: It should be explored in which particular cases we can use color coding to parallelize algorithms - Till Tantau and myself have made first steps in this direction by investigating the descriptive complexity of color coding [23].
$\vdash$ Open Problem: In contrast, it would be interesting to have other techniques for parallel parameterized constant time algorithms. In particular: Are there natural problems in para- $\mathrm{AC}^{\circ}$ that do not require color coding for solving them?
After the warm-up, we dealt with parallel bounded search trees and parallel kernelizations in Chapter 5 and 6. For the bounded search trees we provided a general framework in the form of parallel algorithms for certain modulator problems. It should be easy to extend this approach in further directions, as almost any search tree can (theoretically) be evaluated in parallel.
$\vdash$ Open Problem: The parallelization of search trees differs a lot in theory and practice. Algorithm engineering is therefore a promising direction to study the parallelization of such search trees. In this setting, the notation of work optimal algorithms (roughly: parallel algorithms that do not perform more computational steps than their sequential counter part) becomes relevant. Skambath, Tantau, and myself have made first steps in this direction - primarily with vertex cover in mind [18].
We translated the famous allegory that "kernelization is the same as fixed-parameter tractability" to the parallel setting: "parallel preprocessing equals fast parallel parameterized algorithms." In this regard, we observed complex trade-offs between kernel size and the depth of the circuits needed to compute them. On the negative side, we proved that the problem of finding a maximum matching in a graph turns out to be an obstacle in the parallel computation of kernels, for instance for a linear kernel for $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER.
$\vdash$ Open Problem: It is desirable to find alternative kernelizations for these problems. Even without improving the best known kernel bounds, we could improve the kernel size reachable in parallel by circumnavigate the matching problem.

We concluded the chapter about parallel kernelization with a constant-time kernelization for $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET. This was a rather surprising result, as the problem is very general and its standard kernelization is very sequential. In fact, we did require heavy machinery and a lot of color coding to solve it in constant-time. The reward is a powerful tool that can be used to place many natural problems in para-AC?
$\vdash$ Open Problem: Are there further applications that obtain fast parallel parameterized algorithms by using $\mathrm{p}_{\mathrm{k}, \mathrm{d}}$-HITTING-SET as a subroutine? A good starting point in this direction is a result by Chen, Flum, and Huang, who have shown that certain weighted Fagin definable problems can be reduced to it [53].

We ended the first part by investigating the parallel decomposition of graphs and logical structures in Chapter 7, and by afterwards implementing meta-theorems on top of these decompositions in Chapter 8. In particular, we studied the parallel complexity of computing crown- and treedepth decompositions, and we analyzed the precise circuit-complexity of a parallel algorithm by Bodlaender and Hagerup [37] to compute exact tree decompositions: it was para-FAC. ${ }^{24}$
$\vdash$ Open Problem: Is it possible to compute the treewidth of a graph in para-FAC²? The best lower bound that is currently known is only para-L, the parameterized version of logspace.
$\vdash$ Open Problem: Is there a parallel parameterized approximation for the treewidth problem in para-FAC ${ }^{2}$ or below? In the light of a recent result by Fomin, Lokshtanov, Pilipczuk, Saurabh, and Wrochna [89], who have established a polynomial time $\mathrm{k}^{2}$ approximation for treewidth, it is interesting to ask whether it is possible to obtain a $\mathrm{k}^{\mathrm{c}}$-approximation within NC .

In terms of meta-theorems, we examined parallel model checking algorithms for first-order logic on structures of bounded degree, and for monadic second-order logic on structures of bounded treedepth or treewidth. These results quite natural match their non-parameterized counter parts due to Seese [151] and Elberfeld, Jakoby, and Tantau [74, 75]. It is interesting that the bottleneck for the monadic second-order model checker is the algorithm to compute the tree decomposition, which is currently more expensive than the evaluation of the tree automaton.
$\vdash$ Open Problem: A promising further task is to extent these results to other logical structures. A first attempt was provided by Pilipczuk, Siebertz, and Toruńczyk, who have shown that model checking for first-order logic on sparse structures can be performed within para-AC ${ }^{1}$ [140].

Besides the fundamental directions in which we have explored the topic in this part of the thesis, there are many further paths that can be investigated in the light of parameterized circuit complexity. For instance, the textbook application for circuit complexity are lower bounds, and it is thus natural to ask whether we can establish parameterized circuit lower bounds. First progress in this direction was made by Chen and Flum [52].

An interesting further application of parameterized complexity is to tackle problems whose classical complexity is still not fully resolved. In this matter, we have shown that the problem of finding a matching parameterized by the solution size is in para- $\mathrm{AC}^{\circ}$ (while the classical problem is not known to be in NC). Das, Enduri, and Reddy have studied the parameterized parallel complexity of the graph isomorphism problem [61] (for which the exact complexity is not resolved either) by different parameterizations like the vertex cover number or the size of a feedback-vertex set. It would be gripping to further investigate parallel algorithms in this direction with weaker parameterizations.

## Part II

## Towards Practice and Back

In this second part of the thesis, we will turn from complexity theory and algorithm design to algorithm engineering. We will explore two libraries, called Jdrasil and Jatatosk, that I have developed during my time as a doctoral student. The former is a tool to compute optimal tree decompositions, while the later is a model checker for a fragment of monadic second-order logic. Both tools are publicly available [12, 15].

Preliminary versions of many results of this part were previously presented at the following conferences:
[16] Max Bannach, Sebastian Berndt, and Thorsten Ehlers: Jdrasil: A Modular Library for Computing Tree Decompositions. In Proceedings of the 16th International Symposium on Experimental Algorithms (SEA 2017).
[13] Max Bannach and Sebastian Berndt: Practical Access to Dynamic Programming on Tree Decompositions. In Proceedings of the 26 th Annual European Symposium on Algorithms (ESA 2018).
[14] Max Bannach and Sebastian Berndt: Positive-Instance Driven Dynamic Programming for Graph Searching. In Proceedings of 16th Algorithms and Data Structures Symposium (WADS 2019).

The second paper was awarded Best Student Paper at the European Symposium on Algorithms 2018.

## 10 JDRASIL: A MODULAR LIBRARY FOR Computing Tree Decompositions

In this chapter we will tackle the problem of computing optimal tree decompositions in practice, that is, for real world graphs on a real machine. For that end, I will present the library Jdrasil and, in the light of this thesis, will highlight its parallel capabilities.

Jdrasil- the name is a portmanteau of"Java" and "Yggdrasil," a gigantic tree in Norse mythology - is a Java library that is capable of computing tree decompositions both, exactly and heuristically. The goal of Jdrasil is to allow other projects to add tree decompositions to their applications as easily as possible. In order to achieve this, Jdrasil is designed in a modular way: Every algorithm is implemented as interchangeably as possible. At the same time, algorithms are implemented in a clean object oriented manner, hopefully making it easy to understand and extend the implementation.

Due to its modularity, Jdrasil has many facets, some of which require new theory while others are direct implementations of facts that are already known in the literature. This chapter is neither a complete scan through all the features of the library, nor a tutorial for it. Both can be found in Jdrasil's manual in its publicly available GitHub repository [15]. Instead, I will present the design philosophy behind the library in Section 10.1 and provide a high-level view on the library in Section 10.2.
After this insight into the library, we will study some concrete subroutines of Jdrasil. I have decided to present two exact algorithms that are implemented in the library. Both perform very well and both require novel ideas from theory. We will start in Section 10.3 with a SAT-encoding of treewidth, which is based on an encoding by Berg and Järvisalo [26], but adds new ideas to it. As we will see, these ideas improve the performance of the encoding noticeably. Afterwards, in Section 10.4, I present a novel algorithm for computing tree decompositions that was developed by Hisao Tamaki $[156,158]$ in a game theoretic characterization due to Sebastian Berndt and myself [14]. This algorithm is the currently fastest algorithm in practice [63, 64].
We will study the parallel capabilities of Jdrasil in Section 10.5. Due to its modularity, the parallelization in Jdrasil is implemented in a coarse and general way: Independently of the used subroutine, Jdrasil will automatically identify parts of the graph that can be decomposed in parallel and apply the subroutine to it.

We close the chapter in Section 10.6 with a series of experiments to compare and analyze the algorithms presented within this chapter.

### 10.1 The Design Philosophy of Jdrasil

When one starts the development of a library that solves a combinatorial problem, one is confronted with general design decisions that one has to make beforehand. Of course, developing a library like Jdrasil for computing tree decompositions is no exception. The two most important decisions for Jdrasil, which to some extent define the "spirit" of Jdrasil, concern the level of optimization and the level ofparallelization we aim for.

With the level of optimization we mean to which extent we optimize the implementation of subroutines. One plausible route for a library that computes exact tree decompositions would be the development of a "simple" program that just expects a graph as input and outputs a tree decomposition. Such a program would essentially implement one algorithm and optimize it "to the bone," for instance by optimizing the implementation for specific architectures. However, when I started the development of Jdrasil I noticed that, at this time, it was pretty unclear which algorithm for treewidth would work best in practice. Therefore, I decided against this route. Instead, Jdrasil is designed as a modular library - meaning that in Jdrasil many algorithms are implemented and exchangeable. The library was developed in a way that makes it easy to extend it by further algorithms, without caring about representation of data, preprocessing, or output. Furthermore, the design of Jdrasil as library allowed me to add many more features - such as an easy interface for dynamic programs over tree decompositions.

When thinking about parallelization in practice, there are multiple levels of parallelization that we could apply. For instance, we could aim for a very fine level of parallelization by designing an algorithm directly for, say, FPGAs. However, considering the mentioned initial situation, this seems a little premature. Alternatively, we could aim for a medium level of parallelization by designing algorithms that are capable of using many CPU-cores or that work directly on the GPU. The first iteration of the Parameterized Algorithms and Computational Experiments Challenge (PACE) originally contained a parallel track to feature such algorithms. This track was discarded as the best sequential implementation was significantly faster than the best parallel one [63]. This sequential implementation is based on a novel algorithm due to Hiso Tamaki [156]. Recently, there were attempts of computing tree decompositions on the GPU, but the resulting implementation was outperformed by Tamaki's algorithm as well [163]. Instead of aiming for a fine or middle level of parallelization, we will therefore be content with a course level of parallelization. This means that in Jdrasil we do not directly parallelize any subroutine, but instead identify parts of the graph that can be decomposed in parallel. This favors the modular architecture of Jdrasil: Independently of the subroutine used to decompose the graph (it may even be a subroutine implemented by the user), Jdrasil will automatically utilize parallel architectures by applying the subroutine to many parts of the input graph.

### 10.2 A High-Level View on the Library

On the most abstract layer, the user can use Jdrasil to compute a tree decomposition without knowing anything about the used algorithms and the process as a whole. The following code snippet is the easiest way to compute and output a tree decomposition for the input graph of using Jdrasil. Here, the SmartDecomposer is a class that encapsulates the whole modularity of Jdrasil to make it easy to gather some first results. However, the real strength of the library lies in its modularity, which we will discuss afterwards.

```
import jdrasil.graph.*;
import jdrasil.algorithms.*;
public class Main {
    public static void main(String[] args) {
        // create a new empty graph with integer vertices
        Graph<Integer> G = GraphFactory.emptyGraph();
        // make it a triangle
        for (int v = 1; v <= 3; v++) { G.addVertex(v); }
        G.addEdge(1, 2);
        G.addEdge(2, 3);
        G.addEdge(3, 1);
        // output graph in PACE format
        System.out.println(G);
        // compute tree decomposition
        TreeDecomposition<Integer> td = null;
        try {
            td = new SmartDecomposer<Integer>(G).call();
        } catch (Exception e) {
            // something went wrong
        }
        // ouput tree decomposition in PACE format
        System.out.println(td);
    }
}
```

Let us discuss what the SmartDecomposer tries to hide from us, and why we refer to Jdrasil as a "modular library" - and what this term actually means. In the design process of the library, I have tried to abstract the workflow of computing a tree decomposition (and working with it) from a software engineering point of view. That is, given a graph G and the description of some problem we want to solve on it, what are the steps a program has to run through in order to compute a tree decomposition and solve the problem with it? As usual in software design, I wanted these steps to be defined fine enough to have small and self-contained tasks, but coarse enough to make a useful abstraction and to make them interchangeable.

The result is the following abstract pipeline that is used by Jdrasil to process an input graph $G$ and to output either a tree decomposition $(T, \iota)$ of $G$ or the image $\varphi(G)$ of some user specified function $\varphi$. The black boxes are the different interfaces that are involved in the computation of a tree decomposition; the orange part describes the input and output; the blue part highlights the information flow within the program.


The Preprocessor is the first instance that obtains the input graph G. Its task is to identify "easy" parts of the input, which we may safely remove to obtain an equivalent instance G.' Later on, a preprocessor may construct a tree decomposition for G from a tree decomposition of G.' A typical example is the removal of attached trees or the contraction of degree- 2 vertices. The standard implementation in Jdrasil follows the description by Bodlaender, Koster, and Eijkhof [43] and we will, thus, not discuss it further within this thesis. The following code illustrates the usage of a preprocessor within Jdrasil:

```
// generate instance of the preprocessing algorithm
GraphReducer<T> reducer = new GraphReducer<>(G);
// get the preprocessed graph
Graph<T> H = reducer.getProcessedGraph();
// add the decomposition of H
TreeDecomposition<T> td = ...
reducer.addbackTreeDecomposition(td);
// we can now access the final decomposition of the original graph
reducer.getTreeDecomposition();
```

The Splitter interface is modeled after the concept of so called safe separators by Bodlaender and Koster [41]. In essence, a safe separator allows to split a graph $G$ into multiple graphs $G_{1}, \ldots, G_{q}$ such that one can obtain an optimal tree decomposition for G by gluing tree decompositions of these graphs. The simplest safe separator is the empty set, which splits the graph into its connected components. It is notable that this concept was underestimated (and thus not used) by almost all participants for PACE 2016, and that it therefore boosted the performance of many submissions for the PACE 2017. In the light of this thesis the splitter interface is especially interesting, as it is an access point for parallelization in practice: Jdrasil uses the parallel capabilities of Java to automatically parallelize the computation of a tree decomposition if possible. We will give precise definitions in Section 10.5. The following code on the next page shows how to invoke a splitter:

```
// create a splitter for the graph G
GraphSplitter<T> splitter = new GraphSplitter<T>(G, H -> {
    // create a tree decomposition of the atom H
    TreeDecomposition<T> td = ...
    return td;
},lb); // lb is a lower bound on the treewidth of G
// obtain a tree decomposition of G
// this will invoke the splitting process
TreeDecomposition<T> result = splitter.call();
```

The Solver interface is at the very heart of the pipeline. Its purpose is quite obvious: Given a graph $G$, output a tree decomposition ( $T, \iota$ ) of it. Since all other parts of the pipeline are safe with respect to treewidth, the solver determines the quality of the tree decomposition. For an exact algorithm, the whole pipeline will produce an optimal decomposition. However, the solver may also be a heuristic or an approximation algorithm. In its current state, Jdrasil contains many standard algorithms, for instance the heuristics proposed by Bodlaender and Koster [42], the classical approximation algorithm due to Robertson and Seymour [59, 85], the branch-and-bound algorithm by Gogate and Dechter [99], and many more. Particularly successful was a sat-based approach, which we will discuss in detail in Section 10.3. It should be noted that, within Jdrasil, a solver will usually expect the "hard" core of the problem and, thus, does not invoke any checks for simple solutions - for instance, a solver usually handles a huge tree in the same way as a small structured graph. Therefore, it is essential to apply a preprocessor beforehand. The following code illustrates the usage of a (here sat-based) solver:

```
// create a SAT-based decomposer for the graph G
TreeDecomposer<T> decomposer = new SATDecomposer<>(G, Encoding.IMPROVED);
// invoke the computation and obtain the tree decomposition
TreeDecomposition<T> td = decomposer.call();
```

A postprocessor obtains a tree decomposition $(\mathrm{T}, \mathrm{\iota})$ and prepares it for a subsequent task. A prominent example is the transformation of $(\mathrm{T}, \mathrm{\imath})$ into a nice tree decomposition. However, a postprocessor may also improve a non-optimal tree decomposition, for instance with the refinement technique [42] or via local improvements [83]. Another typical task is to optimize ( $\mathrm{T}, \iota$ ) for the following dynamic program, for instance by minimizing the number of join-bags. The implementations are standard and are therefore not further discussed within this thesis. The following code illustrates the use of a postprocessor that computes a nice tree decomposition:

```
// create nice tree decomposition for the given decomposition td
// the boolean indicates whether the result should be very nice
NiceTreeDecomposition<T> ntd = new NiceTreeDecomposition<>(td, true);
// obtain the nice tree decomposition as tree decomposition
td = ntd.getProcessedTreeDecomposition()
```

The Dynamic Programming interface is the last part of the pipeline. It allows the specification of tree automata that are executed on a computed tree decomposition. For instance, the user may define a program that checks whether $G$ can be properly colored with three colors. This is the most involved abstraction, as it has to, on the one hand, guarantee that Jdrasil can efficiently run the defined dynamic program, but should on the other hand neither be difficult to program nor restrictive to the user. The interface is closely linked to our point of view of tree automata, as explained in Section 8.2. The manual of Jdrasil contains a detailed example of how to implement a graph coloring solver using the interface [15], which is essentially the tree automaton that we have encountered in Example 137. A corresponding implementation is publicly available [11] and was experimentally evaluated in [13].

The attentive reader may have observed that the previous graphic of the pipeline must have simplified the information flow within the library. In reality, it is not quite as simple as in the graphic, since information has to flow backwards. For instance, after the solver has computed tree decompositions for the atoms, the splitter has to glue them all together to obtain an actual tree decomposition for the input graph. Similarly, the preprocessor has to enrich a tree decomposition of $G^{\prime}$ to one of G. Therefore, the "real" information flow looks as follows:


Jdrasil is modular in the sense that there are multiple implementations for every step of the pipeline. These implementations can be swapped arbitrarily due to the strict interfaces described above. This allows rapid development and testing of new algorithms. For instance, a user can implement a new solver using the interface of Jdrasil and plug it directly into the pipeline, without caring about pre- or postprocessing at all. This architecture has allowed me to add new algorithms quickly to the library. A notable example is the algorithm by Tamaki that he has developed for PACE 2016 [156] and improved for PACE 2017 [158]. We will discuss a game theoretic characterization of the algorithm, due to Berndt and myself [14], in Section 10.4.

### 10.3 A SAT-BASED EXACT-SOLVER

A common (theoretical and practical) approach to solve intractable problems is to reduce them to the Boolean satisfiability problem. The formulation we will use is based on the work of Berg and Järvisalo [26], which in turn is an improved version of a formulation of Samer and Veith [149].

The Concept of Elimination Orders. Encoding treewidth directly into a propositional formula is a rather tough task. Fortunately, there is an alternative representation for treewidth that is ideally suited for a sat-encoding. An elimination order $\pi$ of a graph $G=(\mathrm{V}, \mathrm{E})$ is a bijection $\pi: \mathrm{V} \rightarrow\{1,2, \ldots,|\mathrm{~V}|\}$. The filled graph $\mathrm{G}_{\pi}=\left(\mathrm{V}, \mathrm{E}_{\pi}\right)$ of the elimination order $\pi$ is a directed graph with edges $\mathrm{E}_{\pi}$ that are constructed via the following process:

- The first edge set $\mathrm{E}_{\pi}^{\circ}$ simply equals E , where the edges are directed from the "lower" vertex (according to $\pi$ ) to the "higher" vertex:

$$
\mathrm{E}_{\pi}^{0}=\{(\mathrm{u}, v) \mid \pi(u)<\pi(v) \wedge\{u, v\} \in \mathrm{E}\} .
$$

- The next edge set $\mathrm{E}_{\pi}^{i+1}$ is generated by connecting all vertices $u$ and $v$ with $\pi(u)>i$ and $\pi(v)>i$ if both, $u$ and $v$, are connected with the vertex $\pi^{-1}(i)$, that is, $E_{\pi}^{i}$ results from $E_{\pi}^{i-1}$ by adding the following edges to it:

$$
\left\{(\mathfrak{u}, v) \mid \pi(v)>\pi(u)>\mathfrak{i} \wedge\left(\pi^{-1}(\mathfrak{i}), \mathfrak{u}\right) \in \mathrm{E}_{\pi}^{\mathfrak{i}-1} \wedge\left(\pi^{-1}(\mathfrak{i}), v\right) \in \mathrm{E}_{\pi}^{\mathfrak{i}-1}\right\} .
$$

Finally, $E_{\pi}$ is equal to $E_{\pi}^{|V|}$. The following figure shows an example of a graph $G$ and the corresponding filled graph $\mathrm{G}_{\pi}$ for $\pi=(2,3,1,4,5,6,7,8)$. Here, the solid edges represent the edges of the original graph, while the dashed edges are the edges created by eliminating vertex 2 .


The width of an elimination order $\pi$ is the largest number of direct successors of a vertex in $\mathrm{G}_{\pi}$, that is, $\left.\operatorname{width}(\pi)=\max _{i}\left\{\mid\left\{\left(u_{i}, v\right) \in \mathrm{E}_{\pi}\right\}\right\}\right\}$. The width of the example is 3 , as there exist three outgoing arcs from vertex 2 and 5 . The following fact allows us to characterize the treewidth of a graph via an elimination order.

- Fact 143 (for instance [42])
$\operatorname{tw}(G)=\min _{\pi}\{\operatorname{width}(\pi)\}$.

The Encoding of Berg and Järvisalo. If $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ is a graph on n vertices, our satformula contains $n(n-1) / 2$ variables ord $_{i, j}$ for each $i \in\{1, \ldots, n\}$ and each $j>i$, indicating that the vertex $v_{i}$ appears before $v_{j}$ in the elimination order. To simplify notation, let us define $\operatorname{ord}_{i, j}^{*}$ to be either $\operatorname{ord}_{i, j}$ if $i<j$ or $\neg \operatorname{ord}_{j, i}$ if $j<i$. To ensure that these variables encode a linear order of the vertices, it is sufficient to enforce the transitivity: For all distinct $i, j, k \in\{1, \ldots, n\}$, we need to ensure that if ord $d_{i, j}^{*}$ and ord ${ }_{j, k}^{*}$ are true, then ord $d_{i, k}^{*}$ is also true.
To encode the directed edges of the filled graph $G_{\pi}$, another $n^{2}$ variables arc $\mathcal{C}_{i, j}$ are introduced. As all original edges of $G$ are present in $G_{\pi}$, for each $\left\{v_{i}, v_{j}\right\} \in E$, either $\operatorname{arc}_{i, j}$ or $\operatorname{arc}_{\mathrm{j}, \mathrm{i}}$ has to be set. To be consistent with the ordering implied by ord ${ }_{i, j}$, we need to enforce that ord $\mathrm{i}_{\mathrm{i}, \mathrm{i}}^{*}$ implies that $\operatorname{arc}_{\mathrm{j}, \mathrm{i}}$ is not set.

Finally, let us describe the elimination process and consider $i, j, k$ with $\pi(i)<\pi(j)$ and $\pi(\mathfrak{i})<\pi(\mathrm{k})$. Assume that $v_{\mathrm{i}}$ and $v_{\mathrm{k}}$ as well as $v_{\mathrm{i}}$ and $v_{j}$ are adjacent, respectively. Then the filled graph $\mathrm{G}_{\pi}$ contains either the $\operatorname{arc}\left(v_{j}, v_{k}\right)$ or the $\operatorname{arc}\left(v_{k}, v_{j}\right)$. Hence, if $\operatorname{arc}_{i, j}$ and $\operatorname{arc}_{i, k}$ are set and ord $d_{j, k}^{*}$ is also set, then we need to set $\operatorname{arc}_{j, k}$ as well. The following table summarizes all parts of the formula:

| $\forall i, j, k \in\{1, \ldots, n\}$ | SAT-formulation |
| :---: | :---: |
| $\mathfrak{i} \neq \boldsymbol{j}, \mathfrak{i} \neq k, \mathfrak{j} \neq k$ | $\operatorname{ord}_{\mathrm{i}, \mathrm{j}}^{*} \wedge \operatorname{ord}_{\mathrm{j}, \mathrm{k}}^{*} \rightarrow \operatorname{ord}_{\mathrm{i}, \mathrm{k}}^{*}$ |
| $\left\{v_{i}, v_{j}\right\} \in \mathrm{E}$ | $\operatorname{arc}_{i, j} \vee \operatorname{arc}_{j, i}$ |
| $i \neq j$ | $\operatorname{ord}_{\mathrm{i}, \mathrm{j}}^{*} \rightarrow \neg \mathrm{arc}_{j, \mathrm{i}}$ |
| $\mathfrak{i} \neq \mathfrak{j}, \mathfrak{i} \neq k, \mathfrak{j} \neq k$ | $\operatorname{ord}_{j, k}^{*} \wedge \operatorname{arc}_{i, j} \wedge \operatorname{arc}_{i, k} \rightarrow \operatorname{arc}_{j, k}$ |

Parameterized Cardinality Constraints. To ensure that the width of the produced elimination does not exceed a value $t \in \mathbb{N}$, we also need to make sure that for each $v_{i}$, at most $t$ edges $\left(v_{i}, v_{j}\right)$ exist in $G_{\pi}$. For a fixed t we define the formula $\varphi(\mathrm{G}, \mathrm{t})$ as above and add the constraints $\sum_{j=1}^{n} \operatorname{arc}_{i, j} \leqslant t$ for every $i$. Such constraints are called cardinality constraints and are usually implemented using a sorting network. Standard implementations, for instance using Batcher's odd-even mergesort, introduce $\mathrm{O}\left(\mathrm{n} \log ^{2} n\right)$ auxiliary variables. In Jdrasil we use parameterized cardinality constraints of size $\mathrm{O}(\mathrm{t} \cdot \mathrm{n})$ whenever t is small enough. They are based on classical sequential counters. An overview of different encodings for cardinality constraints can be found in the following survey papers [10, 92].
In order to determine $\mathrm{tw}(\mathrm{G})$, the above encoding would be used for $\mathrm{t}=\mathrm{n}, \mathrm{n}-1, \ldots$ until the system does not have any solution. We make use of the iterative abilities of modern SAT-solvers that allows to add clauses to an already solved formula. This technique was also recommended by Berg and Järvisalo [26]. The solver starts by solving the formula $\varphi(\mathrm{G}, \mathrm{n})$. After the sat-solver has solved a formula $\varphi(\mathrm{G}, \mathrm{t})$ for some $1 \leqslant t \leqslant n$, it adds the constraints $\sum_{j=1}^{n} \operatorname{arc}_{i, j} \leqslant t-1$ for every $i$, obtaining the formula $\varphi(\mathrm{G}, \mathrm{t}-\mathrm{I})$. The solver then tries to solve this new formula and it repeats the whole procedure until it reaches a t for which $\varphi(\mathrm{G}, \mathrm{t})$ is not satisfiable.

Adding the Clique Trick. We extend the encoding of Berg and Järvisalo by a trick that was observed in the context of exact algorithms for treewidth [36]: From the defi-

| $\forall i, j \in\{1, \ldots, n\}$ | sat-formulation |
| ---: | :--- |
| $v_{i} \in \mathrm{~V} \backslash \mathrm{C}, v_{\mathrm{j}} \in \mathrm{C}$ | $\operatorname{ord}_{\mathrm{i}, \mathrm{j}}^{*}$ |
| $v_{\mathrm{i},}, v_{\mathrm{j}} \in \mathrm{C}, \mathrm{i}<\mathrm{j}$ | $\operatorname{ord}_{\mathrm{i}, \mathrm{j}}^{*}$ | nition of partial k-trees (an equivalent formalism for treewidth), it follows that if $\mathrm{C} \subseteq \mathrm{V}$ is a clique in G , then there is an optimal elimination order for G that eliminates $C$ at the very end. Therefore, if we know some clique $C$ in $G$ we can hard-wire the ord ${ }_{j, k}^{*}$ for it. The new parts that we add to the formula are shown in the table.

This technique is the better the larger the clique is. Of course, in general it is intractable to find a large clique. In our implementation we use the sat-solver for this task as well, but give it only a limited amount of time. In case the solver does not find a clique, we run a simple heuristic to find at least some clique. I noticed, however, that this event happens rarely as the sat-solver works well to find cliques on graphs of small treewidth - which is not surprising, as the maximum size of a clique in G is bounded by the treewidth of G .
Adding the clique trick can be seen as adding domain specific knowledge to the formula. I suspect that it implies a strong form of symmetry breaking, as the performance boost obtained by the trick is astonishing. For instance, the McGee graph (the smallest cubic graph of girth 7) is the highly symmetric graph visualized in the margin. It has only 24 vertices and 36 edges, but a corresponding sat-formula without the clique trick could not be solved in over 5 hours. In contrast, the formula with the clique trick can be solved in less than 5 minutes - and that despite the fact that the largest clique has just size 2 (it is highlighted in the figure). A similar positive effect was later observed when an updated version of the clique trick was used for a novel
 sAT-encoding for fractional hypertreewidth [81].

Adding the Twin Trick. Another trick that we may add is the twin trick, which is based on the following observation: Assume $v, w \in \mathrm{~V}$ are twins (that is, $\mathrm{N}(v)=\mathrm{N}(w)$ ) and assume $\pi$ is an optimal elimination order in which $v$ is eliminated before $w$; then the permutation $\pi^{\prime}$ that is created from $\pi$ by swapping $v$ and $w$ is optimal as well. This claim is implied by the following observation: Whenever one of the twins will be eliminated, the other one becomes simplicial (its neighborhood is a clique), and it is well known that such a vertex can safely be eliminated at any time [99].
The twin-relation is in fact an equivalence relation on $V$,

$$
\begin{aligned}
& \forall \mathrm{i}, \mathrm{j} \in\{1, \ldots, \mathrm{n}\}, \forall \ell \in\{1, \ldots, \mathrm{q}\} \text { sat-formulation } \\
& \hline v_{\mathrm{i}}, v_{\mathrm{j}} \in \mathrm{P}_{\ell} \backslash \mathrm{C}, \mathrm{i}<\mathrm{j} \operatorname{ord}_{\mathrm{i}, \mathrm{j}}^{*} \\
& \hline
\end{aligned}
$$ and we may safely fix any or-

der on the vertices in every equivalence class. We only have to be cautious whenever we use this trick in combination with the clique trick: If a twin is part of the clique, it must be ordered behind the other twins within the same equivalence class - otherwise we would encode a contradiction. Formally, we add the parts shown in the table to our encoding, where $P_{1}, \ldots, P_{q}$ are the non-trivial twin-classes of $G$ (that means $\left|\mathrm{P}_{\mathrm{i}}\right|>1$ ) and $\mathrm{C} \subseteq \mathrm{V}$ is the clique used for the clique trick.

The combination of preprocessing and splitting followed by a sat-based approach works surprisingly well in practice. Sebastian Berndt, Thorsten Ehlers, and myself participated with it in the PACE 2016 challenge, the results can be found in [63] and a follow-up analysis was done in [16]. The implementation was also used in a local improvement solver by Fichte, Lodha, and Szeider, where it outperformed other approaches [83]. The same group later extended the approach to other parameters such as treedepth and fractional hypertreewidth [81, 96].

### 10.4 Exact Solving via Positive Instance Driven Dynamic Programming

In this section we will study an exact algorithm for treewidth based on a novel algorithmic technique called positive instance driven dynamic programming. This technique was invented by Hisao Tamaki for his submission to the first Parameterized Algorithms and Computational Experiments Challenge (PACE 2016) [156]. In the second iteration of the challenge (PACE 2017) all submissions - including another one by Tamaki [157, 158], the winning submission by Larisch and Salfelder [128], as well as my own submission [14, 15] - were based on positive instance driven dynamic programming. In fact, the currently best way of computing optimal tree decompositions in practice is using this technique, and it seems that it is inherently better than other classical dynamic programs for treewidth [158, 159].
In this section I will present an algorithm due to Sebastian Berndt and myself that is directly based on Tamaki's first algorithm [156] and that applies positive instance driven dynamic programming to solve a general version of graph searching [14, 86]. Since graph searching is deeply linked to various graph decompositions, we will not only obtain an algorithm for treewidth, but also for other graph parameters such as pathwidth and treedepth.

What is positive instance driven dynamic programming? This technique describes an execution mode for a classical dynamic program. Before we go into the details of the definition, let us stipulate what we mean by a "classical dynamic program." Assume we wish to solve some decision problem, a classical dynamic program is a recursive procedure that solves the problem (it returns either true or false) together with a memoization table. Such a program explores its configuration graph (also called the memoization graph), which is the acyclic graph that contains all possible configurations as vertex set and which has directed edges according to the recursive calls of the procedure. This graph has a unique start configuration and its sinks correspond to the configurations at which the recursion stops. These sinks are partitioned into win configurations and lose configurations (depending on whether the recursive procedure returns true or false, respectively). The dynamic program labels each non-sink vertex $v$ of the configuration graph with either true or false using a Boolean combination of the truth values of the children of $v$. All vertices that are labeled with
true constitute the winning region (the positive instances), and the decision problem reduces to the question whether or not the start configuration is part of this region.

It is a bit tricky to work directly with the configuration graph, as it does not encode any information about the Boolean combination used to label its vertices. Therefore, we will only consider dynamic programs that use Boolean combinations of the following form: Let $\mathrm{H}=(\mathrm{V}, \mathrm{E})$ be the configuration graph of the program and let $\lambda: V \rightarrow\{$ true, false $\}$ be the labeling computed by it, then for all non-sink vertices $v$ there is a (potentially empty) set $\mathrm{I} \subseteq \mathrm{N}(v)$ such that:

$$
\lambda(v)=\bigwedge_{w \in \mathrm{I}} \lambda(w) \quad \vee \quad \bigvee_{w \in \mathrm{~N}(v) \backslash \mathrm{I}} \lambda(w) .
$$

If we consider dynamic programs with this property, then we can encode the way $\lambda$ is computed by coloring the edges of the configuration graph. An edge-alternating graph is a triple $H=(V, E, A)$ consisting of a vertex set $V$, an existential edge relation $\mathrm{E} \subseteq \mathrm{V} \times \mathrm{V}$, and a universal edge relation $\mathrm{A} \subseteq \mathrm{V} \times \mathrm{V}$. We define the neighborhood of a vertex $v$ as $\mathrm{N}_{\exists}(v)=\{w \mid(v, w) \in E\}$, $\mathrm{N}_{\forall}(v)=\{w \mid(v, w) \in A\}$, and $\mathrm{N}(v)=\mathrm{N}_{\exists}(v) \cup \mathrm{N}_{\forall}(v)$. An edge-alternating s-t-path is a set $\mathrm{P} \subseteq \mathrm{V}$ such that (i) $\mathrm{s}, \mathrm{t} \in \mathrm{P}$ and (ii) for all $v \in \mathrm{P}$ with $v \neq \mathrm{t}$ we have either $\mathrm{N}_{\exists}(v) \cap \mathrm{P} \neq \emptyset$ or $\emptyset \neq N_{\forall}(v) \subseteq P$ or both. We write $s \prec t$ if such a path exists and define $\mathcal{B}(\mathrm{Q})=\{v \mid v \in \mathrm{Q}$ or there is a $w \in \mathrm{Q}$ with $v \prec w\}$ for $\mathrm{Q} \subseteq \mathrm{V}$ as the set of vertices on edge-alternating paths leading to $Q$. Observe that the winning region is exactly $\mathcal{B}(Q)$ if $Q$ is the set of win configurations. Further, observe that edgealternating graphs are a generalization of alternating graphs (we studied them in Section 4.2), in which we have for all vertices $v$ either $\mathrm{N}_{\exists}(v)=\emptyset$ or $\mathrm{N}_{\forall}(v)=\emptyset$. Example 144 on the next page illustrates the concept with a simple two-player game.

As the name suggests, a positive instance driven dynamic program is a procedure that mimics a classical dynamic program, but that computes only the winning region (the positive instances) without ever "touching" the rest of the configuration graph. It is not clear at all whether such a procedure exists for a given classical dynamic program. If it exists, however, it will usually require much more time to explore a new configuration than the classical dynamic program would require (because it has to explore the configuration graph in a reversed direction). The hope is, of course, that the winning region is much smaller than the
 whole configuration graph. It is easy to see that, in principle, the winning region can be exponentially smaller than the configuration graph - consider for instance
a configuration graph that is a spider with $2^{n}$ legs of size $n$, in which only one win configuration exists at the end of a leg (as shown in the figure). How big the difference between the size of the winning region and the size of the configuration graph is in reality, depends highly on the dynamic program and the given input.

- Example 144

Consider the following 2-color-construction game played by Alice and Bob: The input is a two-colorable graph $G=(\mathrm{V}, \mathrm{E})$, and Alice begins. In each turn, a player may color an uncolored vertex with one of two colors, as long as the induced coloring is still proper (that is, adjacent vertices have different colors). Alice wins if all vertices of the graph are colored (which implies a proper coloring), otherwise Bob wins. The configuration graph of a simple algorithm, which tries all possible moves, is shown below for the input graph $G=0-0$. Existential edges are black and universal edges are blue. The winning region (the positive instances) is highlighted, and the two win configurations are the configurations in the dashed box.


Computing Tree Decompositions via Graph Searching. If we wish to use positive instance driven dynamic programming to compute optimal tree decompositions, we first require a classical dynamic program for that task. In order to formulate such a dynamic program, we use an equivalent characterization of treewidth in the form of a vertex pursuit-evasion game. We study classical graph searching in a general setting proposed by Fomin, Fraigniaud, and Nisse [86]. The input is an undirected graph $G=(V, E)$ and a number $k \in \mathbb{N}$, and the question is whether a team of $k$ searchers can catch an invisible fugitive on $G$ by the following set of rules: At the beginning, the fugitive is placed at a vertex of her choice and at any time, she knows the position of the searchers. In every turn she may move with unlimited speed along edges of the graph, but may never cross a vertex occupied by a searcher. This implies that
the fugitive does not occupy a single vertex but rather a subgraph, which is separated from the rest of the graph by the searchers. The vertices of this subgraph are called contaminated, and at the start of the game all vertices are contaminated. The searchers, trying to catch the fugitive, can perform one of the following operations during their turn:

1. place a searcher on a contaminated vertex;
2. remove a searcher from a vertex;
3. reveal the current position of the fugitive.

When a searcher is placed on a contaminated vertex, the vertex becomes clean. When a searcher is removed from a vertex $v$, the vertex may become recontaminated if there is a contaminated vertex adjacent to $v$. The searchers win the game if they manage to clean all vertices, that is, if they catch the fugitive; the fugitive wins if, at any point, a recontamination occurs, or if she can escape infinitely long. Note that this implies that the searchers have to catch the fugitive in a monotone way. A priori one could assume that the later condition gives the fugitive an advantage (recontamination could be necessary for the cleaning strategy), however, a crucial result in graph searching is that "recontamination does not help" in all variants of the game that we consider [28, 98, 127, 131, 152].
The search number $s(G)$ of a graph $G=(V, E)$ is the minimum number of searchers required to ensure that the searchers can catch the fugitive. It is well known that this number is directly linked to the treewidth of G , and that this connection is constructive in the sense that a winning strategy of the searchers can be turned into a tree decomposition and vice versa.

- Fact 145 (Originally [152], for the version presented here see also [86] and [14].) For every graph $G=(V, E)$ it holds that $s(G)=t w(G)+1$.
Equipped with the link between treewidth and graph searching, our task of providing a dynamic program for treewidth has reduced to the task of providing a dynamic program that determines whether $k$ searchers have a winning strategy.
We simplify the game to make it more accessible for an algorithmic approach. First of all, we restrict the fugitive in the following sense: Since she is invisible to the searchers and travels with unlimited speed, there is no need for her to take regular actions. Instead, the only moment when she is actually active is when the searchers perform a reveal. If C is the set of contaminated vertices, consisting of the induced components $C_{1}, \ldots, C_{\ell}$, a reveal will uncover the component in which the fugitive hides and, as a result, reduce C to $\mathrm{C}_{\mathfrak{i}}$ for some $1 \leqslant \mathfrak{i} \leqslant \ell$. The only task of the fugitive is, thus, to answer a reveal with such a number $i$. We call the whole process of the searchers performing a reveal, the fugitive answering it, and finally of reducing C to $C_{i}$ a reveal-move.

We will also restrict the possible moves of the searchers by the concept of implicit searcher removal. Let $S \subseteq V(G)$ be the vertices currently occupied by the searchers, and let $\mathrm{C} \subseteq \mathrm{V}(\mathrm{G})$ be the set of contaminated vertices. We call a vertex $v \in \mathrm{~S}$ covered if every path between $v$ and C contains a vertex $w \in \mathrm{~S}$ with $w \neq v$.

## - Lemma 146

A covered searcher can be removed safely.

Proof. As we have $\mathrm{N}(v) \cap \mathrm{C}=\emptyset$, the removal of $v$ will not increase the contaminated area. Furthermore, at no later point of the game $v$ can be recontaminated, unless a neighbor of $v$ gets recontaminated as well (in which case the game would already be lost for the searchers).

- Lemma 147

Only covered searchers can be removed safely.

Proof. Since for any other vertex $w \in S$ we have $\mathrm{N}(w) \cap \mathrm{C} \neq \emptyset$, the removal of $w$ would recontaminate $w$ and, hence, would result in a defeat of the searchers.

Both lemmas together imply that the searchers never have to decide to remove a searcher, but rather can do it implicitly. We thus restrict the possible moves of the searchers to a combined move of placing a searcher and immediately removing all searchers on covered vertices. We call this a fly-move. Observe that the sequence of original moves mimicked by a fly-move does not contain a reveal and, thus, may be performed independently of any action of the fugitive. We are now ready to describe the configurations of the game, which we do in the form of $k$-blocks:

## Definition 148

A k-block, or simply a block, of a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ is a tuple $(\mathrm{S}, \mathrm{C})$ with $\mathrm{S}, \mathrm{C} \subseteq \mathrm{V}$ such that:

1. $\mathrm{S} \cap \mathrm{C}=\emptyset$;
2. $\mathrm{N}(\mathrm{C}) \subseteq \mathrm{S}$;
3. $|S| \leqslant k$.

A block ( $\mathrm{S}, \mathrm{C}$ ) encodes the position of the searchers (the set $S$ ) and the contaminated area (the set C ). Observe that in any block ( $\mathrm{S}, \mathrm{C}$ ) the set S separates C from the rest of G . We can explore all blocks, and thus all configurations of the game, with the following "Robertson-Seymour fashioned" dynamic program ${ }^{1}$ in order to determine whether $k$ searcher have a winning strategy. It is assumed that an input graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a target number $\mathrm{k} \in \mathbb{N}$ is globally available in memory, and that the procedure is started with the block $(\emptyset, \mathrm{V})$ and executed using memoization.

```
procedure divideAndCatch(S, C)
    // recursion stops
    if \(|S|>k\) then // we need too many searchers \(\rightarrow\) lose configuration
        return false
    end
    if \(C=\emptyset\) then // the searchers cleaned the graph \(\rightarrow\) win configuration
        return true
    end
    // implicit searcher removal
    for \(v \in S\) do
        if \(\mathrm{N}_{\mathrm{G}}(v) \cap \mathrm{C}=\emptyset\) then
            return divideAndCatch \((S \backslash\{v\}, C)\)
        end
    end
    // reveal-move
    \(\mathrm{C}_{1}, \ldots, \mathrm{C}_{\ell} \leftarrow\) connectedComponents \((\mathrm{G}[\mathrm{C}])\)
    if \(\ell>1\) then
        return \(\bigwedge_{i=1}^{\ell}\) divideAndCatch \(\left(S, C_{i}\right)\)
    end
    // fly-move
    return \(\bigvee_{v \in C}\) divideAndCatch \((S \cup\{v\}, C \backslash\{v\})\)
end
```

Note that, in the case of the procedure returning true, it is easy to obtain a winning strategy using backtracking. In fact, this strategy is a width $k-1$ tree decomposition. Looking at the program a little closer, it is obvious that the only interesting configurations of the program are the blocks with $S=N(C)$. We call such objects full blocks. We can rewrite the algorithm such that it works only with full blocks, which will make it easier to analyze its configuration graph.

[^0]```
procedure divideAndCatchFull(C)
    // recursion stops
    if C=\emptyset then // the searchers cleaned the graph -> win configuration
        return true
    end
    // reveal-move
    C
    if \ell>1 then
        return \}\mp@subsup{\}{i=1}{\ell}\mathrm{ divideAndCatchFull(Ci}
    end
    // not enough searcher to perform a fly-move
    if }|\mp@subsup{N}{G}{}(C)|=k the
        return false
    end
    // fly-move
    return }\mp@subsup{\bigvee}{v\inC}{}\mathrm{ divideAndCatchFull(C\{v})
end
```

This is exactly the dynamic program to which we will apply the positive instance driven dynamic programming technique. To that end, let us define the configuration graph of the algorithm: For an input graph $G=(V, E)$ and a number $k \in \mathbb{N}$, it is the edge-alternating graph $\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}, \mathrm{A}^{\mathrm{H}}\right)$ with:

$$
\begin{aligned}
V(H) & =\left\{C \mid C \subseteq V(G) \text { and }\left|N_{G}(C)\right| \leqslant k\right\} \\
E^{H} & =\left\{\left(C, C^{\prime}\right) \mid C \backslash\{v\}=C^{\prime} \text { for some } v \in C \text { and }\left|N_{G}(C)\right|<k\right\} \\
A^{H} & =\left\{\left(C, C^{\prime}\right) \mid C^{\prime} \text { is a connected component of } G[C]\right\} .
\end{aligned}
$$

Observe that the set $Q$ of win configurations of the graph is exactly the set $\{\{v\} \mid$ $v \in \mathrm{~V}(\mathrm{G})$ and $\left.\left|\mathrm{N}_{\mathrm{G}}(\{v\})\right|<\mathrm{k}\right\}$, as these are the positions in which the searchers can catch the fugitive after they have cleaned everything else. The winning region is, thus, $\mathcal{B}(Q)$ and our aim is to develop an algorithm that computes this region. Our algorithm traverses H "backwards" by starting at the set Q of winning configurations and by uncovering $\mathcal{B}(Q)$ layer by layer. In order to achieve this, we need to compute the predecessors of a configuration $C$. This is easy if $C$ was reached by a fly-move, as we can simply enumerate the at most $k$ possible predecessors (the last searcher that was placed is in $N(C)$, therefore the predecessors of $C$ are exactly the configurations $\mathrm{C}^{\prime}=\mathrm{C} \cup\{v\}$ with $v \in \mathrm{~N}(\mathrm{C})$ and $\left.\left|\mathrm{N}\left(\mathrm{C}^{\prime}\right)\right|<k\right)^{2}$. Reversing a revealmove, that is, finding the universal predecessors, is significantly more involved. A simple approach is to test for every subset of already explored configurations if we can "glue" them together - but this would result in a run time of the form $2^{|V(H)|}$.

[^1]Fortunately, we can avoid this exponential blow-up as H has the following useful property:

## - Definition 149 (Universal Consistent)

We say that an edge-alternating graph $H=(V, E, A)$ is universal consistent with respect to a set $\mathrm{Q} \subseteq \mathrm{V}$ if for all $v \in \mathrm{~V} \backslash \mathrm{Q}$ with $v \in \mathcal{B}(\mathrm{Q})$ and $\mathrm{N}_{\forall}(v)=\left\{w_{1}, \ldots, w_{r}\right\}$ we have (i) $\mathrm{N}_{\forall}(v) \subseteq \mathcal{B}(Q)$ and (ii) for every $\mathrm{I} \subseteq\left\{w_{1}, \ldots, w_{r}\right\}$ with $|I| \geqslant 2$ there is a vertex $v^{\prime} \in \mathrm{V}$ with $\mathrm{N}_{\forall}\left(v^{\prime}\right)=\mathrm{I}$ and $\nu^{\prime} \in \mathcal{B}(\mathrm{Q})$.

Intuitively, this definition implies that for every vertex with high universal-degree there is a set of vertices that we can arrange in a tree-like fashion to realize the same adjacency relation. This allows us to glue only two configurations at a time and, thus, removes the exponential dependency.

## - Example 150

Consider the following three edge-alternating graphs, where black edges are existential and the blue edges are universal. The set Q contains a single vertex that is highlighted. From left to right: the first graph is universal consistent; the second and third one are not. The second graph conflicts the condition that $v \in \mathcal{B}(\mathrm{Q})$ implies $N_{\forall}(v) \subseteq \mathcal{B}(Q)$, as the vertex on the very left is contained in $\mathcal{B}(Q)$ by the top path, while its universal neighbor on the bottom path is not contained in $\mathcal{B}(Q)$. The third graph conflicts the condition that $\mathrm{N}_{\forall}(v)=\left\{w_{1}, \ldots, w_{r}\right\}$ implies that for every $\mathrm{I} \subseteq\left\{w_{1}, \ldots, w_{r}\right\}$ with $|\mathrm{I}| \geqslant 2$ there is a vertex $v^{\prime} \in \mathrm{V}$ with $\mathrm{N}_{\forall}\left(v^{\prime}\right)=\mathrm{I}$ and $v^{\prime} \in \mathcal{B}(Q)$ as witnessed by the vertex with three outgoing universal edges.

$\triangleleft$

- Lemma 151

For every graph $G=(V, E)$ and number $k \in \mathbb{N}$, the edge-alternating configuration graph H of the algorithm divideAndCatchFull $(\mathrm{V})$ is universal consistent.

Proof. For the first property observe that "reveals do not harm": Searchers that can catch the fugitive without knowing where she hides, certainly can do so if they know.

For the second property consider any configuration $C \in V(H)$ that has universal edges to $\mathrm{C}_{1}, \ldots, \mathrm{C}_{\ell}$. By definition we have $\left|\mathrm{N}_{\mathrm{G}}(\mathrm{C})\right| \leqslant \mathrm{k}$ and $\mathrm{N}_{\mathrm{G}}\left(\mathrm{C}_{\mathrm{i}}\right) \subseteq \mathrm{N}_{\mathrm{G}}(\mathrm{C})$ for all $1 \leqslant i \leqslant \ell$. Therefore we have for every $I \subseteq\{1, \ldots, \ell\}$ and $C^{\prime}=\cup_{i \in I} C_{i}$ that $\mathrm{N}_{\mathrm{G}}\left(\mathrm{C}^{\prime}\right) \subseteq \mathrm{N}_{\mathrm{G}}(\mathrm{C})$ and $\left|\mathrm{N}_{\mathrm{G}}\left(\mathrm{C}^{\prime}\right)\right| \leqslant \mathrm{k}$ and, thus, $\mathrm{C}^{\prime} \in \mathrm{V}(\mathrm{H})$.

We are now ready to formulate the algorithm for computing the winning region. In essence, the algorithm runs in two phases: First it computes the set Q of winning configurations; second the winning region $\mathcal{B}(Q)$ is computed by the sketched reversed moves.

```
procedure catchAndGlue(G,k)
    K}\leftarrow
    initialize empty queue
    // Phase I: compute Q
    for v}\in\textrm{V}(\textrm{G})\mathrm{ do
        offer({v},k-1)
    end
    // Phase II: compute \mathcal{B}(Q)
    while queue not empty do
        extract C from queue
        // reverse fly-moves
        for v\in NG(C) do
            offer(C\cup{v},k-1)
        end
        // reverse reveal-moves
        for C'}\mp@subsup{C}{}{\prime}\inK d
            if not intersect(C, C') then
                offer(C\cupC',k)
            end
        end
    end
    // done, we now have K=\mathcal{B}(Q)
    return K
end
```

Theorem 152
The algorithm catchAndGlue $(\mathrm{G}, \mathrm{k})$ finishes in at most $\mathrm{O}\left(|\mathcal{B}(\mathrm{Q})|^{2} \cdot|\mathrm{~V}|^{2}\right)$ steps and correctly outputs $\mathcal{B}(\mathrm{Q})$.

Proof. The algorithm is supposed to compute $Q$ in phase $I$ and the rest of $\mathcal{B}(Q)$ in phase II. Observe that $Q$ is correctly computed in phase I by the definition of $Q$.
To show the correctness of the second phase we argue that the computed set $K$ equals $\mathcal{B}(Q)$. Observe that $K$ is exactly the set of vertices inserted into the queue. We first show $K \subseteq \mathcal{B}(Q)$ by induction over the ith inserted vertex. The first vertex $C_{1}$ is in $\mathcal{B}(Q)$ as $C_{1} \in Q$. Now consider $C_{i}$. As $C_{i} \in K$, it was either added in Line 16 or Line 22. In the first case there was a vertex $C_{i}^{\prime} \in K$ such that $C_{i}=C_{i}^{\prime} \cup\{v\}$ for some $v \in \mathrm{~N}_{\mathrm{G}}\left(\mathrm{C}_{\mathfrak{i}}^{\prime}\right)$. By the induction hypothesis we have $\mathrm{C}_{i}^{\prime} \in \mathcal{B}(\mathrm{Q})$ and by the definition of the configuration graph we have $\left(C_{i}, C_{i}^{\prime}\right) \in E^{H}$ and, therefore, we also have that $C_{i} \in \mathcal{B}(Q)$. In the second case there were vertices $C_{i}^{\prime}$ and $C_{i}^{\prime \prime}$
with $C_{i}^{\prime}, C_{i}^{\prime \prime} \in K$ and $C_{i}=C_{i}^{\prime} \cup C_{i}^{\prime \prime}$. By the induction hypothesis we have again $C_{i}^{\prime}, C_{i}^{\prime \prime} \in \mathcal{B}(Q)$. Let $t_{1}, \ldots, t_{\ell}$ be the connected components of $C_{i}^{\prime}$ and $C_{i}^{\prime \prime}$. Since $H$ is universal consistent with respect to $Q$ by Lemma 151 , we have $t_{1}, \ldots, t_{\ell} \in \mathcal{B}(Q)$. By the definition of $H$ we have $N_{\forall}\left(C_{i}\right)=t_{1}, \ldots, t_{\ell}$ and, thus, $C_{i} \in \mathcal{B}(Q)$.

To see $\mathcal{B}(Q) \subseteq K$ consider for a contradiction the vertices of $\mathcal{B}(Q)$ in reversed topological order (recall that H is acyclic) and let C be the first vertex in this order with $C \in \mathcal{B}(Q)$ and $C \notin K$. If $C \in Q$ we have $C \in K$ by phase $I$ and are done, so assume otherwise. Since $C \in \mathcal{B}(Q)$ we have either $N_{\exists}(C) \cap \mathcal{B}(Q) \neq \emptyset$ or $\emptyset \neq N_{\forall}(C) \subseteq \mathcal{B}(Q)$. In the first case there is a $C^{\prime} \in \mathcal{B}(Q)$ with $\left(C, C^{\prime}\right) \in E^{H}$. Therefore, $\mathrm{C}^{\prime}$ precedes C in the reversed topological order and, by the choice of C , we have $C^{\prime} \in K$. Therefore, at some point of the algorithm $C^{\prime}$ gets extracted from the queue and, in Line 16 , would add C to K , a contradiction.

In the second case, the configuration graph contains vertices $t_{1}, \ldots, t_{\ell}$ such that $\mathrm{N}_{\forall}(\mathrm{C})=\left\{\mathrm{t}_{1}, \ldots, \mathrm{t}_{\ell}\right\}$ and $\mathrm{t}_{1}, \ldots, \mathrm{t}_{\ell} \in \mathcal{B}(\mathrm{Q})$. By the choice of C , we have again $t_{1}, \ldots, t_{\ell} \in K$. Since $H$ is universal consistent with respect to $Q$, we have for every $I \subseteq\{1, \ldots, \ell\}$ that $\bigcup_{i \in I} t_{i}$ is contained in $\mathcal{B}(Q)$. In particular, the vertices $t_{1} \cup t_{2}$, $t_{3} \cup t_{4}, \ldots, t_{\ell-1} \cup t_{\ell}$ are contained in $\mathcal{B}(Q)$, and these elements are added to $K$ whenever the $t_{i}$ are processed (for simplicity assume here that $\ell$ is a power of 2 ). Once these elements are processed, Line 22 will also add their union, that is, vertices of the form $\left(t_{1} \cup t_{2}\right) \cup\left(t_{3} \cup t_{4}\right)$. In this way, the process will add vertices that correspond to increasing subgraphs of $G$ to $K$, resulting ultimately in adding $\bigcup_{i=1}^{\ell} t_{i}=C$ to $K$, which is the contradiction we have been looking for.

Theorem 152 provides us with an efficient algorithm for computing the winning region of the search game. Since the question whether the input graph has treewidth at most $k-1$ can be answered by a simple lookup that checks whether the start configuration $V(G)$ is contained in this region, we can answer this question in the same time. In fact, we can compute a corresponding winning strategy - and thus a tree decomposition -on the fly, by tracking which operation offers which configurations to K. Another strength of Theorem 152 is that it can easily be adapted to other graph parameters as graph searching is very general: If we forbid reveals, the search number equals $\mathrm{pw}(\mathrm{G})+1$; if we forbid to remove placed searchers, the search number equals $\operatorname{td}(\mathrm{G})$. In fact, it can be shown that we can compute the corresponding decompositions within the same time bound by a small modification of the algorithm used for Theorem 152 [14]. However, for this section we are content with the computation of optimal tree decompositions.

In the rest of this section, we will apply algorithmic engineering in order to speed up the algorithm in practice (without improving its theoretical run time). The main idea of all of the following improvements is that we do not need to know $\mathcal{B}(Q)$ completely, as we only want to know whether the start configuration is contained in it.


The Priority Heuristic. The first observation we use is that the start configuration $\mathrm{V}(\mathrm{G})$ is the largest block. Thus, we wish to generate large configurations quickly. We can prioritize such configurations by changing the queue to a priority queue in which the priority of a block $(\mathrm{N}(\mathrm{C}), \mathrm{C})$ is the cardinality of C . In this way, the algorithm will extend larger blocks first and, thus, hopefully finds the start configuration faster. Despite its simplicity, this heuristic has an enormous effect in practice. For instance, the McGee Graph mentioned in the previous section is a hard instance for the algorithm presented in this section as well (there are many configurations to glue, as the graph is very symmetric) - the plain algorithm is not able to solve it within 10 minutes, while using the priority heuristic it is solved in less than a second.

The Fast-Contamination Heuristic. Another trick that we can apply is to contaminate vertices instantaneously whenever this is safe. Contaminating a vertex means increasing a currently handled full block $(\mathrm{N}(\mathrm{C}), \mathrm{C})$ by taking a vertex $v \in \mathrm{~N}(\mathrm{C})$ and moving it to $C$. This operation is performed by the reverse fly-move, where we try all possible choices of $v$. However, this operation is safe if $N(C \cup\{v\}) \subseteq N(C)$, that is, if we do not require any additional searchers for the new block. Therefore, if we find such a vertex we can directly contaminate it, and the fast-contamination heuristic does exactly this: Whenever we explore a new full block, we greedily contaminate all vertices that can be contaminated safely.

Additionally, we may always contaminate the remaining graph if it is smaller than $k$, that is, if we handle a full block ( $N(C), C$ ) with $|V \backslash C|<k$, then we can contaminate the whole graph at once. In this scenario, the start configuration of the searchers would be $V \backslash C$, from where they then would move to $N(C)$.

The Fast-Glue Heuristic. Star-like graphs are worst-case instances for the presented algorithm. Consider for instance the star shown in the margin and observe that for the optimal search number $\mathrm{k}=2$, the set Q of win configurations is exactly the set of leaves, that is, $\mathrm{Q}=\{\{1\},\{2\},\{3\},\{4\},\{5\},\{6\},\{7\},\{8\},\{9\}\}$. Observe that for none of these configurations a reverse fly-move is possible, as the neighborhood of any set containing the vertex 0 is too large. Therefore, the algorithm can only generate larger configurations by gluing the small configurations together, and it will therefore first generate all pairs, then all 3-tuples, then all 4-tuples, and so on. With other words, for such instances $\mathcal{B}(Q)$ is of exponential size and the algorithm will fully list $\mathcal{B}(Q)$ before it finds the start configuration.

To overcome this issue, the fast-glue heuristic keeps gluing a full block as long as possible, before it handles the next block. This can be achieved by replacing Lines 20-24 in the main algorithm with the code snippet on the next page.

```
init empty stack
puch C
while stack is not empty do
    pop C' from stack
    for C"}\inK d
        if not intersect(C', C") then
                offer(C'\cupC'\prime, k)
                push C'\cupC' to stack
            end
    end
end
```

Considering the star example again, the heuristic will glue the first handled win configuration, say $\{1\}$, together to $\{1,2,3,4,5,6,7,8,9\}$ before extracting any other block from the queue. If we use the heuristic in combination with the fast-contamination heuristic, this block will be extended to $\{0,1,2,3,4,5,6,7,8,9\}$ and the algorithm finds a solution without extracting any other block from the queue.

Discarding Configurations via Pruning. While we are exploring the winning region $\mathcal{B}(Q)$ we may encounter configurations that are not necessary for an optimal tree decomposition, as we may already have encountered a "better" configuration. In this scenario, we can safely discard this configuration by not adding it to $\mathcal{B}(Q)$ and by not offering it to the queue - which in return will increase the speed of the algorithm.

Assume we encounter a block ( $\mathrm{N}(\mathrm{C}), \mathrm{C})$ for the first time, and assume that we have already found a block $\left(N\left(C^{\prime}\right), C^{\prime}\right)$ with $C \subseteq C^{\prime}$ and $N\left(C^{\prime}\right) \subseteq N(C)$. We can safely discard ( $\mathrm{N}(\mathrm{C}$ ), C ), as any strategy of the searchers that use this block (the searcher visit $\mathrm{N}(\mathrm{C})$ to clean C ) can instead use ( $\left.\mathrm{N}\left(\mathrm{C}^{\prime}\right), \mathrm{C}^{\prime}\right)$, as this requires fewer searchers at the same spot while cleaning a larger part of the graph ( $\mathrm{C}^{\prime}$ rather than C ).

The Potential-Maximal-Clique-Heuristic. The last heuristic is based on more involved graph theoretic concepts concerning tree decompositions. A potential maximal clique of a graph $G=(V, E)$ is a set of vertices $\Omega \subseteq V$ that is a clique in some minimal triangulation of G . Bouchitté and Todinca have proven the following more accessible local characterization of potential maximal cliques [44], which allows us to efficiently test whether a given set of vertices is a potential maximal clique:

- Fact 153 ([44])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph and $\Omega \subseteq \mathrm{V}$, then $\Omega$ is a potential maximal clique if and only if:

1. $\mathrm{G}[\mathrm{V} \backslash \Omega]$ has no full component associated with $\Omega$;
2. for all $u, v \in \Omega$ we have either $\{u, v\} \in \mathrm{E}$ or there is at least one component C associated with $\Omega$ such that $u, v \in N(C)$.

One can show that, if $k$ searchers have a winning strategy on $G$, then they have also a winning strategy with the following more restricted set of rules: Whenever the searchers place new searchers on $G$, the set $S$ of searchers has to be a potential maximal clique; and whenever the searchers remove some searchers from the graph, the set $S$ must be a minimal separator [88] (see also Section 5.4 in [87]). Of course, in this variant the searchers have to place and remove several searchers at once.

Observe that for a set $\Omega$ that has no associated full component and that is no potential maximal clique, no superset $\Omega^{\prime} \supseteq \Omega$ can be a potential maximal clique. Furthermore, observe that the last move of the searchers (the move in which the fugitive is caught) is a place move on a vertex $v$ and, thus, $\mathrm{N}[v]$ must be a potential maximal clique. Therefore, we may discard blocks $(N(\{v\},\{v\})$ in Line 7 whenever $N[v]$ is not a potential maximal clique.

We can naturally follow this path further and try to reconstruct only such winning strategies in which the searchers always stand on minimal separators or on potential maximal cliques. However, this is highly non-trivial from a positive instance driven point of view, as it is only easy to find minimal separators given a potential maximal clique that contain them; but it is hard to find a potential maximal clique that contains a given minimal separator. Tamaki has proven new structural properties of potential maximal cliques in order to present a positive instance driven algorithm based on such a strategy [158]. He participated with this algorithm at the PACE 17 [64, 157]. An optimized implementation of this algorithm can be found in Jdrasil as well, but for this section we leave it at the heuristic that prunes win configurations that are no potential maximal cliques.

### 10.5 Parallelization Through Splitting

In our architecture for computing a tree decomposition, the splitter is the second element in the pipeline. Its task is to split an input graph G into many small graphs $\mathrm{G}_{1}, \ldots, \mathrm{G}_{\mathrm{q}}$, to which we refer to as atoms. While doing so, the splitter must guarantee that it can glue tree decompositions of the $G_{i}$ into a tree decomposition of $G$. Furthermore, it must ensure that this tree decomposition is optimal in the event that the tree decompositions for the $G_{i}$ are optimal.

The cornerstone to the concept of the splitter is the notation of safe separators due to Bodlaender and Koster [41]. For a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$, a set $\mathrm{S} \subseteq \mathrm{V}$ is called a safe separator if (i) S is a separator (that is, $\mathrm{G}[\mathrm{V} \backslash \mathrm{S}]$ has more components than $\mathrm{G}[\mathrm{V}]$ ) and (ii) completing $S$ into a clique does not increase the treewidth of G . Such safe separators are useful by the simple observation that any tree decomposition $(\mathrm{T}, \iota)$ of G must contain for every clique $\mathrm{C} \subseteq \mathrm{V}$ a bag b with $\mathrm{C} \subseteq \mathfrak{l}(\mathrm{b})$, which leads to the following recursive scheme illustrated at the margin: On input of a graph $G$, the splitter finds a safe separator $S$; separates $G$ on it; adds $S$ as clique to each resulting component and obtains new graphs $\mathrm{G}_{1}, \ldots, \mathrm{G}_{\mathrm{q}}$; it then recurses on these graphs to obtain tree decompositions for all of them. These decompositions can be glued together to a tree decomposition of $G$ by adding a new bag $b$ with $\mathfrak{c}(\mathrm{b})=\mathrm{S}$, which is linked to one bag containing $S$ in each of the obtained tree decompositions. The recursion stops when the splitter reaches a graph in which it cannot find any safe separator - this graph is an atom and a tree decomposition for it is obtained with a solver. It should be clear that this approach is highly desirable from a parallel point of view, as we can handle all the atoms independently of each other in parallel.

Clique and Almost Clique Separators. A clique separator is a separator $S$ such that $S$ is a clique. Obviously, such separators are safe by the above definition. Given a graph $G=(V, E)$, we can find a clique separator, if one exists, in time $O(n \cdot m)$ using the algorithm by Gavril [97]. In fact, in the same time we can actually compute a whole decomposition of G along such clique separators using an improved version of the algorithm due to Tarjan [161]. In the light of parallelization, there is also an $\mathrm{O}\left(\log ^{3} n\right)$ time and $\mathrm{O}(\mathrm{n} \cdot \mathrm{m})$ work algorithm to find clique separators [60]. The implementation in Jdrasil is oriented on the description by Berry, Pogorelcnik, and Simonet to find minimal clique separators [27].

Bodlaender and Koster [41] have observed that a separator $S$ is also safe if it is an inclusion minimal almost clique. An almost clique is simply a clique plus one additional vertex. We can find almost clique separators by guessing a vertex $v$ and looking for a clique separator in $\mathrm{G}[\mathrm{V} \backslash\{v\}]$. This operation requires time $\mathrm{O}\left(\mathrm{n}^{2} \cdot m\right)$. If we have found an almost clique separator $S$, we can check if it is inclusion minimal by testing if its associated components are full.


It is worth to mention that there are interesting special cases of clique and almost clique separators: The separators of size zero, one, and two. A single vertex is a clique, two vertices are either an edge (and thus a clique) or a clique and vertex (and thus an almost clique). These separators correspond to connected components, biconnected components, and triconnected components, which we can identify more efficiently with standard graph theoretic techniques [108, 109]. Jdrasil applies these techniques before it starts to search general clique and almost clique separators.

Minor-Safe Separators. Bodlaender and Koster have identified a large class of safe separators based on a minor characterization [41]. Recall that a graph H is a minor of a graph G if we can create a graph isomorphic to H by applying a sequence of the following operations to G : delete a vertex $v$; delete an edge $\{v, w\}$; contract an edge $\{v, w\}$, that is, delete the edge and replace all occurrences of $v$ or $w$ by a single new element $x$. We say H is a labeled minor of G if the vertices have unique labels and, when performing a contraction, we use the label of either $v$ or $w$ for $x$.

- Fact 154 ([41])

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph and $\mathrm{S} \subseteq \mathrm{V}$ a separator of G with associated components $\mathrm{C}_{1}, \ldots, \mathrm{C}_{\mathrm{q}}$, then S is safe if all $\mathrm{G}\left[\mathrm{V} \backslash \mathrm{C}_{i}\right]$ contain a clique on $S$ as labeled minor. $\triangleleft$

Let us call a separator minor-safe if it is safe with respect to Fact 154 . On the positive side, the set of minor-safe separators eventually contains more elements than just the clique and almost clique separators, which means more splitting and thus more parallelization. On the negative side, Fact 154 does not provide us with any hint of how to find a minor-safe separator.

As a rule of thumb, everything that involves minors is computationally hard. Since we wish to use the safe separators as preprocessing, we have to rely on heuristics. In $J$ drasil, we use the following simple Monte-Carlo algorithm to find a minor-safe separator in a given graph G . The algorithm is based on a similar algorithm presented by Tamaki for his PACE 2017 submission [158].

```
while attempts < threshold do
    attempts }\leftarrow attempts + 1
    S \leftarrow sampleSeparator(G)
    if not isEventuallyUnsafe(G,S) then
        return S
    end
end
```

The algorithm sampleSeparator provides a candidate $S$ for a minor-safe separator, and shall guarantee that $S$ is indeed a (not necessarily safe) separator. Multiple calls of the algorithm provide multiple candidates. The algorithm isEventuallyUnsafe is a Monte-Carlo algorithm with a one-sided error: If $S$ is not safe by Fact 154, then the algorithm will detect this circumstance with certainty; if S is minor-safe, then the algorithm will eventually identify $S$ as safe separator.

The implementation of sampleSeparator in Jdrasil follows the approach used in [158]. We manage a pool of separators. If the pool is empty, the algorithm computes a tree decomposition of G using a randomized heuristic and adds all bags that are a separator of G to the pool; if the pool is not empty, sampleSeparator just returns and removes an element from the pool.

The implementation of isEventuallyUnsafe is more involved. On input of a separator $S$, the algorithm computes all associated components $C_{1}, \ldots, C_{q}$ of $S$ and will check whether there is a clique on $S$ in all $\mathrm{G}\left[\mathrm{V} \backslash \mathrm{C}_{\mathrm{i}}\right]$ as a labeled minor. To perform the minor test, Tamaki suggests the following approach [158]: Define the set $R=V \backslash(S \cup C)$ and contract the edges in $G[R]$ randomly to obtain a graph $B$ on vertex set $S \cup R$, , where $R^{\prime}$ contains the vertices that remain after the contractions on $R$. In a second phase, for each edge $\{u, v\}$ missing in $S$, a common neighbor $w \in N(u) \cap N(v) \cap R^{\prime}$ is chosen and contracted either to $u$ or $v$. The missing edges are processed in order of common neighbors in $R^{\prime}$ (the less common neighbors, the earlier a missing edge is processed). The choice to which vertex we contract $w$ is done in such a way that the minimal number of common neighbors any remaining edge has is maximized.

In Jdrasil we differ from this approach by trying to find paths that can be contracted. This can be seen as a more greedy and a less random implementation of the above sketched algorithm. The result is a simpler algorithm that performs a little better on the test sets used in Section 10.6: Instead of contracting $R$, we directly iterate over the missing edges in $S$ in random order. Fixing a missing edge $\{u, v\}$, we compute the set $P=N(u) \cap N(v) \cap C$ of common neighbors of $u$ and $v$ in $C$. If $P$ is not empty, we choose a random element $x$ of $P$ and contract it at random to either $u$ or $v$. On the other hand, if P is empty, we compute the shortest path from $u$ to $v$ via breadth-first search and contract it to $u$. Due to its randomized nature, we repeat the test multiple times for every set $S$.

- Example 155

The left side of the following graphic shows ex045.gr, an instance from PACE 2017 (Testset II) with 600 vertices and 865 edges. On the right, the same graph is shown after the preprocessing routine of Jdrasil was applied to it. The reduced graph has still 185 vertices and 342 edges.


Applying the splitter to the reduced graph results in the following seven atoms, which we can handle completely independent of each other. The maximum number of vertices in one of the atoms is 55 and the maximum number of edges 103.





### 10.6 EXPERIMENTS AND ANALYSIS

In this section we will analyze the performance of Jdrasil, and especially of the techniques presented within this chapter, with a series of experiments. We start by studying the performance of the SAT-approach from Section 10.3 with respect to multiple state-of-the-art SAT-solvers on page 144. Once we have decided for a satsolver, we will analyze the speedup that we obtain by improving the encoding with the clique and the twin trick on page 145.

Afterwards, we will examine an implementation of the positive instance driven dynamic program catchAndGlue from Section 10.4. We first study the performance of the algorithm if we equip it with the various heuristics presented in Section 10.4 on page 146. Subsequently, we will compare the performance of the sat-approach and catchAndGlue with each other, and with other treewidth algorithms on page 147.

The last two experiments of this section will deal with the parallel capabilities of Jdrasil. We will first explore the impact of splitting, both sequentially and in parallel, for various algorithms starting at page 149. Finally, we will measure the speedup and efficiency of the parallel version of Jdrasil experimentally with respect to the number of atoms of the input instance on page 152.

Important to note is that for all experiments and all mentioned algorithms (also the ones not discussed within this thesis) we always use the corresponding implementation of that algorithm in Jdrasil - no other implementation was used for any experiment. In particular, all algorithms are executed with the exact same set of preprocessing rules: We use the preprocessor of Jdrasil in all experiments, but we use splitting only if it is explicitly mentioned. Details about the data sets and the used hardware can be found on page 183, details about other algorithms implemented in $J$ drasil can be found in [16] and in the manual of Jdrasil [15].

The pleasant thing about encoding our problem into a formula of propositional logic is that, once we have settled the encoding, we can kindly ask a SAT-solver to solve the problem for us. In fact, we can even rely on the expertise of the sat-community to handle such problems in parallel. The following plot compares the run time of Jdrasil using the sequential sat-solvers lingeling and Glucose, their parallel versions plingeling and Syrup, as well as the parallel cube-and-conquer solver treengeling, which is based on lingeling as well $[9,29,107]$. In all cases, the rest of Jdrasil was executed sequentially. The experiment was performed on Machine I with Testset I and II. The following cactus plot shows the allowed time $t$ on the $x$-axis, and the number of instances that the solver was able to solve within $t$ minutes on the $y$-axis. The number in parentheses is the percentage of solved instances of the test set. All solvers were executed with a timeout of 30 minutes per instance.


The experiment reveals that the selection of the sat-solver has quite an effect on the overall run time of Jdrasil. We can observe that the cube-and-conquer approach of treengeling seems not to be feasible for our encoding. On the other hand, the parallel versions plingeling and Syrup perform notably better than their sequential counter parts lingeling and Glucose. But more crucially, we can observe that Glucose performs better than lingeling for our encoding. In fact, the sequential version of it is even better than the parallel solver plingeling.

The following cactus plot illustrates the impact of the clique and the twin trick in $J$ drasil using the sat-approach with Glucose as underling sat-solver (due to the last experiment, this is the best sequential solver for this task). It was obtained from an experiment that was performed on Machine I and Testset I, and with a timeout of 30 minutes per instance. The four curves show the performance of a plain encoding without the tricks, using the clique trick, using the twin trick, and using both tricks.


The experiment reveals that adding the twin trick provides only a slight advantage (but it does overall improve the encoding). In contrast, adding the clique trick boosts the performance of the encoding such that it is able to solve $10 \%$ more instances of the test set within the 30 minutes timeout. Interestingly, combining both tricks does not provide any further advantage and, in fact, results in an encoding that performs slightly worse than the encoding that uses just the clique trick. I assume this is because both tricks improve the performance by adding some sort of symmetry breaking to the formula. Since in most instances there are only very few twins, adding these to the encoding does not provide more symmetry breaking than what we already get from the added clique and, thus, by using both tricks we increase the formula without any gain on many instances.

## Selecting a Heuristic to Speed Up Positive Instance Driven Dynamic Programming

In this experiment we study the performance of the catchAndGlue algorithm from Section 10.4 when it is equipped with various heuristics. The experiment was performed on Machine I using Testset I with a timeout of 30 minutes per instance. In the following, we compare the performance of the plain algorithm, the algorithm using the priority heuristic, and the algorithm using the fast-glue heuristic. Adding the fast-contamination heuristic, pruning, or the potential-maximal-clique heuristic alone, increases the performance only sightly - the effect is too small to be visible in the cactus plot and, thus, the corresponding curves are omitted. However, adding all three heuristics to either the priority or the fast-glue heuristic provides an additional acceleration. The corresponding curves are marked with an asterisk.

Number of
stances Solved


As we can see, the plain algorithm already performs decently. However, adding either the priority or the fast-glue heuristic improves the performance a lot. In fact, by using these heuristics the algorithm from Section 10.4 is able to solve $87 \%$ of the instances of the test set within the given timeout of 30 minutes. Since the priority heuristic is simpler to implement and performs slightly better than the fast-glue heuristic, I would recommend to always use it. Combining both heuristics does not improve the performance further and results in an algorithm that is actually slightly worse than using just the priority heuristic (not shown in the plot). This is not surprising, as both heuristics have the same goal: Generate large configurations quickly. Since, furthermore, both heuristics achieve this in a similar way, we would add unnecessary overhead by using both heuristics.

In this experiment we compare the best configuration (with respect to the previous experiments) of the sAT-approach and the positive instance driven dynamic program catchAndGlue against each other. The plot contains in gray the algorithms which were considered state-of-the-art before the first Parameterized Algorithms and Computational Experiments Challenge: a branch-and-bound algorithm (BAB) [99], the divideAndCatch algorithm on which we based our positive instance driven dynamic program in Section 10.4, as well as a "Held-Karp-like" dynamic program (DP) due to Bodlaender, Fomin, Koster, Kratsch, and Thilikos [36]. The diagram also contains Tamaki's positive instance driven dynamic program that is based on minimal separators and potential maximal cliques [158].

I used for all algorithms the corresponding implementation of Jdrasil, which were all highly optimized. However, catchAndGlue is not optimized and refers to a direct implementation of the code presented within this thesis. The performance can be improved by carefully choosing data structures - for instance, the set $\mathcal{B}(Q)$ can be managed in a set-trie [150]. The optimized version of catchAndGlue, which is actually used by Jdrasil, is denoted by catchAndGlue_opt in the following plot.

The experiment was performed on Machine I and Testset I with a timeout of 30 minutes per instance. As mentioned above, all tests were performed with Jdrasil's implementation of the corresponding algorithms. For each of them, the preprocessing of Jdrasil was applied, but splitting was deactivated.


The experiment reveals that both, our algorithm using the improved sat-encoding and our positive instance driven dynamic program catchAndGlue, outperform all the algorithms that were considered state-of-the-art before the first PACE. However, the experiment shows that the positive instance driven dynamic program by Tamaki solves 4 instances more than the optimized version of catchAndClue. I assume that these instances contain just a few minimal separators or potential maximal cliques, as Tamaki's algorithm works directly with these objects.

The following figure illustrates the same experiment for the three fastest algorithms repeated on Testset II, which contains the instances of the second iteration of the PACE. The instances in this data set are larger and more difficult than the instances in Testset I. However, they contain fewer symmetries as they are generated from real world graphs, which makes them more vulnerable to preprocessing.


The plot shows that this test set is indeed more challenging, as all solvers only solve a smaller percentage of the instances within the time bound. We can observe that the advantage of the positive instance driven algorithms over the sAT-approach become more apparent compared to the first experiment.

An interesting finding is that there are a couple of instances that are still solved faster by the sat-approach than by catchAndGlue. In particular, the instances of higher treewidth seem to be good candidates for this effect. The advantage plot on the right shows the advantage of the SATapproach over catchAndGlue. To produce it, I took all instances that were solved by both solvers, ordered them by their treewidth, and used the instances as $x$-coordinate. For each instance, there is a bar that indicates the advantage: A positive bar means that the SAT-approach is faster
 by the length of the bar, while a negative bar means that catchAndGlue is faster. All bars are capped at 50 seconds, and the curve visualizes the treewidth of the instances.

In this experiment we examine the power of splitting when computing optimal tree decompositions using the optimized catchAndGlue algorithm. In particular, we will study how well these techniques can be used for parallelization. The following experiments were again executed on Machine I , which is equipped with 8 cores. I compared catchAndGlue with sequential splitting (atoms are handled sequentially), with parallel splitting (all atoms are handled in parallel, but everything else is still sequential), and without splitting (sequential algorithm that does not compute atoms at all) on Testset II. As before, I used a 30 minutes timeout per instance. The results are visualized in the following cactus plot:


We can see that splitting allows the solver to solve about 20 instances more compared to the solver that does not use splitting. Concerning parallelization, the positive message of the plot is that, even though the parallel version solves one instance less than the sequential version, it is generally equal or faster than the sequential one. That the solver does not become worse when using parallelization is due to the fact that the splitting is implemented in a work optimal way, that is, the sequential solver performs the same amount of operations to apply splitting as the parallel solver. However, the resolution of the cactus plot is not high enough to see whether or not we obtain a speedup using parallelization.
The advantage plot on the next page shows the advantage of the parallel version over the sequential version. As in the experiment in which we compared various solvers, I took only the instances that were solved by both solvers, ordered them by their treewidth, and used them as $x$-coordinates. For each instance, there is a bar that indicates whether the parallel solver is better (by the amount of a positive bar), or whether the sequential solver is better (by the amount of a negative bar). The curve illustrates the treewidth of the instances.


This plot shows that the difference of the sequential and the parallel version is negligible on most of the instances. However, if there is a meaningful difference for some instance then it is in most cases in favor of the parallel algorithm. Interestingly, especially the graphs with higher treewidth seem to be well suited for parallelization. The following domination plot visualizes the total time used by the parallel solver and used by the sequential solver. To generate the plot, I used only the instances that were solved by both solvers. The length (total time) is the sum of the run times of both solvers (that is, the time the whole experiment took), while the individual times are the times of the corresponding solvers.


As expected from the previous plot, the figure underpins that the parallel version is overall faster than the sequential version. In detail, the parallel version of the program is able to solve the whole test set 25 minutes faster than the sequential solver.

Due to Jdrasil's architecture, we can not only execute catchAndClue in parallel, but also any other algorithm. For the following plot I used Tamaki's algorithm with sequential splitting, with parallel splitting, and without splitting. The experiment was performed on Machine I and Testset II, with a timeout of 30 minutes per instance.


We can observe that, using splitting, Tamaki's algorithm is able to solve almost the whole testset within the given time; and that the parallel version is again a bit faster. The following advantage plot and domination plot highlight the speedup obtained in parallel: The parallel version is able to solve the whole test set 30 minutes faster than the sequential one.


In this last experiment we will study experimentally the speedup and efficiency we gain by the parallel version of Jdrasil. From a theoretical point of view, the speedup we obtain using $p$ processors is usually defined as $S_{p}(n)=T_{1}(n) / T_{p}(n)$, where $T_{i}(n)$ is the (theoretical worst case) time the algorithm requires to solve an instance of size $n$ when it uses $i$ processors. Accordingly, the efficiency of the parallel algorithm is defined as $E_{p}(n)=T_{1}(n) /\left(p \cdot T_{p}(n)\right)$. However, these definitions are not well suited for our type of parallelization, as the splitting strategy uses a structural property (the number of atoms) in order to apply parallelization. Therefore, for any $n$ there will be instances were we have no speedup up at all (they have just one atom), or a high speedup (they have many atoms). To circumnavigate this problem, we study the speedup and the efficiency with respect to the number of atoms $a$, rather than with respect to $n: S_{p}(a)=T_{1}(a) / T_{p}(a)$ and $E_{p}(a)=T_{1}(a) /\left(p \cdot T_{p}(a)\right)$, where $T_{i}(a)$ is the (experimental) time to solve all instances with $a$ atoms of a given test set. Note that it does not make sense for the splitting approach to consider $p>a$ (we can not parallelize more than handle each atom on an individual processor) and, thus, the best speedup we can hope for is $a$.
The following table shows the distribution of instances with a certain number of atoms ${ }^{3}$ in Testset II. It contains, however, only instances with at least two atoms, and only atom classes that contain at least $2 \%$ of the instances of the test set. For every atom class, the table shows the time Jdrasil requires to solve all instances of this class given a certain number of processors on Machine I.

| Number of Atoms | Instances | Time using p Processors |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 2 | $19 \%$ | 4967 s | 3534 s | - | - | - | - | - |
| 3 | $13,5 \%$ | 627 s | 502 s | 471 s | - | - | - | - |
| 4 | $3 \%$ | 85 s | 81 s | 81 s | 79 s | - | - | - |
| 5 | $2 \%$ | 43 s | 37 s | 50 s | 36 s | 37 s | - | - |
| 7 | $2 \%$ | 41 s | 28 s | 32 s | 30 s | 31 s | 19 s | 17 s |

[^2]The times collected in the previous table result in the experimental speedups and efficiencies that are illustrated in the following table:

| Atoms |  | Speedup / Efficiency using $p$ Processors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 3 | 4 | 5 | 6 | 7 |
| 2 | $1,40 / 0,70$ | - | - | - | - | - |
| 3 | $1,24 / 0,62$ | $1,50 / 0,44$ | - | - | - | - |
| 4 | $1,04 / 0,52$ | $1,04 / 0,34$ | $1,07 / 0,26$ | - | - | - |
| 5 | $1,16 / 0,58$ | $0,86 / 0,28$ | $1,19 / 0,29$ | $1,16 / 0,23$ | - | - |
| 7 | $1,46 / 0,73$ | $1,28 / 0,42$ | $1,36 / 0,34$ | $1,32 / 0,26$ | $2,15 / 0,35$ | $2,41 / 0,34$ |

The data shows that we obtain a speedup in general, although it is comparable small to the one we might expect from theory - the sole exception is the set of instances with 5 atoms solved using 3 processors, where the parallel version is slower than the sequential one. The reason for the comparatively low speedup is that for an optimal speedup all atoms of an instance would have to have the same size. However, many instances contain a single large atom together with a collection of smaller atoms. This phenomenon also explains the above average efficiency of using two processors: One processor can handle the big atom, while the other one can handle all the small atoms within the same time.

## 11 Jatatosk: A Lightweight Model ChECKER FOR A FRAGMENT OF MSO

In this chapter we will explore a possible path to handle monadic second-order logic model checking in practice. A model checker is a tool that, given a logical structure $S$ and a formula $\varphi$, tests whether or not $S \models \varphi$ holds - we have studied such algorithms in Chapter 8. In practice, we usually require that, in the case of $S \models \varphi$, the model checker also outputs an assignment of the free variables of $\varphi$. For convenience, we further require an assignment to existentially bounded variables that are not in the scope of a universal quantifier.

A model checker can be seen as convenient interface to dynamic programming over tree decompositions. Such an interface is highly desirable from a parallel point view, as dynamic programs over tree decompositions offer a way to solve combinatorial problems in parallel (which is otherwise often a difficult task). This is particularly true in practice, as such dynamic programs have many points that can be parallelized on different architectures [139]. For instance, if we have multiple CPU cores or even a cluster, we can split the tree decomposition and handle multiple subtrees in parallel. If we have an architecture that allows massive parallelization (such as a GPU), we can parallelize a single step of the dynamic program (transforming the table of one bag to the table of the next bag). The later approach was successfully applied to sAT, a problem that otherwise is hard to parallelize as well [82].

Unfortunately, using the techniques developed in Chapter 8 directly in practice is difficult, as the generated tree automata are huge. Instead, in this chapter I introduce a fragment of MSO that can be checked more directly. In particular, we can model check formulas of this fragment in an "event-driven" way, in which the dynamic program has to perform most of its computations only on edge-bags.
For this fragment I present the model checker Jatatosk, which is implemented on top of the dynamic programming interface of Jdrasil - therefore the name, which is a portmanteau of "Java" and "Ratatosk," the squirrel that runs up and down on Yggdrasil to transmit messages from the animals at the crown of the tree to those sitting at its roots. The current implementation of Jatatosk is sequential, as it aims to explore the power of the fragment and the viability of the approach. However, it is implemented with an architecture that has parallelization in mind such that it can be parallelized in the future. Jatatosk is publicly available at GitHub [12], where the reader will find a manual that guides through the first steps of using this tool.

### 11.1 The Aim of Jatatosk

The primary goal of Jatatosk is, of course, a happy marriage of theoretical powerful tools - such as Courcelle's Theorem - with practice. Similar attempts can be found in the literature. For instance, Sequoia is a full MSO-model checker based on a game theoretic characterization of Courcelle's Theorem [117, 126]. Another contender is D-Flat, which is an Answer Set Programming (ASP) solver for problems of small treewidth [30], which allows an implementation of Courcelle's Theorem as well [31].

So why do we need another tool for that task? Both tools, Sequoia and D-Flat, solve the general problem of MSO-model checking, which is arguably a very hard task. While both of them perform decently on real world instances - in particular for problems that require a connected solution - they are not yet fully competitive against modern SAT- or ILP-solvers [118]. In fact, an MSO-model checker can probably not run in time $f(|\varphi|+t w) \cdot \operatorname{poly}(n)$ for any elementary function $f$ [91]. Even worse, it is usually unclear what the concrete run time of such a tool is for a specific formula $\varphi$. To that end, the authors of Sequoia have performed a sophisticated analysis of their tool to obtain worst-case bounds for standard formulas [118].

To tackle all these problems, the design principle of Jatatosk is the focus on a fragment of MSO. The result is a streamlined solver that is comparatively faster and easier to analyze. In particular, the run time of Jatatosk can directly be derived from the syntax of the input formula.

### 11.2 A High-Level View on the Tool

The main idea of the architecture of Jatatosk is an event-driven evaluation of the formula. This event-driven approach is inspired by the classical guess-and-verify approach used in nondeterministic computations. For instance, consider the problem of testing whether a graph can be properly colored with three colors: A nondeterministic computation would first guess the coloring, which means assigning a color to each vertex; and would secondly verify it, which means checking for every edge whether the endpoints have different colors. This strategy can be implemented as a dynamic program over tree decompositions (compare with Example 137): At every introduce-bag we guess a color for the introduced vertex, and on every edge-bag we verify that the two endpoints have obtained different colors. In this particular case, forget- and join-bags actually do nothing more than a little bookkeeping, and the run time and correctness of the algorithm is almost immediate. Jatatosk is eventdriven in the sense that it will evaluate the formula only on edge-bags (so these bags trigger an event), while all other bags are handled in a very uniform way.

In order to make the event-driven approach work in general, we will restrict the allowed input structures slightly. In general, Jatatosk expects as input a relational vocabulary $\tau=\left(R_{1}, R_{2}, \ldots, R_{r}\right)$ as well as a $\tau$-structure $S$. We require, however, that $\tau$ contains a binary relation $E$, and that $S$ interprets $E$ in a symmetric way. That is, $S$ has to contain an undirected graph as substructure. Jatatosk will compute a tree decomposition of this graph, and the edges of this graph will trigger events in edgebags. Note in particular that this stands in contrast to the other standard approach of using the Gaifman Graph (see Definition 6).

Internally, Jatatosk computes a tree decomposition using Jdrasil, and implements a tree automaton that evaluates the formula using the dynamic programming interface of Jdrasil. Every state of the automaton is represented as bit vector (sometimes also called bit set). The bits of these vectors essentially describe for every vertex in the current bag, to which variables of the formula it is assigned (the details will be explained in the following sections). We will choose the fragment of MSO in a way that allows us to deduce from the syntax of the formula the required size $s$ of the bit vectors as well as the way in which we have to modify the bits on different bagtypes - without explicitly constructing the automaton. In this way, we can directly deduce the run time of the algorithm from the syntax of the formula as well: It will be of magnitude $2^{s}$.

### 11.3 Description of the Fragment

We seek a fragment of monadic second-order logic that can be checked with the sketched event-driven approach. First observe that existential second-order quantifiers are "easy," as we have already seen in the example of graph coloring. Therefore, our fragment contains only formulas of the following form, where $\Psi$ is a first-order formula defined later:

$$
\exists X_{1} \exists X_{2} \ldots \exists X_{q} \Psi .
$$

There is an easy implementation for such quantifiers. Assume we work on a tree decomposition of bag-size $k$, then a state can be represented by $k \cdot q$ bits that simply indicate which vertex in the current bag is in which sets. On introduce-bags we guess the sets $X_{i}$ to which the introduced vertex shall be assigned, and we set the corresponding bits; in forget-bags we just have to clear the bits of the forgotten vertex; on edge-bags we do not have to do anything; and on join-bags we have to ensure that the bit vectors are the same for both children.

Observe that, from an event-driven perspective, the representation with $\mathrm{k} \cdot \mathrm{q}$ bit can be very lavish. For instance, consider the following formula:

$$
\varphi_{\text {example }}=\exists \mathrm{R} \exists \mathrm{~B} \forall x(\mathrm{R}(\mathrm{x}) \leftrightarrow \neg \mathrm{B}(\mathrm{x})) .
$$

In this example $R$ and $B$ constitute a partition of the vertices and, thus, one bit per vertex would be sufficient. An event-driven approach will notice this too late, as it will evaluate the formula after it has assigned vertices to $R$ and B. Since Jatatosk has an exponential run time with respect to the number of bits in the states, this is a rather big deal. Therefore, the fragment also contains partition quantifier, which have the following semantic and can be implemented by using only $k \cdot \log q$ bits:
$\exists^{\text {partition }} X_{1}, \ldots, X_{q} \equiv \exists X_{1} \exists X_{2} \ldots \exists X_{q}\left(\forall x \bigvee_{i=1}^{q} X_{i}(x)\right) \wedge\left(\forall x \bigwedge_{i=1}^{q} \bigwedge_{j \neq i} \neg X_{i}(x) \wedge \neg X_{j}(x)\right)$.
A second observation about event-driven evaluation is that we can check multiple formulas at every event independently. Therefore, $\Psi$ has the form $\Psi=\bigwedge_{i=1}^{\ell} \psi_{i}$. The interesting part of the description are the formulas $\psi_{i}$. The natural formula for the event-driven approach is:

$$
\psi_{i}=\forall x \forall y E(x, y) \rightarrow \chi_{i}
$$

where $\chi_{i}$ is some quantifier-free first-order formula. Observe that these are exactly the formulas we need to express graph coloring; and observe that we can check such formulas directly on edge-bags without storing any further information in the state of the automaton. Apart from optimization (which we handle later), this fragment can already express graph coloring, vertex cover, and independent set:

$$
\begin{gathered}
\phi_{3 \text { col }}=\exists^{\text {partition } R, G, B \forall x \forall y E(x, y) \rightarrow \bigwedge \neg C(x) \vee \neg C(y) ;} \begin{array}{c}
C \in\{R, G, B\} \\
\varphi_{\text {vc }}
\end{array}=\exists S \forall x \forall y E(x, y) \rightarrow(S(x) \vee S(y)) ; \\
\varphi_{\text {is }}
\end{gathered}=\exists S \forall x \forall y E(x, y) \rightarrow(\neg S(x) \vee \neg S(y)) .
$$

There are many problems for which it is not sufficient to check whether a property holds on every edge. Instead, such problems often require that some edges satisfy the property. Consider for instance the dominating set problem in reflexive graphs, which we can express with the following formula (again omitting optimization):

$$
\varphi_{\mathrm{ds}}=\exists S \forall x \exists y \mathrm{E}(\mathrm{x}, \mathrm{y}) \wedge \mathrm{S}(\mathrm{y}) .
$$

We can still check such formulas in an event-driven way, but we cannot simply reject if some edge does not satisfy the formula. Therefore, we now have to reserve some bits in the state of the automaton to describe whether we have already seen the correct $y$ for a vertex $x$. In particular, we store $k$ bits and, whenever a vertex is introduced, we set the corresponding bit to 0 . For each edge $\{x, y\}$ we check whether or not the formula is true and, if so, set the bit for $x$. Furthermore, whenever we forget a vertex $x$ we have to check if its corresponding bit was already set to 1 , otherwise we have to reject the current state. Finally, observe that in join-bags we cannot simply reject anymore if the bit vectors are different. For the bits reserve for this formula, we have to propagate the logical-or of both bit vectors, as we may have seen the edge in one of the two subtrees.

In a very similar way, we can also check formulas of the form $\exists x \exists y E(x, y) \wedge \chi_{i}$, $\exists x \forall y \mathrm{E}(x, y) \rightarrow \chi_{i}, \forall x \exists y \mathrm{E}(x, y) \wedge \chi_{i}, \exists x \chi_{i}$, and $\forall x \chi_{i}$. This finalizes the description of the fragment, which contains formulas of the form $\exists X_{1} \ldots \exists X_{q} \bigwedge_{i=1}^{\ell} \psi_{i}$ where the $\psi_{i}$ are formulas of the following form:

$$
\begin{aligned}
\psi_{i} \in & \left\{\forall x \forall y E(x, y) \rightarrow x_{i}, \forall x \exists y E(x, y) \wedge x_{i}, \exists x \forall y E(x, y) \rightarrow \chi_{i},\right. \\
& \left.\exists x \exists y E(x, y) \wedge x_{i}, \forall x \chi_{i}, \exists x \chi_{i}\right\} .
\end{aligned}
$$

Here, all $\chi_{i}$ are quantifier-free first-order formulas. For convenience, we require that they are in conjunctive normal form. Note that in the literature, the atom $E(x, y)$ used in the above formulas is sometimes called a guard.

### 11.4 Extensions of the Fragment

As the formulas from the previous section already indicate, performing model checking alone will not be sufficient to express many natural problems. In fact, every graph is a model of the formula $\varphi_{\mathrm{vc}}$ if the vertex cover simply contains all vertices. On the other hand, many interesting problems can be expressed in monadic secondorder logic, but not within our fragment. The solution to both problems is an extension of the fragment by operations that behave "nicely" during the model checking process.
An Extension to Optimization. The optimization version of the model checking problem is usually formulated as follows [59, 85]: Given a logical structure $S$, a formula $\varphi\left(X_{1}, \ldots, X_{p}\right)$ of the MSO-fragment defined in the previous section with free secondorder variables $X_{1}, \ldots, X_{p}$, and weight functions $\omega_{1}, \ldots, \omega_{p}$ with $\omega_{i}: V \rightarrow \mathbb{Z}$; the task is to find sets $S_{1}, \ldots, S_{p}$ with $S_{i} \subseteq V$ such that $\sum_{i=1}^{p} \sum_{s \in S_{i}} \omega_{i}(s)$ is minimized under $S \models \varphi\left(S_{1}, \ldots, S_{p}\right)$, or conclude that $S$ is not a model for $\varphi$ for any assignment of the free variables. We can express the (actually weighted) optimization version of vertex cover as follows: $\varphi_{\mathrm{vc}}(S)=\forall x \forall y \mathrm{E}(\mathrm{x}, \mathrm{y}) \rightarrow(\mathrm{S}(\mathrm{x}) \vee \mathrm{S}(\mathrm{y}))$.
We can, of course, maximize the term $\sum_{i=1}^{p} \sum_{s \in S_{i}} \omega_{i}(s)$ by simply multiplying all weights with -1 . In that way, we can turn the formula to find an independent set into a correct one.
The implementation of such an optimization is straightforward: There is an existential quantifier for every free variable $X_{i}$ of the formula, and we assign the current value of $\sum_{i=1}^{p} \sum_{s \in S_{i}} \omega_{i}(s)$ to every state of the automaton. This value is adapted if elements are "added" to some free variables at introduce nodes. Note that, since we optimize an affine function, this does not increase the state space: Even if multiple computational paths lead to the same state with different values at some node of the tree, it will be well defined which of these values is the optimal one. Therefore, we have to reserve only $k$ bits in the description of the states of the automaton per free variable - independently of the weights.

Quantifier Extensions. Many interesting properties, such as graph connectivity, can be expressed in monadic second-order logic. For instance, that a set $X$ is connected in graph theoretic terms can be expressed by the following formula (compare with Example 14 in Section 2):

$$
\begin{aligned}
\varphi_{\text {connected }}(X)= & \forall Y(\exists x \exists y X(x) \wedge X(y) \wedge Y(x) \wedge \neg Y(y)) \\
& \rightarrow(\exists x \exists y X(x) \wedge X(y) \wedge Y(x) \wedge \neg Y(y) \wedge E(x, y))
\end{aligned}
$$

There are two flaws with this formula. First of all, it is rather long for a "simple" statement, and it is (probably) only for logicians a natural way to express connectivity. In the light of Jatatosk, the even bigger problem is that the formula is not part of the fragment we work on. On the other hand, "guessing a connected set" is actually a well understood topic on tree decompositions [59]. In order to make this power available to the user, we introduce a quantifier extension to our fragment. We add the connected quantifier, which guesses a set $X$ that is connected in graph theoretic terms with respect to the relation $E$ and, thus, which has the following semantic:

$$
\exists^{\text {connected }} X \psi(X) \equiv \exists X\left(\varphi_{\text {connected }}(X) \wedge \psi(X)\right)
$$

Implementing the connected quantifier is considerably harder than implementing a classical existential quantifier. The automaton has to overcome the difficulty that an introduced vertex may not be connected to the rest of the bag in the moment it got introduced, but may be connected to it when further vertices "arrive." The solution to this dilemma is to manage a partition of the bag into $k^{\prime} \leqslant k$ connected components $P_{1}, \ldots, P_{k^{\prime}}$, for which we reserve $k \cdot \log _{2} k$ bit in the state description. Whenever a vertex $v$ is introduced, the automaton either guesses that it is not contained in X and clears the corresponding bits, or it guesses that $v \in \mathrm{X}$ and assigns some $\mathrm{P}_{i}$ to $v$. Since $v$ is isolated in the bag in the moment of its introduction (recall that we work on a very nice tree decomposition), it requires its own component and is therefore assigned to the smallest empty partition $P_{i}$. When a vertex $v$ is forgotten, there are four possible scenarios: (i) $v \notin X$, then the corresponding bits are already cleared and nothing happens; (ii) $v \in X$ and $v \in \mathrm{P}_{\mathrm{i}}$ with $\left|\mathrm{P}_{\mathrm{i}}\right|>1$, then $v$ is removed and the corresponding bits are cleared; (iii) $v \in X$ and $v \in \mathrm{P}_{\mathrm{i}}$ with $\left|\mathrm{P}_{\mathrm{i}}\right|=1$ and there are other vertices $w$ in the bag with $w \in X$, then the automaton rejects the configuration, as $v$ is the last vertex of $P_{i}$ and may not be connected to any other partition anymore; (iv) $v \in X$ is the last vertex of the bag that is contained in $X$, then the connected component is "done," the corresponding bits are cleared and one additional bit is set to indicate that the connected component cannot be extended anymore. When an edge $\{u, v\}$ is introduced, components might need to be merged. Assume $u, v \in X, u \in P_{i}$, and $v \in P_{j}$ with $i<j$ (otherwise, an edge-bag does not change the state), then we essentially perform a classical union-operation from the well-known union-find data structure. Hence, we assign all vertices that are assigned to $P_{j}$ to $P_{i}$. Finally, at a join-bag we may join two states that agree locally on the vertices that are in $X$ (they have assigned the same vertices to some $P_{i}$ ),
however, they do not have to agree in the way the different vertices are assigned to $P_{i}$ (in fact, there does not have to be an isomorphism between these assignments). Therefore, the transition at a join-bag has to connect the corresponding components analogously to the edge-bags.

Adding the connected quantifier to the fragment allows us to describe many problems, which otherwise require sophisticated formulas, in a natural way. Besides the obvious fact that we can now express problems such as connected vertex cover, we can also describe more involved problems. For instance, the following sentence is true whenever the graph contains a triangle as minor (and thus contains a cycle), and it is easy to see that the sentence can be extended to describe that any fixed graph H is a minor of the input graph:

$$
\begin{aligned}
\varphi_{\text {triangle-minor }}= & \exists^{\text {connected }} R \exists^{\text {connected }} G \exists^{\text {connected }} B . \\
& (\forall x(\neg R(x) \vee \neg G(x)) \wedge(\neg G(x) \vee \neg B(x)) \wedge(\neg B(x) \vee \neg R(x))) \\
& \wedge(\exists x \exists y E(x, y) \wedge R(x) \wedge G(y)) \wedge(\exists x \exists y E(x, y) \wedge G(x) \wedge B(y)) \\
& \wedge(\exists x \exists y E(x, y) \wedge B(x) \wedge R(y)) .
\end{aligned}
$$

With similar tools as for the connected quantifier, we introduce the forest quantifier that guesses a cycle free set X (in graph theoretic terms with respect to the relation E ). Its implementation is almost identical to the one of the connected quantifier: We manage a partition of the bag into $P_{1}, \ldots, P_{k^{\prime}}$ and, at introduce-bags, guess whether the introduced vertex is part of the forest or not (giving it its singleton partition eventually). On edge-bags and join-bags, we perform the same union-find operation, but we additionally reject the state if this operation creates a cycle. Forget-bags can even be handled more easily: Here we just have to clear the bits, as the forgotten vertex may not be part of any cycle in the future.

The main and natural application of the forest quantifier is the problem of finding a feedback-vertex set in the input graph. This task can now be naturally expressed with the following formula:

$$
\varphi_{\mathrm{fvs}}(S)=\exists^{\text {forest }} F \forall x(S(x) \vee F(x)) .
$$

### 11.5 Predicting the Run Time and Experiments

We have defined the fragment and have discussed how to handle optimization and powerful quantifier extensions. For each formula and quantifier that we have introduced, we have reserved some bits in the state description of the automaton. In this section we analyze the exact performance of Jatatosk with respect to the number of reserved bits. For that end, let $\operatorname{bit}(\varphi, k)$ be the number of bits we reserve for the input formula $\varphi$ on a tree decomposition of bag-size $k$.

A nondeterministic tree automaton will process a labeled tree with $n$ nodes in time $\mathrm{O}(\mathrm{n})$. If the automaton has state set Q , one might think that a running time of the form $\mathrm{O}(|\mathrm{Q}| \cdot \mathfrak{n})$ is sufficient to simulate the automaton deterministically, as the automaton could be in any potential subset of the states at some node of the tree. However, there is a pitfall: For every node we have to compute the set of potential states of the automaton depending on the sets of potential states of its children, leading to a quadratic dependency on $|Q|$. In detail, let $x$ be a node with children $y$ and $z$ and let $Q_{y}$ and $Q_{z}$ be the set of potential states in which the automaton is at these nodes. To determine $Q_{x}$, we have to check for every $q_{i} \in Q_{y}$ and every $q_{j} \in Q_{z}$ if there is a $p \in Q$ such that $\left(q_{i}, q_{j}, l(x), p\right) \in \Delta$. Note that the number of states $|Q|$ can be quite large even for moderately sized parameters $k$, as $|\mathrm{Q}|$ is typically of size $2^{\Omega(k)}$. Therefore, we will try to avoid this quadratic blow-up.

The crucial observation is that, often, a tree automaton will only continue if both children are in the same state. For instance, this is the case for the automaton that checks whether a graph can be colored with three colors. We call automata with this property symmetric:

- Definition 156 (Symmetric Tree Automaton)

A symmetric nondeterministic bottom-up tree automaton is a nondeterministic bot-tom-up tree automaton $A=(Q, \Sigma, \Delta, F)$ in which all transitions $(l, r, \sigma, q) \in \Delta$ satisfy either $l=\perp, r=\perp$, or $l=r$.

Assume as before that we wish to compute the set of potential states for a node $x$ with children $y$ and $z$. Observe that in a symmetric tree automaton it is sufficient to consider the set $\mathrm{Q}_{y} \cap \mathrm{Q}_{z}$ and that the intersection of two sets can be computed in linear time if we choose the underlying data structures carefully.

## - Observation 157

A symmetric tree automaton can be simulated in time $\mathrm{O}(|\mathrm{Q}| \cdot \mathrm{n})$.
By the above observations it follows that, if the automaton that we construct is symmetric, then Jatatosk will run in time $\mathrm{O}^{*}\left(2^{\mathrm{bit}(\varphi, \mathrm{k})} \cdot \mathfrak{n}\right)$, but it will only run in time $\mathrm{O}^{*}\left(\left(2^{\operatorname{bit}(\varphi, k)}\right)^{2} \cdot \mathfrak{n}\right)$ otherwise. Unfortunately, not all formulas will yield a symmetric automaton. To overcome this issue, we partition the bits of the state description into "symmetric bits" and "asymmetric bits." The idea is that, if we would only have symmetric bits, then the automaton would be symmetric as well. In particular, independently of the asymmetric bits, the symmetric bits must be identical in the states of all children. Let symmetric $(\varphi, k)$ and asymmetric $(\varphi, k)$ be defined analogously to $\operatorname{bit}(\varphi, k)$. We implement the join of states as in the following lemma, allowing us to deduce the running time of the model checker for concrete formulas.

## - Lemma 158

Let $x$ be a node of $T$ with children $y$ and $z$, and let $Q_{y}$ and $Q_{z}$ be sets of states in which the automaton may be at $y$ and $z$. Then the set $Q_{x}$ of states in which the automaton may be at node $x$ can be computed in time $\mathrm{O}^{*}\left(2^{\operatorname{symmmetric}(\varphi, \mathrm{k})+2 \cdot \operatorname{asymmetric}(\varphi, \mathrm{k})}\right)$.

Proof. To compute $Q_{x}$, we first split $Q_{y}$ into $B_{1}, \ldots, B_{q}$ such that all elements in one $B_{i}$ share the same "symmetric bits". This can be done in time $\left|Q_{y}\right|$ using bucketsort. Note that we have $q \leqslant 2^{\text {symmetric }(\varphi, k)}$ and $\left|B_{i}\right| \leqslant 2^{\text {asymmetric }(\varphi, k)}$. With the same technique we identify for every element $v$ in $Q_{z}$ its corresponding partition $B_{i}$. Finally, we compare $v$ with the elements in $B_{i}$ to identify those for which there is a transition in the automaton. This strategy yields a total running time of the form $\left|\mathrm{Q}_{z}\right| \cdot \max _{\mathrm{i}=1}^{\mathrm{q}}\left|\mathrm{B}_{\mathrm{i}}\right| \leqslant 2^{\operatorname{bit}(\varphi, \mathrm{k})} \cdot 2^{\operatorname{asymmetric}(\varphi, \mathrm{k})}=2^{\text {symmetric }(\varphi, \mathrm{k})+2 \cdot \operatorname{asymmetric}(\varphi, \mathrm{k})}$.

The table at the right shows all formulas and quantifiers that an input formula may use. For each quantifier and formula the table states the amount of bits that we will reserve in the state description of the tree automaton, as well as the fact if they are symmetric or not.

Given the table at the right, we can, simply by looking at the syntax of the input formula, deter-

| Quantifier / Formula | Bits | Sym. |
| :---: | :---: | :---: |
| free var. $X_{1}, \ldots, X_{q}$ | $\mathrm{q} \cdot \mathrm{k}$ | $\checkmark$ |
| $\exists^{\text {partition }} X_{1}, \ldots, X_{q}$ | $k \cdot \log _{2} q$ | $\checkmark$ |
| $\exists^{\text {connected }} X$ | $k \cdot \log _{2} k+1$ | $x$ |
| $\exists^{\text {forest }} X$ | $k \cdot \log _{2} k$ | $x$ |
| $\forall x \forall y \mathrm{E}(\mathrm{x}, \mathrm{y}) \rightarrow \chi_{i}$ | $\bigcirc$ | $\checkmark$ |
| $\forall x \exists y \mathrm{E}(\mathrm{x}, \mathrm{y}) \wedge \chi_{i}$ | k | $x$ |
| $\exists x \forall y \mathrm{E}(\mathrm{x}, \mathrm{y}) \rightarrow \chi_{i}$ | $k+1$ | $x$ |
| $\exists x \exists y E(x, y) \wedge \chi_{i}$ | 1 | $x$ |
| $\forall \chi \chi_{i}$ | $\bigcirc$ | $\checkmark$ |
| $\exists x \chi_{i}$ | 1 | $x$ | mine the number of symmetric and asymmetric bits that Jatatosk will reserve in the state space of the tree automaton - and thus we can directly determine the worstcase run time of Jatatosk for that formula. The following table illustrates this for all formulas used within this chapter.


| Input Formula $\varphi$ | $\operatorname{symmetric}(\varphi, \mathrm{k})$ <br> $\operatorname{asymmetric}(\varphi, \mathrm{k})$ | Worst Case Run Time |
| :--- | :--- | :--- |
| $\varphi_{3 \text { col }}$ | $\mathrm{k} \cdot \log _{2}(3)$ | $\mathrm{O}^{*}\left(3^{\mathrm{k}}\right)$ |
| $\varphi_{\mathrm{vc}}(\mathrm{S})$ | 0 |  |
|  | k | $\mathrm{O}^{*}\left(2^{\mathrm{k}}\right)$ |
| $\varphi_{\mathrm{ds}}(\mathrm{S})$ | 0 | $\mathrm{O}^{*}\left(8^{\mathrm{k}}\right)$ |
|  | k |  |
| $\varphi_{\text {triangle-minor }}$ | k | $\mathrm{O}^{*}\left(\mathrm{k}^{6 \mathrm{k}}\right)$ |
|  | $3 \mathrm{k} \cdot \log _{2}(\mathrm{k})+3$ |  |
| $\varphi_{\mathrm{fvs}}(\mathrm{S})$ | k | $\mathrm{O}^{*}\left(2^{\mathrm{k}} \mathrm{k}^{2 \mathrm{k}}\right)$ |
|  | $\mathrm{k} \cdot \log _{2}(\mathrm{k})$ |  |

Experiments with Natural Problems. To study the performance of Jatatosk, we compare it to Sequoia and D-Flat for various natural problems. All experiments in this section were performed on Machine II with a timeout of 10 minutes per instance. All solvers were tested on the graphs of Testset III and IV, as well as the graphs of Testset II with treewidth at most 11. Overall, this results in a test set of 61 instances. Jatatosk (and underlying Jdrasil) were used with Java 1.8, while Sequoia and D-Flat were both compiled with gec 7.2.

For every experiment I provide three color coded figures that visualize the results. The first graphic is always a classical cactus plot that visualizes how many instances can be solved by each of the tools in $\chi$ minutes. Therefore, a faster growing function is better. On the right side of the diagram the name of the corresponding solver and its total amount of solved instances (in percent) is shown.

The second graphic is always an advantage plot of Jatatosk against D-Flat and Sequoia. For these I have taken all instances of the test set and ordered them by their treewidth. An x-coordinate corresponds to one test instance (with respect to the ordering) and for each instance there is an advantage bar: A positive bar means that Jatatosk is faster than the best of D-Flat and Sequoia on this instance; a negative bar means that the fastest of D-Flat and Sequoia is faster than Jatatosk by length of the bar. The bars are capped at 100 seconds.

The third and last diagram for each experiment is a domination plot, which contains the time Jatatosk needed to solve all instances, as well as the time D-Flat and Sequoia needed to solve them, where for each individual instance the fastest of the two was used. Then the diagram contains the sum of these two values (the complete time required for the experiment) and the percent of this time used for either Jatatosk or its competitors. Therefore, if both have $50 \%$ the solvers used exactly the same amount of time, while otherwise the solver with the smaller percentage is faster.

## Results for 3-Coloring




515 min

| $9 \%$ | $91 \%$ |
| :---: | :---: |
| }{Jatatosk} | 471 min |
|  |  |

## Results for Vertex Cover




95 min

| $63 \%$ | $37 \%$ |
| :---: | :---: |
| 60 min <br> Jatatosk | 35 min <br> D-Flat and Sequoia |

## Results for Independent Set

Number of
Instances Solved



34 min

| $53 \%$ | $47 \%$ |
| :---: | :---: |
| 18 min <br> Jatatosk | 16 min <br> D-Flat and Sequoia |

Number of
Instances Solved



207 min

| $43 \%$ | $57 \%$ |
| :---: | :---: |
| 88 min <br> Jatatosk | 119 min <br> D-Flat and Sequoia |

## Results for Feedback-Vertex Set




698 min

| $45 \%$ | $55 \%$ |
| :---: | :---: |
| 314 min <br> Jatatosk | 384 min <br> D-Flat and Sequoia |

Evaluation of the Experiments. It can be seen that Jatatosk is competitive (though not always superior) against its competitors, as it is faster than the faster of the two on many instances. Jatatosk outperforms the others for the task of coloring a graph with three colors, but gets outperformed by Sequoia for finding a minimum vertex cover. The same holds for the problem of finding an independent set, although the difference is much smaller in this case. For the task of computing a dominating-set, we have a more complicated situation: Jatatosk outperforms the others on about half of the instances, and gets outperformed on the other half. Interestingly, the difference is quite high in both halves in both directions.

Solving feedback-vertex set seems to be the hardest task for all tested solvers. In case of Jatatosk, this is also reflected by the formula and the expected run time. Jatatosk manages to solve only about $50 \%$ of the test set for this problem. However, Sequoia falls behind a little more, and D-Flat does not seem to work for this problem at all. The superiority of Jatatosk in solving feedback-vertex set is also reflected by the difference plot, in which almost all non-zero bars are in favor of Jatatosk.

All the cactus plots reveal that Jatatosk is able to solve more instances in a smaller amount of time in almost all cases. The exception are vertex cover and independent set, where the cactus plot of Sequoia looks slightly better. However, the difference in this two cases is very small, while the advantage of Jatatosk on the other problems is comparatively large. I assume the similarity for vertex cover and independent set is owed to the circumstance that all solvers compile internally a similar algorithm. The slight advantage of Sequoia might be due to a performance difference of Java and C++. That Jatatosk outperforms the other solves for coloring is not surprising, as the Mso-fragment used by Jatatosk is tailored around the corresponding graph coloring formula. That Jatatosk is better at solving feedback-vertex set is probably due to the fact that we have implemented and optimized the forest quantifier directly, while the other solvers have to extract this from the formula as well. I was surprised, however, that Jatatosk did well for the dominating set problem, as the promised run time by the fragment is much worse than the best known run time. However, it seems that the other solvers do not reach a better run time neither.

## 12 Outlook and Further Directions

In the second part of this thesis, we have moved from parameterized algorithm design to parameterized algorithm engineering - an intermediate discipline between theory and practice that explores implementations of theoretical concepts. While we studied parallel parameterized algorithms that guarantee certain worst-case performances in the first part of this thesis, in this part we developed parallel strategies that work well in practice.

There were two main problems that we tackled: The computation of optimal tree decompositions in Chapter 10, and the implementation of a model checker for monadic second-order logic on top of it in Chapter 11. In case of treewidth computations, we examined in detail the library Jdrasil. Here, I have decided to use a coarse parallelization strategy, that parallelizes the computation of a tree decomposition independently of the used (exact or heuristic) subroutines. This strategy fits well into the modular architecture of Jdrasil and provides at least a small speedup. We have first explored the modular architecture of Jdrasil and have then glanced at some of its subroutines. In particular, we have evaluated the sat-based approach by Berg and Järvisalo and extended it by tricks known from the parameterized complexity community. Afterwards, we screened the concept of splitting and safe separators, which has turned out to be a key technology for computing tree decompositions in practice - and especially for turning these algorithms into parallel ones. This approach leads to interesting further research directions. Since the size of a kernel for the treewidth problem cannot be bounded by a function in the treewidth (unless NP $\subseteq$ coNP/poly), splitting could provide an alternative to kernelization. Ultimately, a Turing-kernel for the problem is not excluded, but achieving any guarantees for the splitting process would be a welcome first step.
$\vdash$ Open Problem: Improving the procedure for finding safe separators to provide any guarantee. Either in terms of a probability to find safe separators if they exist; or in terms of a bound for the size of the atoms.

An important tool to test whether a separator $S$ is safe for treewidth was to check whether a clique on $S$ is contained as labeled minor in the components associated with $S$. The heuristics that are currently used to perform this check are rather simple. Improving them could lead to faster algorithms for computing tree decompositions.
$\vdash$ Open Problem: Finding alternative heuristics for the following problem: Given a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a set $\mathrm{S} \subseteq \mathrm{V}$, is a clique on S contained as labeled minor in G ?
$\vdash$ Open Problem: Is there an exponential time or FPT-algorithm for the above problem that works fast in practice?

In the second chapter of this part, we studied a fragment of MSO that was crafted with the aim of being easy to model check in practice - both, sequentially and in parallel. It was especially selected to overcome the huge automata constructions that we encountered in Chapter 8. To see if the approach is viable, I introduced the model checker Jatatosk. While it is implemented sequentially in its current form, the architecture of Jatatosk (and of course of the whole fragment) has parallelization in mind. Therefore, it is a natural next step to parallelize Jatatosk.
$\vdash$ Open Problem: Extending Jatatosk with parallel capabilities. In particular, multiple subtrees of the tree decomposition can be handled in parallel on multiple CPUs, while single steps of the dynamic program can be outsourced to a GPU.

Note, however, that although the architecture has parallelization in mind, implementing it in a way that results in an actual speedup will be non-trivial. This is because there are many details that have to be overcome and that will slow down the implementation. For instance, for such dynamic programs both, load balancing and GPU balancing are very difficult tasks.

Since Jatatosk was fully development from an algorithm engineering point of view, rather than a pure algorithm design point of view, it lacks some features that could, in theory, be easily added to it. Most importantly: It does not handle whole MSO, but only a fragment of it. Given the success of Jatatosk, it is a natural next step to explore implementations of model checkers for further fragments. For instance, it should be possible to push the event-driven evaluation of Jatatosk (which uses the binary relation $E$ as guard) to guarded first-order logic (by working on the Gaifman graph).
$\vdash$ Open Problem: Exploring other fragments of monadic second-order logic for their capability of being model checked quickly in practice.

Since the initial fragment was quite limited, we extended it with special quantifiers for some problems that can be solved efficiently on graphs of small treewidth. However, the list of problems that can be solved efficiently on graphs of small treewidth is virtually endless and, therefore, there are many further quantifier extensions that are possible. One could, for instance, existentially bind a long path, a long cycle, a vertex cover, or a dominating set.
$\vdash$ Open Problem: What are useful quantifier extensions that increase the expressiveness of the fragment and that can be implemented fast in practice?

## 13 CONCLUSION

In this thesis we have explored the fascinating field of fixed-parameter tractability from a parallel point of view - both, in theory and practice. To that end, we started by establishing a collection of parallel subclasses of FPT. The resulting framework is build on top of earlier work due to Flum and Grohe [84], and Elberfeld, Stockhusen, and Tantau [76]. It is based on parameterized circuit classes that inherit some of their features from classical circuit complexity, but which also confronted us with new technical challenges - we discussed and resolved them in Chapter 3.

Once we had the definitions settled, we were ready to design parallel parameterized algorithms. The first objective, which we engaged in Chapter 4, was the compilation of a toolbox of basic parallel parameterized algorithms. A cornerstone for many algorithms within this box, but also for many other algorithms across this thesis, was the technique of color coding. In fact, one could say that what prefix sum or pointer jumping are for classical parallel algorithms, is color coding for parameterized constant time algorithms - almost all algorithms use it, and it seems unavoidable most of the time.

An elementary technique in the design of parallel algorithms is symmetry breaking in the form of computing independent sets. We encountered this problem multiple times with various parameters throughout this thesis. In particular, we proved the following three results - however, we did only focus on minimizing the parallel time, while it is often also important to implement symmetry breaking in a work optimal way, which is, thus, an interesting further research direction.

- $\mathrm{p}_{\triangle}$-MAXIMAL-INDEPENDENT-SET $\in$ para-AC ${ }^{0+\epsilon}$,
- $\mathrm{p}_{\mathrm{k}, \Delta} \Delta^{-I N D E P E N D E N T-S E T} \in$ para-AC,
- $\mathrm{p}_{\mathrm{k}}$-PLANAR-INDEPENDENT-SET $\in$ para-AC.

We continued by adapting many techniques that parameterized complexity has in its quiver to work in parallel. It is not surprising that this works well for bounded search trees, as such trees can naturally be evaluated in parallel. We explored the technique with the help of various interesting problems, including multiple modulator problems as well as the feedback-vertex set problem. In contrast, I was surprised that kernelization is well suited for parallelization as well - after all, the technique is presented in a very sequential way in any textbook. However, we were even able to
prove that the relation "FPT equals kernelization" holds in the parallel setting: "parallel parameterized algorithms equal parallel kernelization." The by far strongest result that we obtained in this area is a constant-time kernelization for hitting set parameterized by the solution size $k$ and the maximum size $d$ of any hyperedge. By doing so, we have refuted a conjecture by Chen, Flum, and Huang [53], which states that such a kernelization requires parallel time $\Omega$ (d). The following table illustrates the kernel sizes that we achieved for various problems in different circuit classes (the function f is some highly exponential function that results from Theorem 77 and Corollary 78):

| Problem | Kernel size achievable in |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A C^{\circ}$ | TC ${ }^{\circ}$ | NC | RNC | P |
| p-POINT-LINE-COVER | - | $\mathrm{k}^{2}$ | $\mathrm{k}^{2}$ | $\mathrm{k}^{2}$ | $\mathrm{k}^{2}$ |
| $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER | $2^{k}$ | $k^{2}+2 k$ | $k^{2}+2 k$ | 2k | $2 \mathrm{k}-\mathrm{c} \log \mathrm{k}$ |
| $\mathrm{p}_{\mathrm{k}}$-MATCHING | $2^{\text {k }}$ | $6 \mathrm{k}^{2}$ | $6 \mathrm{k}^{2}$ | 1 | 1 |
| $\mathrm{p}_{v c}$-TREEWIDTH | $2^{\|S\|}$ | $\|S\|^{3}$ | $\|S\|^{3}$ | $\|S\|^{3}$ | $\|S\|^{3}$ |
| $\mathrm{p}_{v c}$-PATHWIDTH | $2^{\|S\|}$ | $\|S\|^{3}$ | $\|S\|^{3}$ | $\|S\|^{3}$ | $\|S\|^{3}$ |
| $\mathrm{p}_{\nu \mathrm{c}}$-TREEDEPTH | $2^{\|S\|}$ | $\|S\|^{3}$ | $\|S\|^{3}$ | $\|S\|^{3}$ | $\|S\|^{3}$ |
| $\mathrm{p}_{\mathrm{k}, \mathrm{d} \text {-HITTING-SET }}$ | $f(k, d)$ | $f(\mathrm{k}, \mathrm{d})$ | $\mathrm{f}(\mathrm{k}, \mathrm{d})$ | $\mathrm{f}(\mathrm{k}, \mathrm{d})$ | $k^{\text {d }} \cdot \mathrm{k}$ ! |

The results of the table are all positive in the sense that they try to minimize the size of the corresponding circuits. However, circuit complexity is also famous for its power in providing lower bounds. Although we showed that a certain kernel for $\mathrm{p}_{\mathrm{k}}$-VERTEX-COVER cannot be parallelized unless we can compute large matchings in parallel, we did not discuss "real" circuit lower bounds in this thesis. A natural next step is, thus, to rule out that certain kernel sizes can be achieved by circuits of certain size or depth.
In order to develop parallel parameterized algorithms for a broad range of problems at once, I ended the first part of this thesis by presenting parallel versions of famous algorithmic meta-theorems. To that end, we needed a parallel way of decomposing a graph with respect to various graph parameters. The following table summarizes the corresponding results from Chapter 7:

| Decomposition | Complexity | Note |
| ---: | :--- | :--- |
| Crown Decomposition | para-AC | optimal |
| Treedepth Decomposition | para- $\mathrm{AC}^{\circ \dagger}$ | approximation |
| Tree Decomposition | para- $\mathrm{AC}^{2 \dagger}$ | optimal |

Equipped with these algorithms, we were able to establish parallel algorithmic metatheorems in Chapter 8. I presented such theorems for first- and monadic secondorder logic with respect to various graph parameters. The results are summarized in the table on the next page.

| Logic | Parameter | Complexity |
| ---: | :--- | :--- |
| First-Order | $\|\varphi\|+\Delta$ | para- $\mathrm{AC}^{\circ \dagger}$ |
| Monadic Second-Order | $\|\varphi\|+\mathrm{vc}$ | para- $\mathrm{AC}^{\circ}$ |
| Monadic Second-Order | $\|\varphi\|+$ td | para- $\mathrm{AC}^{\circ \dagger}$ |
| Monadic Second-Order | $\|\varphi\|+\mathrm{tw}$ | para- $\mathrm{AC}^{2 \dagger}$ |

The objective of the second part of this thesis was the development of a practical tool for the result in the last line. The foundation for such a tool is a library that is able to compute tree decompositions quickly in practice. Chapter 10 showcases the Java library Jdrasil, which was developed for this purpose. I presented some of its features, in particular an improved sat-encoding as well as a game theoretic characterization of positive instance driven dynamic programming. Furthermore, I highlighted ways to parallelize the computation of tree decompositions through safe separators.
With all the results concerning the computation of tree decompositions and the solving of model checking problems that were discussed in the course of this thesis, it was possible to present a model checker that performs well in practice: Jatatosk. The main achievement of Chapter 11 is the elaboration of a fragment of monadic secondorder logic that is both, general enough to express many natural problems, but restricted enough to be model checked efficiently in practice. Jatatosk is tailored to this fragment, which makes it more efficient than many of its competitors. Additionally, its architecture allows to deduce the precise run time of Jatatosk directly from the syntax of an input formula. The following figure illustrates the performance of Jatatosk against its competitors over all formulas: It is the sum of the cactus plots discussed in Chapter 11. Although the plot looks positive for Jatatosk, I should point out once more that the other two tools can solve a more general problem - in particular, both can be used to model check monadic second-order logic, while Jatatosk can only handle a fragment of it.


At the end of each part, I already sketched many possible paths for further research. I would like to close this thesis by repeating the three paths that I personally think are the most interesting ones. The first path is the application of parallel color coding in practice. We have seen that many parallel parameterized algorithms are based on color coding, but the algorithms presented within this thesis use the technique quite heavily - probably too heavily for an efficient implementation. It is therefore a desirable path to balance the "amount of used color coding" in order to obtain parallel algorithms that are fast in practice.
The second path I would like to highlight is the exploration of polynomial kernels that are computable within FAC? Within this thesis, all kernels that we were able to compute in $\mathrm{FAC}^{\circ}$ have exponential size. However, we do not have any lower bound that forbids kernels of polynomial size. It would therefore be interesting to close this gap, either with positive results (natural problems that have kernels of polynomial size that can be computed in $F A C^{\circ}$ ), or with negative results (a technique to prove that such kernels cannot exist for certain problems).

Finally, the third path that should - in my opinion - obtain further attention in the future is the computation of optimal tree decompositions in practice. During the past years - in the light of the Parameterized Algorithms and Computational Experiments Challenge - the available tools already became much better, and the understanding of the community of how to solve this problem did increase a lot as well. However, techniques like positive instance driven dynamic programming are still not fully understood, and we do not have the tools yet to grasp when and why this technique works well. Here, the practice is currently one step ahead of the theory, and it is of course important to catch up. Beyond that, the most challenging task for the future will be to understand whether and how positive instance driven dynamic programming can be parallelized.

## Compendium of Classes and Problems

The figure illustrates the complexity classes that we studied. An arrow $A \rightarrow B$ means that $A$ is a subclass of $B$. Gray classes are known in the literature, but were not further discussed within this thesis. In the center of the figure a collection of "typical" problems that we have encountered for some of the classes is presented. A complete list of all problems and results can be found on the next page.

para-AC ${ }^{i}$ for $i>0$ : Problems decidable by uniform families of circuits of size $f(k) \cdot n^{c}$ and
para-AC ${ }^{\text {it }}$ : Problems decidable by uniform families of circuits of size $f(k) \cdot n^{c}$ and depth $f(k) \cdot \log ^{i} n$.
para- $\mathrm{AC}^{\circ}$ : Problems decidable by uniform families of circuits of size $\mathrm{f}(\mathrm{k}) \cdot \mathrm{n}^{\mathrm{c}}$ and constant depth.
depth $f(k)+c \log ^{i} n$.

## ADISTANCE

Instance: A directed graph $G=(V, E)$, a partition $V=V_{\exists} \cup V_{\forall}$, two vertices $s, t \in V$, $a$ distance d.
Question: Is the alternating distance from $s$ to $t$ in $G$ at most $d$ ?
Result:

- in para-AC ${ }^{\text {Ot }}$ for parameter d

Referenced on pages: 41-43, 177
Clique
Instance: A graph $G=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{k} \in \mathbb{N}$.
Question: Is there a set $X \subseteq V$ with $|X| \geqslant k$ such that $G[X]$ is a complete graph?
Referenced on page: 8
CLUSTER-EDITING
Instance: A graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{k} \in \mathbb{N}$.
Question: Can $G$ be transformed into a graph in which every component is a clique by just $k$ edge-modifications?
Result:

- in para-AC ${ }^{\text {Ot }}$ for parameter k

Referenced on page: 51

DISTANCE
Instance: A graph $G=(V, E)$, two vertices $s, t \in V$, and a number $d \in \mathbb{N}$.
Question: Is there a path of length at most d from $s$ to $t$ in $G$ ?
Result:

- in para- $\mathrm{AC}^{01}$ for parameter d

Referenced on pages: 41, 43

DOMINATING-SET
Instance: A graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{k} \in \mathbb{N}$.
Question: Is there a set $\mathrm{S} \subseteq \mathrm{V}$ with $|\mathrm{S}| \leqslant \mathrm{k}$ and $\{v \in \mathrm{~V}||\mathrm{~N}[v] \cap \mathrm{X}| \geqslant 1\}=\mathrm{V}$ ?
Result:

- in para-AC ${ }^{\circ}$ for parameter $k+\Delta$

Referenced on pages: 90, 102

## DUAL-COLORING

Instance: A graph $G=(\mathrm{V}, \mathrm{E})$ and a number $\mathrm{q} \in \mathbb{N}$.
Question: Is there a proper coloring of G with at most $|\mathrm{V}|-\mathrm{q}$ colors?
Result:

- in para-AC ${ }^{\circ}$ for parameter q

93
Referenced on page: 93

```
EDITING(\mathcal{F)}
Instance: A graph G = (V,E) and a number k }\in\mathbb{N
```



```
G'=(V,(E\R)\cupA)\in\mathcal{F}
Result:
    - in para-AC }\mp@subsup{}{}{0+}\mathrm{ for parameter k if F}\mathrm{ is the class of H-free graphs
Referenced on pages: 51-52
```


## EMB-MODULATOR( $\mathcal{H}$ )

```
Instance: Two graphs }\textrm{H}=(\textrm{V}(\textrm{H}),\mp@subsup{\textrm{E}}{}{\textrm{H}})\in\mathcal{H}\mathrm{ and }\textrm{G}=(\textrm{V}(\textrm{G}),\mp@subsup{\textrm{E}}{}{\textrm{G}})\mathrm{ , and a number }\textrm{k}\in\mathbb{N}\mathrm{ .
Question: Is there a set X \subseteqV(G) with }|\textrm{X}|\leqslant\textrm{k}\mathrm{ such that H}\not->\textrm{G}[\textrm{V}\\textrm{X}]\mathrm{ ?
Result:
    - in para-AC' parameterized by H for }\mathcal{H}\mathrm{ of constant treewidth
Referenced on pages: 55-56
EmbEDDING(\mathcal{H)}
Instance: Two graphs H}=(\textrm{V}(\textrm{H}),\mp@subsup{\textrm{E}}{}{\textrm{H}})\in\mathcal{H}\mathrm{ and G}=(\textrm{V}(\textrm{G}),\mp@subsup{\textrm{E}}{}{\textrm{G}})
Question: H }->\textrm{G}\mathrm{ ?
Results:
    - in para-AC }\mp@subsup{}{}{+\dagger}\mathrm{ parameterized by H for }\mathcal{H}\mathrm{ of constant treewidth56
```

- in para-AC ${ }^{\circ}$ parameterized by H for $\mathcal{H}$ of constant treedepth ..... 56
Referenced on pages: 55-56


## FEEDBACK-VERTEX-SET

```
Instance: A graph \(G=(\mathrm{V}, \mathrm{E})\) and a number \(\mathrm{k} \in \mathbb{N}\).
Question: Is there a set \(\mathrm{X} \subseteq \mathrm{V}\) with \(|\mathrm{X}| \leqslant \mathrm{k}\) such that \(\mathrm{G}[\mathrm{V} \backslash \mathrm{X}]\) is a forest? Result:
- \(\mathrm{p}_{\mathrm{k}}\)-FEEDBACK-vertex-Set \(\in\) para-AC \({ }^{1+}\)
Referenced on pages: 3, 8, 57-59, 91, 177
HITTING-SET
Instance: A hypergraph \(\mathrm{H}=(\mathrm{V}, \mathrm{E})\) with \(\max _{e \in \mathrm{E}}|e|=\mathrm{d}\) and a number \(\mathrm{k} \in \mathbb{N}\).
Question: Is there a set \(X \subseteq V\) with \(|X| \leqslant k\) and \(e \cap X \neq \emptyset\) for all \(e \in E\) ?
Results:
- in para-AC \({ }^{\circ}\) for parameter \(\mathrm{k}+\mathrm{d}\)
- kernel in FAC \({ }^{\circ}\) for parameter \(k+d\)
Referenced on pages: 4, 8, 56, 64, 81-83, 90, 112, 174, 177
HOM-MODULATOR( \(\mathcal{H}\) )
Instance: Two graphs \(\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \in \mathcal{H}\) and \(\mathrm{G}=\left(\mathrm{V}(\mathrm{G}), \mathrm{E}^{\mathrm{G}}\right)\), and a number \(\mathrm{k} \in \mathbb{N}\). Question: Is there a set \(\mathrm{X} \subseteq \mathrm{V}(\mathrm{G})\) with \(|\mathrm{X}| \leqslant \mathrm{k}\) such that \(\mathrm{H} \nrightarrow \mathrm{G}[\mathrm{V} \backslash \mathrm{X}]\) ?
Result:
- in para- \(A C^{0 \dagger}\) parameterized by H for \(\mathcal{H}\) of constant treewidth

\section*{HOMOMORPHISM( \(\mathcal{H})\)}

Instance: Two graphs \(\mathrm{H}=\left(\mathrm{V}(\mathrm{H}), \mathrm{E}^{\mathrm{H}}\right) \in \mathcal{H}\) and \(\mathrm{G}=\left(\mathrm{V}(\mathrm{G}), \mathrm{E}^{\mathrm{G}}\right)\).
Question: \(\mathrm{H} \rightarrow \mathrm{G}\) ?
Results:
- in para- \(\mathrm{AC}^{\circ}{ }^{\text {t }}\) parameterized by H for \(\mathcal{H}\) of constant treewidth ......................... 54
- in para- \(\mathrm{AC}^{\circ}\) parameterized by H for \(\mathcal{H}\) of constant treedepth . . . . . . . . . . . . . . . . . . . . . 55

Referenced on pages: 53-55
INDEPENDENT-SET
Instance: A graph \(G=(\mathrm{V}, \mathrm{E})\) and a number \(\mathrm{k} \in \mathbb{N}\).
Question: Is there a set \(X \subseteq V\) with \(|X| \geqslant k\) such that \(G[X]\) is edgeless?
Results:
- maximal solution can be found in para-FAC \({ }^{\circ+\epsilon}\) on graphs of bounded degree \(\ldots \ldots . .38\)

Referenced on pages: \(3,36,38,47,173\)

\section*{MATCHING}

Instance: A graph \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\) and a number \(\mathrm{k} \in \mathbb{N}\).
Question: Is there a set \(M \subseteq E\) with \(|M|=k\) such that no vertex is incident to more than one element of \(M\) ?
Results:

- \(\mathrm{k}^{2}\)-kernel in \(\mathrm{FTC}^{\circ}\)............................................................................................ 76

Referenced on pages: 76-77, 174
MODEL-CHECKING(L)
Instance: A relational structure \(S\) and an \(\mathcal{L}\)-formula \(\varphi\).
Question: \(S \models \varphi\) ?
Results:




Referenced on pages: 101-102, 104, 177

\section*{MODULATOR(F)}

Instance: A graph \(G=(\mathrm{V}, \mathrm{E})\) and a number \(k \in \mathbb{N}\).
Question: Is there a set \(\mathrm{X} \subseteq \mathrm{V}\) with \(|\mathrm{X}| \leqslant \mathrm{k}\) such that \(\mathrm{G}[\mathrm{V} \backslash \mathrm{X}] \in \mathcal{F}\) ?
Results:
- in para- \(\mathrm{AC}^{\text {Ot }}\) for parameter k if \(\mathcal{F}\) is the class of H -free graphs ........................ 52
- in para-AC \({ }^{\circ}\) for parameter \(k\) if \(\mathcal{F}\) is the class of H -free graphs ......................... 90

Referenced on pages: 51-52,90

\section*{PARITY}

Instance: A binary string \(w \in\{0,1\}^{\star}\).
Question: \(\sum_{i=1}^{|w|} w[i] \bmod 2=0\) ?
Referenced on page: 30
PARTIAL-VERTEX-COVER
Instance: A graph \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\) and two numbers \(\mathrm{k}, \mathrm{t} \in \mathbb{N}\).
Question: Is there a set \(S \subseteq V\) with \(|S| \leqslant k\) and \(|\{\{u, v\} \mid u \in S \vee v \in S\}| \geqslant t\) ?
Result:
- in para-AC \({ }^{\circ}\) for parameter \(k+t\) ..... 104
Referenced on pages: 101, 104
PATH-VERTEX-COVER
Instance: A graph \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\) and two numbers \(\mathrm{k}, \mathrm{c} \in \mathbb{N}\).
Question: Is there a set \(S \subseteq V\) with \(|S| \leqslant k\) and \(S \cap P \neq \emptyset\) for each length-c path \(P\) in \(G\) ?
Results:
- in para-AC \({ }^{0}\) for parameter \(k\) if \(c\) is constant ..... 56
- in para- \(A C^{0+1}\) for parameter \(k\) and \(c\) ..... 56
Referenced on page: 56
PATHWIDTH
Instance: A graph \(G=(\mathrm{V}, \mathrm{E})\) and a number \(\mathrm{k} \in \mathbb{N}\).
Question: \(\mathrm{pw}(\mathrm{G}) \leqslant k\) ?
Results:
- \(|S|^{3}\)-kernel in FTC \(^{\circ}\) ..... 80
- in para-AC \({ }^{\circ}\) parameterized by vc ..... 81
Referenced on pages: 77-81, 174
PLANAR-INDEPENDENT-SET
Instance: A graph \(G=(V, E)\) and a number \(k \in \mathbb{N}\).
Question: Is G planar and is there a set \(\mathrm{X} \subseteq \mathrm{V}\) with \(|\mathrm{X}| \geqslant \mathrm{k}\) such that \(\mathrm{G}[\mathrm{X}]\) is edgeless?- in para-AC \({ }^{1}\) for parameter \(k\)50
- in para-AC \({ }^{0+}\) if planarity is promised for parameter \(k\) ..... 50
- 4 k -kernel in \(\mathrm{FAC}^{1}\) ..... 65
Referenced on pages: 50-51, 65
POINT-LINE-COVERInstance: A set of points \(p_{1}, \ldots, p_{n} \in \mathbb{Z}^{d}\) for a fixed \(d \geqslant 2\) and a number \(k \in \mathbb{N}\). Both, thepoints and \(k\), are encoded as binary numbers.
Question: Can we cover all points by at most \(k\) straight lines?
Results:
- \(\mathrm{k}^{2}\)-kernel in \(\mathrm{FTC}^{\circ}\) ..... 65
- every slice is \(\mathrm{TC}^{\circ}\)-complete ..... 66
Referenced on pages: 65-67, 72, 174, 177

\section*{RAINBOW-MATCHING}Instance: An edge-colored graph \(\mathrm{G}=(\mathrm{V}, \mathrm{E}, \chi)\) with \(\chi: \mathrm{E} \rightarrow\{1, \ldots, \mathrm{k}\}\).Question: Is there a matching \(M \subseteq E\) with \(|M|=k\) that contains an edge of every color,that is, all edges in \(M\) have distinct colors?
Result:
- in para-AC \({ }^{\circ}\) for parameter k ..... 46
Referenced on pages: 44,46
```

SAT
Instance: A propositional formula }\varphi\mathrm{ .
Question: Is there a satisfying assignment }\beta\mathrm{ of }\varphi\mathrm{ , that is, one with }\beta\models\varphi\mathrm{ ?
Referenced on pages: 5, 77, 117, 121, 123-126, 143-145, 147-148, 171, 175
THRESHOLD
Instance: A bitstring }\textrm{b}\in{0,1\mp@subsup{}}{}{n}\mathrm{ and a number }\textrm{t}\in\mathbb{N}\mathrm{ .
Question: Are there at least t many I's in b?
Result:

```

```

Referenced on page: }4
TREEDEPTH
Instance: A graph G = (V,E) and a number k }\in\mathbb{N}\mathrm{ .
Question: }\operatorname{td}(G)\leqslantk\mathrm{ ?
Results:

```

```

    . in para-AC}\mp@subsup{}{}{\circ}\mathrm{ parameterized by vc .............................................................. . . . . . . 
    . in para-AC Ot for parameter k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
    Referenced on pages: 77-81, 94, 174
TREEWIDTH
Instance: A graph G = (V,E) and a number k }\in\mathbb{N}\mathrm{ .
Question: tw (G)\leqslantk
Results:
- }|S\mp@subsup{|}{}{3}\mathrm{ -kernel in FTC}\mp@subsup{}{}{\circ79

```
- in para-AC \({ }^{\circ}\) parameterized by vc ..... 79
- in para- \(\mathrm{AC}^{2 t}\) for parameter k ..... 95
Referenced on pages: 77-79, 95, 174
VERTEX-COVER
Instance: A graph \(G=(\mathrm{V}, \mathrm{E})\) and a number \(k \in \mathbb{N}\).
Question: Is there a set \(\mathrm{X} \subseteq \mathrm{V}\) with \(|\mathrm{X}| \leqslant \mathrm{k}\) such that \(\mathrm{G}[\mathrm{V} \backslash \mathrm{X}]\) contains no edge?
Result:
- in para- \(A C^{\circ}\) for parameter k ..... 72
Referenced on pages: 4, 8, 21-22, 30, 56, 63, 72-73, 92, 101, 111, 174, 177
WEIGHTED-CIRCUIT-SATISFIABILITY
Instance: An AC-circuit C and a number \(\mathrm{k} \in \mathbb{N}\),
Question: Is there a string \(w \in\{0,1\}^{\star}\) with \(\sum_{i=1}^{|w|} w[i]=k\) and \(\mathrm{C}(w)=1\) ?
Referenced on pages: 28-29

\section*{Experiment Setup}

Machine I A MacBook Pro (Retina, 2012) with a 2, 7 GHz Intel Core i7 and 16 GB 1600 MHz DDR3. The machine runs macOS Mojave in version 10.14.2.

Machine II A desktop computer equipped with 8 GB RAM and an Intel Core processor that contains four cores of 3.2 GHz each. The machine runs Ubuntu in version 17.10.

Testset I Contains all the graphs that were used for the treewidth track in the PACE 2016 and which were labeled as "solvable in 100s" [63]. This test set shares most of the graphs with the standard test set for graph coloring from the DIMACS graph coloring challenge.

Testset II Contains all graphs of the second iteration of the PACE challenge [64]. It contains both, the public and the hidden graphs (which were released after the challenge). The graphs were handcrafted by the authors of the challenge to generate instances that are difficult, but manageable for the current technology. The approach was to start with an instance from the Probabilistic Inference Challenge (which is reasonable, since many probabilistic inference algorithms first compute a tree-decomposition of the input), then a random center vertex \(v\) was chosen, and the graph was reduced to the vertices of distance at most \(r\) to \(v\) (that is, to the ball of radius \(r\) around \(\nu\) ).

Testset III A collection of publicly available transit graphs that were generated from GTFS-transit feeds [80]. This test set was also used for experiments in [83].

Testset IV A collection of real-world instances collected in [2].
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[^0]:    ${ }^{1}$ Robertson and Seymour have established an fpt-approximation algorithm for treewidth that essentially is the presented algorithm, but that adds balanced separators to $S$ instead of "brute-forcing" a fly-move [145]. The algorithm as presented here is leaned to the description of Reed [142], details can be found in the standard textbooks [59, 85].

[^1]:    ${ }^{2}$ Actually, there is a special case if C contains a vertex that is isolated in $\mathrm{G}[\mathrm{C}]$. Fortunately, this case is covered by the reverse reveal-moves that we describe next.

[^2]:    ${ }^{3}$ The number of atoms refers to the number of atoms generated by Jdrasil's heuristics, and not to the (unknown) optimal number of such objects.

