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I. INTRODUCTION
After a successful 6th QuASoQ workshop we slightly adjusted the list of topics for the workshop. The topics of interest included

- New approaches to measurement, evaluation, comparison and improvement of software quality
- Metrics and quantitative approaches in agile projects
- Case studies and industrial experience reports on successful or failed application of quantitative approaches to software quality
- Tools, infrastructure and environments supporting quantitative approaches
- Empirical studies, evaluation and comparison of measurement techniques and models
- Quantitative approaches to test process improvement, test strategies or testability
- Empirical evaluations or comparisons of testing techniques in industrial settings

Overall, the workshop aimed at gathering together researchers and practitioners to discuss experiences in the application of state of the art approaches to measure, assess and evaluate the quality of both software systems as well as software development processes in general and software test processes in particular.

As software development organizations are always forced to develop software in the “right” quality, the quality specification and quality assurance are crucial. Although there are lots of approaches to deal with quantitative quality aspects, it is still challenging to choose a suitable set of techniques that best fit to the specific project and organizational constraints.

Even though approaches, methods, and techniques are known for quite some time now, little effort has been spent on the exchange on the real-world problems with quantitative approaches. For example, only limited research has been devoted to empirically evaluate risks, efficiency or limitations of different testing techniques in industrial settings.

Hence, one main goal of the workshop was to exchange experience, present new promising approaches and to discuss how to set up, organize, and maintain quantitative approaches to software quality.

II. WORKSHOP HISTORY
The QuASoQ workshop series has been started in 2013. Since then, it is always organized as a collocated event of the Asia-Pacific Software Engineering Conference (APSEC).

These are the past workshop editions:

- 6th QuASoQ 2018 Nara, Japan | CEUR Vol-2273
- 5th QuASoQ 2017 Nanjing, China | CEUR Vol-2017
- 4th QuASoQ 2016 Hamilton, New Zealand | CEUR Vol-1771
- 3rd QuASoQ 2015 New Delhi, India | CEUR Vol-1519
- 2nd QuASoQ 2014 Jeju, Korea | IEEE Xplore
- 1st QuASoQ 2013 Bangkok, Thailand | IEEE Xplore

Since the first edition 48 papers have been presented; the average acceptance rate is ~ 75%.

The following chart depicts where the authors of accepted papers come from.
III. WORKSHOP FORMAT

Based on our former experience we wanted the workshop to be highly interactive. In order to have an interesting and interactive event sharing lots of experience, we organized the workshop presentations applying the author-discussant model.

Based on this workshop model, papers are presented by one of the authors. After the presentation, a discussant starts the discussion based on his or her pre-formulated questions. Therefore, the discussant had to prepare a set of questions and had to know the details of the presented paper. The general structure of each talk was as follows:

- The author of a paper presented the paper (20 minutes).
- After that, the discussant of the paper opened the discussion using his or her questions (5 minutes).
- Finally, we moderated the discussion among the whole audience (5 minutes).

IV. WORKSHOP CONTRIBUTIONS

Altogether 9 papers were submitted. Finally, these 6 papers were accepted by the program committee for presentation and publication covering very different topics.

- Hirohisa Aman, Sousuke Asamaki, Tomoyuki Yokogawa, Minoru Kawahara: Empirical Study of Fault Introduction Focusing on the Similarity among Local Variable Names
- Masayuki Doi, Yoshiki Higo, Shinji Kusumoto: A Code Clone Curation - Towards Scalable and Incremental Clone Detection -
- Konrad Fögen and Horst Lichter: An Experiment to Compare Combinatorial Testing in the Presence of Invalid Values
- Mahen Gandhi, Amit Kumar, Yugandhar Desai, Sonali Agarwal: Studying Multifaceted Collaboration of OSS Developers and its impact on Bug Fixing Performance
- Yoon Chow Yeong, Simon Hacks, Horst Lichter: Prioritization of EA Debts Facilitating Portfolio Theory

We grouped the papers into three sessions and added a final round-up slot to present and discuss the major findings of our workshop. The following, we introduce the accepted papers.

V. SUMMARY OF THE DISCUSSIONS

About 15 researchers attended the workshop and participated in the discussions. The author-discussant model was well received by the participants and led to intensive discussions among them.

The discussions show, that empirical studies and the results of experiments are of high value and lead to a deeper understanding of the subject that has been investigated.

To conclude, in the course of this workshop the participants proposed and discussed different approaches to quantify relevant aspects of software development. Especially the discussions led to new ideas, insights, and take-aways for all participants.
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Abstract—Well-chosen variable names play significant roles in program comprehension and high-quality software development and maintenance. However, even though all variables have easy-to-understand names, attention needs to be paid to the similarity among those names as well because a highly similar pair of variables may decrease the readability of code and might cause a fault. In order to analyze the relationship of variable similarity with the risk of introducing faults, this paper collects variable data from ten Java open source development projects and conducts an empirical study on the following three research questions: (1) Does the distribution of similarity differ among software development projects?, (2) What is the appropriate threshold of similarity?, and (3) How can the threshold of similarity contribute to the fault-prone method prediction? Then, the empirical results show the following findings: (1) The distribution of similarity is nearly identical regardless of the project; (2) Programmers should avoid giving similar names to different variables to prevent a fault introduction, and the threshold of Levenshtein similarity is 0.35; (3) By classifying Java methods with the above threshold, the risk of overlooking fault-introducing events in the fault-prone prediction model is effectively reduced; The recall of the prediction model improves by 12.8% on average.

I. INTRODUCTION

Code changes form essential parts of software development and maintenance, i.e., drive a software evolution. On the other hand, a code change also has a risk of introducing a new fault [1]. Because the code change is a human intellectual activity, the risk of a fault introduction would become higher when the program is more complex and harder to understand. Hence, the readability of code plays a significant role in the successful development and maintenance [2]. By making the code readable, the programmer can review the code more clearly and deeply, and may quickly detect a potential fault if it exists. Moreover, readable code is easy-to-understand for many other programmers as well, and they can review and maintain the source code smoothly. One of the most critical matters for producing readable code is the proper naming of the variables [3]. Indeed, there is a report saying that 24% of code review feedbacks were related to the variable naming [4]. Well-chosen names of variables can be useful clues to the understanding of what the program does [5] and can lead to the advantages of a low maintenance cost [6]. On the other hand, we can readily decrease the readability and understandability of programs by selecting meaningless names for the variables.

There have been various studies on a better naming of variables in the past. For example, Lawrie et al. [7] and Scanniello et al. [8] reported empirical results that fully spelled English words or their abbreviated forms are better for naming variables in terms of program comprehension and effective fault detection. Binkley et al. [9] showed that the camel case-style naming is useful for enhancing the understandability.

Although the naming of variables has been studied, we should consider not only the naming of an individual variable but also the relationship among the names of variables. If two variables have highly similar names to each other, they may be easily confused. For example, suppose a method conducts an empirical study on the following three research questions: (1) Does the distribution of similarity differ among software development projects?, (2) What is the appropriate threshold of similarity?, and (3) How can the threshold of similarity contribute to the fault-prone method prediction? Then, the empirical results show the following findings: (1) The distribution of similarity is nearly identical regardless of the project; (2) Programmers should avoid giving similar names to different variables to prevent a fault introduction, and the threshold of Levenshtein similarity is 0.35; (3) By classifying Java methods with the above threshold, the risk of overlooking fault-introducing events in the fault-prone prediction model is effectively reduced; The recall of the prediction model improves by 12.8% on average.

In this paper, we report our quantitative study on the risk of introducing faults by focusing on the similarity among the names of the local variables. The key contributions of this paper are as follows:

- We present a quantitative guideline of the local variable name to prevent the fault introduction: When a programmer declares two or more local variables in a Java method, the names of them should be dissimilar to each other. The threshold of Levenshtein similarity between variable names is 0.35.
• We empirically show that the classification of Java methods by the above threshold can be helpful in the fault introduction prediction; Especially, it reduces the risk of overlooking fault introductions effectively: The classification based on the similarity of local variable names improves the recall, the precision, and the F value of the random forest-based fault introduction prediction model by 12.8%, 2.45%, and 4.2% on average, respectively.

The remainder of this paper is organized as follows: In Section II, we describe the related work regarding variable names and present our research motivation and research questions (RQs). Then, in Section III, we report the empirical work that we conducted on the RQs. Finally, we give our conclusion and future work in Section IV.

II. RELATED WORK AND MOTIVATION

In this section, we briefly explain the related work focusing on the names of local variables. Then, we describe our research motivation and put our research questions (RQs) to clarify our goal in this paper.

A. Naming Variables

There have been several empirical studies regarding better naming of variables in the past. Lawrie et al. [7] conducted an empirical study focusing on the comprehensibility of variables from the perspective of the naming form. They prepared three variations of a variable name as (a) fully spelled English word, (b) an abbreviated form of the word, and (c) a single character then got 128 programmers to compare the ease of comprehension of them. The empirical results showed that the trend of comprehensibility is “(a) ≥ (b) > (c),” but there is no statistically significant difference between (a) and (b). That is, a fully spelled English word or a well-chosen abbreviated work would be a better name for a variable than a single character name. Scanniello et al. [8] also performed an empirical study regarding the relationships of the variable naming with the program comprehensibility and the fault detection/fix. The empirical results involving 100 programmers showed a trend similar to the one reported by Lawrie et al. [7].

When a variable has a more complex role, programmers tend to use a longer and more descriptive name. The major ways of such naming are the concatenations of two or more words (or abbreviated words) by the camel case (for example, indexOArray) or the snake case (for example, index_of_array) [9].

Although the above previous studies are remarkable empirical work to discuss the appropriate naming of variables, their main focus is on the naming of an individual variable. In other words, the relationship between names has not been well-discussed. When we see two or more variables and the names of them are similar to each other, we might get confused by the similar names even if each variable has an easy-to-understand name.

B. Similar Names of Variables

As mentioned above, when there are two or more local variables and the names are highly similar to each other, the code comprehensibility and the readability may be low even if each of the names is easy-to-understand. Binkley et al. [11] concerned the risk of selecting the wrong variable when the name is long. Indeed, many programmers may use an advanced code editor like Atom\(^1\) or an integrated development environment like Eclipse\(^2\), which can automatically complete the name of the variable or line up available variables [12]. Then, a programmer might overlook a wrong completion or choose the wrong candidate (see Fig. 1).

Tashima et al. [10] analyzed the issue of similar variable names from the perspective of the fault-proneness. In work by Tashima et al., they measured the similarity between two names by the Levenshtein distance [13]. We briefly describe their approach below. The Levenshtein distance between two names is defined to be the minimum number of operations required to change one name to the other name. The available operations are the following three ones:

- to add one character,
- to delete one character, and
- to replace one character by another character.

For example, we can produce lineIndent from lineIndex through the following two operations: 1) replace x (in lineIndex) by n, and 2) add t to the end of it. That is, the Levenshtein distance between the above two names is two. The smaller the Levenshtein distance, the higher the similarity between the names. However, the length of the name has also an impact on the similarity assessment. For example, although the Levenshtein distance between file and pipe is also two, the similarity of (file, pipe) does not look at the same as the similarity of (lineIndex, lineIndent). Hence, Tashima et al. used the following normalized Levenshtein distance (NLD) between two names, \(s_1\) and \(s_2\), in their work:

\[
NLD(s_1, s_2) = \frac{LD(s_1, s_2)}{\max\{\lambda(s_1), \lambda(s_2)\}},
\]

where \(LD(s_1, s_2)\) is the Levenshtein distance between \(s_1\) and \(s_2\), and \(\lambda(s_i)\) is the length (character count) of \(s_i\) (for \(i = 1, 2\)).

Tashima et al. conducted an empirical study using Java programs and showed that more fault fixes tend to occur in Java methods which have a pair of local variables with highly similar names [10]. Although their study is a useful previous work which drew attention to the similarity of the variable names, there are the following two problems to be solved.

Fig. 1. Example of code completion which may cause a wrong selection.

\(^1\)https://atom.io/
\(^2\)https://www.eclipse.org/
1) **The fault introduction events were missed:** The previous work used a snapshot when a fault was fixed. It is better to focus on the fault introduction events rather than the fault fix events for discussing the relationship between the similarity of variable names and the fault-proneness.

2) **The threshold of the similarity was not discussed:** The previous work did not discuss the threshold of the similarity. To construct the guideline about the similarity, we need to find an appropriate threshold value of similarity. These two problems are our research motivations in this paper.

### C. Research Questions

To address the two problems mentioned in Section II-B, we consider the following three research questions (RQs). In this study, we use the following Levenshtein similarity ($LS$),

$$LS(s_1, s_2) = 1 - NLD(s_1, s_2),$$

(2)

as our similarity measure because $NLD$ is an inverse measure of similarity.

**RQ1:** *Does the distribution of similarity differ among software development projects?*

Because different projects may have different developers, the trends of naming variables might also differ among projects. To discuss an appropriate threshold value of the similarity between variable names, we first need to check whether the difference of projects affects the distribution of similarity or not. If there is a significant variation in the distributions, we have to study the appropriate threshold value for each project separately. Otherwise, we can discuss the standard threshold value, which can be commonly used for all projects in this study.

**RQ2:** *What is the appropriate threshold of similarity?*

If there are two or more local variables whose names are highly similar to each other in a Java method, they are confusable and may adversely affect the code quality of the method. Although Tashima et al. [10] empirically showed that the presence of such a confusing pair of local variables in a Java method is related to the fault-proneness of the method, they did not discuss the appropriate threshold value of the similarity between variable names. Thus, we explore the appropriate threshold in this study and present the result as a guideline about the variable naming.

**RQ3:** *How can the threshold of similarity contribute to the fault-prone method prediction?*

Once we obtain an appropriate threshold value of the similarity between variable names through the empirical study regarding RQ2, then we can classify Java methods by the threshold. Thus, we examine the usefulness of the classification by the threshold of similarity. More specifically, we build fault-prone method prediction models with and without using the above threshold and compare the prediction performance values between them to evaluate the usefulness of the classification.

We conduct an empirical study on the above three RQs in the following section.

### III. Empirical Study

In this section, we report the empirical study that we conducted to address the three RQs mentioned above. First, we describe our aim and data source in Section III-A and explain the procedure of our data collection and analysis in Section III-B. Then, we show our results in Section III-C and give our discussions about the results in Section III-D. Finally, we describe our threats to validity in Section III-E.

#### A. Aim and Data Source

This study aims to tackle the above three RQs through an empirical data analysis. To this end, we collect fine-grained method-level data of code changes from open source development projects and analyze the risk of introducing faults in terms of the similarity among the names of local variables.

We used ten open source development projects as our data source3 (see Table I). The main reasons why we use these projects are as follows:

1) The code repository is Git;
2) The primary development language is Java;
3) The issue (bug) tracking system is Apache JIRA;
4) The developers specify the corresponding issue IDs in the commit messages when they commit fixed source files into the code repository.

The reasons 1) and 2) aim to perform a lightweight method data collection. In this study, we collect the change history of methods (functions) from a project. To carry out our data collection effectively, we utilize a Git-based fine-grained code repository, Historage [14], [15] which manages the source code at the method level rather than the file level; Git repositories are convertible to Historage repositories. Because the supported language of Historage repository is Java, we focus only on Java projects in this study.

The reasons 2), 3), and 4) are requirements for collecting fault introduction data. To detect fault introduction events, we use the well-known SZZ algorithm [16]–[18] and one of its implementations, SZZ Unleashed [19]. The SZZ algorithm
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links a reported issue (bug) with the corresponding issue-fix commits. The SZZ Unleashed is designed to collect issue data from Apache JIRA and to make the above links to commits on Git. Because the issue-commit linking is based on whether or not the issue ID appears in the commit message, the above reason 4) is a requirement in this study.

We performed a project search on GitHub with the search keyword “org:apache,” and selected the most popular4 ten projects (see Table I) satisfying the above requirements.

B. Procedure

We collect data of Java methods and their local variables from each of the studied projects and analyze the collected data in the following procedure.

1) Fine-grained repository construction:
Because local variables belong to a Java method, we need to collect data of local variables from each method. Moreover, to capture the fault introduction events in a method, we have to examine the code change history at the method level rather than the file level. Since the Git repositories of the studied projects maintain the code change history at file-level, we convert the repositories into finer-grained method-level repositories—the History repositories [14], [15]—by using the conversion tool, Kenja⁵ [20].

2) Fault introduction commit detection:
According to the SZZ algorithm [16]–[18], we detect the commits in which the code changes introduced faults; We use the SZZ Unleashed [19], an implementation of the SZZ algorithm. In the above detection, we exclude the following kinds of methods because they are not related to any fault introduction: Java methods for testings, demos, and document generations.

3) Data collection of the fault-proneness of methods and the names of local variables:
If a method experiences a fault introduction, we define the method to be faulty. For a faulty method, we focus on the commit in which the fault introduction occurred first and extract the corresponding revision of the method. Then, for each pair of local variables (including formal parameters) in the selected revision, we compute the similarity between the names of variables. To link a computed similarity with the method in our analysis, we adopt the highest similarity in a method as the representative value of the method.

When a method is not faulty, we single out the latest revision of the method as a sample for our data analysis and compute the similarity of local variables as well. We henceforth denote the highest similarity between local variable names in method \(m\) by \(HLS(m)\).

4) Data analysis for answering RQ1 (Does the distribution of similarity differ among software development projects?):

We compare the distributions of computed \(HLS(\cdot)\) across the studied projects by using the summary statistics—the minimum, the first quartile (25 percentile), the median, the mean, the third quartile (75 percentile), and the maximum—and the box plots. Moreover, we randomly select 140 sample⁶ (methods) from each project, i.e., 1400 (= 140 × 10) samples in total, and perform the Kruskal-Wallis test [21] at significance level 0.05 with the following hypotheses.

- **Null hypothesis:** There is no difference in the median similarity across the studied projects.
- **Alternative hypothesis:** At least one project’s median similarity is different from the others.

5) Data analysis for answering RQ2 (What is the appropriate threshold of similarity?):

Let \(M\) be the set of all Java methods to be analyzed. We consider the following two subsets of \(M\), which are divided by a threshold \(\tau\):

- \(M_L(\tau) = \{m \in M \mid HLS(m) \leq \tau\}\)
- \(M_H(\tau) = \{m \in M \mid HLS(m) > \tau\}\)

Now we explore the appropriate threshold of similarity \((\tau^*)\) as follows.

First, for a \(\tau\), we compute the following faulty method rates \((FMR_L(\tau)\) and \(FMR_H(\tau))\) in \(M_L(\tau)\) and \(M_H(\tau)\), respectively:

\[
FMR_x(\tau) = \frac{|\{m \in M_x(\tau) \mid m \text{ is faulty}\}|}{|M_x(\tau)|}, \quad (3)
\]

where \(x \in \{L, H\}\).

Then, we evaluate the effect of the classification by \(\tau\) using the following odds ratio \(OR(\tau)\):

\[
OR(\tau) = \frac{FMR_H(\tau)/\{1 - FMR_H(\tau)\}}{FMR_L(\tau)/\{1 - FMR_L(\tau)\}}. \quad (4)
\]

The higher \(OR(\tau)\) means that the classification by \(\tau\) is more effective in terms of the fault-prone method detection. We adopt the threshold \(\tau\) such that \(OR(\tau)\) has the highest value, as the appropriate threshold \(\tau^*\).

6) Data analysis for answering RQ3 (How can the threshold of similarity contribute to the fault-prone method prediction?):

To examine how the classification by \(\tau^*\) can contribute to the fault-prone method prediction, we compare the prediction performances of the prediction models with and without using the similarity-based classification. Although various mathematical models have been studied for the fault-prone method prediction in the past, we use the random forest in this study because it has been widely known as one of the most promising models [22], [23].

6a) Examination by random forests without using the similarity-based classification: First, we build a random forest⁷ for predicting whether a method is faulty or not.

⁴The popularity is evaluated by the “stars” score on GitHub.
⁵https://github.com/niyaton/kenja
⁶We decided the simple size “140” by a simulation using random numbers, where the significance level is 0.05, and the power of a test is 0.8.
⁷We use the randomForest function provided by the randomForest package of R version 3.6.1, with its default settings.
by using only the fundamental code metrics: the lines of code (LOC) [24], the cyclomatic complexity (CC) [25], and the number of local variables in a method. Then, we compute the following performance values: the recall, the precision, and the F value (the harmonic mean of the recall and the precision). These values form the baselines of evaluation in our study.

During the prediction model construction, we have to pay attention to the imbalance between positive samples and negative samples: we have less number of faulty methods than non-faulty ones in our data sets. Such an imbalance of data often leads to a poor prediction model. To overcome this issue of imbalanced data, we use SMOTE algorithm [26], which oversamples the minority sample of our data set, we increase the samples of faulty methods by 3.6. To balance the ratio of faulty methods and non-faulty ones as “fifty-fifty” in our data set, we increase the samples of faulty methods by 10-fold through the oversampling and randomly choose (undersample) the same number of non-faulty methods.

C. Results

By performing the steps 1) – 3) described in Section III-B, we collected 86, 104 methods (including constructors) from the studied ten projects and detected fault introductions by the SZZ algorithm. Notice that the above methods are the ones that have two or more local variables (including formal parameters) because this study focuses on the similarity among the names of local variables. Table II presents the number of methods and that of faulty ones for each project; For example, in Beam project, 63 out of 7,491 methods are faulty.

We show the results of the steps 4)–6) below, which are corresponding to RQ1, RQ2, and RQ3, respectively. The set of our empirical data is available at http://se.cite.ehime-u.ac.jp/data/QuASoQ2019/.

<table>
<thead>
<tr>
<th>Project</th>
<th>#Methods</th>
<th>#Faulty methods (faulty rate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam</td>
<td>7,491</td>
<td>63 (0.8%)</td>
</tr>
<tr>
<td>Flink</td>
<td>12,854</td>
<td>437 (3.4%)</td>
</tr>
<tr>
<td>Groovy</td>
<td>9,926</td>
<td>448 (4.5%)</td>
</tr>
<tr>
<td>HBase</td>
<td>13,170</td>
<td>468 (3.6%)</td>
</tr>
<tr>
<td>Hive</td>
<td>28,313</td>
<td>523 (1.9%)</td>
</tr>
<tr>
<td>Kafka</td>
<td>1,089</td>
<td>30 (2.8%)</td>
</tr>
<tr>
<td>RocketMQ</td>
<td>1,998</td>
<td>21 (1.1%)</td>
</tr>
<tr>
<td>Storm</td>
<td>6,875</td>
<td>68 (1.0%)</td>
</tr>
<tr>
<td>Zeppelin</td>
<td>2,688</td>
<td>249 (9.3%)</td>
</tr>
<tr>
<td>Zookeeper</td>
<td>1,700</td>
<td>88 (5.2%)</td>
</tr>
<tr>
<td>Total</td>
<td>86,104</td>
<td>2,395 (2.8%)</td>
</tr>
</tbody>
</table>

We use the SMOTE function provided by the DMwR package of R version 3.6.1; To balance the ratio of faulty methods and non-faulty ones as “fifty-fifty” in our data set, we increase the samples of faulty methods by 10-fold through the oversampling and randomly choose (undersample) the same number of non-faulty methods.
TABLE III
SUMMARY STATISTICS OF THE SIMILARITY AMONG THE NAMES OF LOCAL VARIABLES IN THE STUDIED PROJECTS

<table>
<thead>
<tr>
<th>Project</th>
<th>Min.</th>
<th>25%</th>
<th>50%</th>
<th>Mean</th>
<th>75%</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam</td>
<td>0</td>
<td>0.143</td>
<td>0.230</td>
<td>0.332</td>
<td>0.500</td>
<td>0.958</td>
</tr>
<tr>
<td>Flink</td>
<td>0</td>
<td>0.143</td>
<td>0.286</td>
<td>0.346</td>
<td>0.556</td>
<td>0.967</td>
</tr>
<tr>
<td>Groovy</td>
<td>0</td>
<td>0.167</td>
<td>0.286</td>
<td>0.354</td>
<td>0.556</td>
<td>0.960</td>
</tr>
<tr>
<td>HBase</td>
<td>0</td>
<td>0.143</td>
<td>0.267</td>
<td>0.336</td>
<td>0.500</td>
<td>0.955</td>
</tr>
<tr>
<td>Hive</td>
<td>0</td>
<td>0.167</td>
<td>0.333</td>
<td>0.384</td>
<td>0.600</td>
<td>0.962</td>
</tr>
<tr>
<td>Kafka</td>
<td>0</td>
<td>0.125</td>
<td>0.250</td>
<td>0.320</td>
<td>0.500</td>
<td>0.947</td>
</tr>
<tr>
<td>RocketMQ</td>
<td>0</td>
<td>0.143</td>
<td>0.289</td>
<td>0.342</td>
<td>0.539</td>
<td>0.938</td>
</tr>
<tr>
<td>Storm</td>
<td>0</td>
<td>0.143</td>
<td>0.267</td>
<td>0.340</td>
<td>0.500</td>
<td>0.962</td>
</tr>
<tr>
<td>Zeppelin</td>
<td>0</td>
<td>0.165</td>
<td>0.282</td>
<td>0.351</td>
<td>0.500</td>
<td>0.955</td>
</tr>
<tr>
<td>Zookeeper</td>
<td>0</td>
<td>0.123</td>
<td>0.250</td>
<td>0.324</td>
<td>0.500</td>
<td>0.952</td>
</tr>
</tbody>
</table>

All   | 0   | 0.196 | 0.286 | 0.356 | 0.556 | 0.962 |

Fig. 4. Boxplot of the similarity among the names of local variables.

Results regarding RQ1 (Does the distribution of similarity differ among software development projects?)

Table III presents the summary statistics of the similarity by the studied projects, and Fig. 4 shows the box plots of them. From the table and figure, the distributions of similarity in projects seem to be close to each other.

Moreover, the p-value of Kruskal-Wallis test was 0.3387 (> 0.05), so we cannot reject the null hypothesis “There is no difference in the median similarity across the studied projects.” That is, there does not seem to be a significant difference in the central tendency of similarity distribution among projects.

From the above results, our answer to RQ1 (Does the distribution of similarity differ among software development projects?) is: The distribution of similarity is nearly identical regardless of the project.

Results regarding RQ2 (What is the appropriate threshold of similarity?)

In the data analysis regarding RQ1, we have seen that the distribution of similarity is nearly identical regardless of the project. Hence, we seek an appropriate threshold of similarity between the names of local variables without distinction of the project.

From Table III and Fig. 4, the range of “relatively high similarity” seems to be between 0.3 and 0.6. Thus, by changing the threshold τ from 0.3 to 0.6 at intervals of 0.01, we divided the set of all methods M into \( M_L(\tau) \) and \( M_H(\tau) \), obtained the faulty method rates \( FMR_L(\tau) \) and \( FMR_H(\tau) \), and computed the odds ratio of them, \( OR(\tau) \), as the measure of effect. We show the change of the odds ratio over τ in Fig. 5.

In the figure, the odds ratio becomes the highest around \( \tau = 0.35 \), and it drops around \( \tau = 0.5 \). Table IV presents a part of the computed odds ratios \( (OR) \), the faulty method rates \( (FMRs) \), and the ratio between \( FMRs \); in the table, we highlight the highest odds ratio and the highest ratio between \( FMRs \) by boldface together with the “*” mark.

In Table IV, six thresholds \( (\tau = 0.34, 0.35, 0.36, 0.37, 0.40, \text{ and } 0.41) \) showed the highest odds ratio, i.e., the highest effect of classification by that threshold for detecting fault-prone methods. Because the ratio between faulty method rates also gets the highest value at \( \tau = 0.35 \) within these six thresholds, we consider it is the appropriate threshold: \( \tau^* = 0.35 \).

From the above results, our answer to RQ2 (What is the appropriate threshold of similarity?) is: The appropriate threshold of similarity is around 0.35.

Results regarding RQ3 (How can the threshold of similarity contribute to the fault-prone method prediction?)

Table V shows the mean performance values of the random forest models constructed in the steps 6a and 6b and the improvements of them by using the similarity-based classi-
fication: In the table, “Baseline random forest (RF)” column and “RF + similarity classification” column correspond to the mean performance values of the random forests constructed in the step 6a (Fig. 2) and 6b (Fig. 3), respectively, and “Improvement” column presents the improvement rates of the latter value from the former value:

\[
\text{Improvement} = \frac{\text{latter value} - \text{former value}}{\text{former value}} \times 100 \text{ (\%).} \tag{5}
\]

For example of the recall in Beam project, the former value is 0.4814 and the latter one is 0.6208, so the improvement rate is computed as: \((0.6208 - 0.4814)/0.4814 \times 100 \approx +28.95\text{ (\%)}\).

In the table, the recall value, the precision value, and the F value improves by 12.8\%, 2.45\%, and 4.2\% on average of all projects. Moreover, each of all projects shows an improvement in recall value as well. On the other hand, the precision values decrease in six out of ten projects. Because of the reduction of precision values in those projects, the F values also get lower in three out of ten projects.

As a result, the classification using the above threshold \((\tau^* = 0.35)\) always works for improving the recall of the fault-prone method prediction. That is, the similarity-based classification contributes to the reduction of risk of overlooking fault-introducing events. Even though some projects showed decreases in the precision and the F values, these measures also got improved on average.

From the above results, our answer to RQ3 (How can the threshold of similarity contribute to the fault-prone method prediction?) are: That threshold contributes to the reduction of risk of overlooking faults in the fault-prone method prediction. Moreover, although the precision value might be decrease in some cases, the performance of prediction tends to get improved—the recall: +12.8\%; the precision: +2.45\%; the F value: +4.2\%.

D. Discussions

To answer RQ1, from each of Java methods in the studied projects, we collected the highest Levenshtein similarity (HLS) among the names of local variables in the method and compared the distribution of HLS values across the projects. As a result, the distributions seem to be close to each other. Moreover, there is no significant difference in the median among the projects. Because the highest similarity tends to be less than 0.5 in many Java methods, we can say that programmers would avoid having a pair of highly similar (confusing) variable names within the same method regardless of the project. To see this trend intuitively, we show samples of variable pairs appearing in the studied projects in Table VI. If the similarity between the two names is greater than 0.5, these names tend to get harder to discriminate each other because the half or more parts of them are duplicated. Especially, pairs of variable names whose similarity is around 0.8–0.9 may lead to an erroneous selection as they are a pair of a word and its plural form or a pair of almost the same names in which the only difference between them is the used number (for example, 1 or 2). It is better to avoid using such highly similar pairs for preventing human errors during the programming activity, and we should support it by providing a quantitative guideline and an automated checking tool.

Next, to answer RQ2, we experimented with the similarity-based classification of Java methods and evaluated the effect of classification by the odds ratio in terms of the faulty method rate, while changing threshold \(\tau\). As a result, the odds ratio showed the highest value around 0.35–0.4, and we found that the appropriate threshold is 0.35. As we have seen in Table VI, pairs of variable names with the similarity are around 0.35–0.4 may have one or more common words in the compound names. These pairs would not be especially confusing. However, if they become a more similar pair, i.e., the similarity gets
larger than 0.5, the risk of a human error such as a mix-up of the variable would also increase. Hence, we consider \( \tau = 0.35 \) would be a reasonable threshold to warn regarding the confusing pair of variable names.

Finally, to answer RQ3, we prepared two different random forest-based prediction models with and without using the similarity-based classification, and we evaluated how the prediction model with using the similarity (Fig. 3) outperforms the baseline model (Fig. 2) which did not use the similarity. As a result, the mean prediction performance values showed the following improvements: the recall improved by +12.8\%, the precision did by +2.45\%, and the F value did by +4.2\%. Notably, the recall got improved in all of the ten projects. Thus, we consider that the similarity-based classification can work for preventing the overlooking of faults more effectively. Although projects Kafka and RocketMQ showed relatively small improvements (+3.6\% and +0.05\%) in Table V, the following two things would be significant reasons: their recall values were already at relatively high levels in the baseline model, and these projects have the least faulty methods in the data set (Table II). On the other hand, the precision values decreased from the baseline in some projects. In general, if we predict more objects as positive (i.e., faulty) to prevent overlooking the true-positive objects, the precision value tends to decrease. In our data set, because of a small number of faulty methods (Table II), we cannot avoid the depression of the precision when we increase the number of positive prediction cases. Nonetheless, the top four projects in terms of the faulty rate (Groovy, HBase, Zeppelin, and Zookeeper) showed improvements in both the recall and the prediction. Therefore, the similarity-based classification tends to help for improving the performance of the prediction model.

In the experiment for answering RQ3, we used only the optimal threshold (\( \tau^* \)) obtained in the previous experiment regarding RQ2 because we aim to examine the effect of \( \tau^* \) on the fault-prone method prediction model. Although other threshold values might also have similar effects, a detailed further investigation using various threshold values is our future work.

E. Threats to Validity

We discuss the threats to validity that can affect our results.

Conclusion Validity: The naming of variables may depend on the developers’ experience and preference, so the heterogeneity of the project might have an impact on our empirical results. Because there was no significant difference in the median of similarity among the studied projects, we performed our study using a single threshold common to all projects. However, it may be better to collect more data from more projects and to analyze the effect of the threshold by the project domain. That is one of our significant future work.

Internal Validity: We quantitatively analyzed the relationship between the fault-introducing risk in a Java method and the similarity among the names of local variables in the method. However, the observed fault-introducing events may not always be related to the local variables of interest. In other words, there might be a fault at the part which is independent of the variable, and this is a threat to the internal validity. We need a finer-grained code analysis to link a fault-introducing event with the local variables in the future.

Construct Validity: Although we measured the similarity between variable names by using the Levenshtein distance, it is not the only way of evaluating the similarity. There are other edit distance metrics such as the longest common subsequence distance [27] and the Hamming distance [28], and the use of a different metric may lead to a different evaluation of similarity. Moreover, we can consider not only edit distance but also semantic distance by using the Doc2Vec [29] method. A further analysis using other similarity metrics is our significant future work.

To evaluate the effect of the similarity-based classification, we constructed the random forest together with the SMOTE algorithm. The selection of parameters in the model construction may affect the results: We specified the parameters of oversampling and undersampling in the SMOTE function so that the ratio between faulty methods and non-faulty methods becomes fifty-fifty, and used the default parameters in the randomForest function. Although a different parameter setting may make a different result, we did not do any special tuning to avoid yet another threat to validity, i.e., the issue of the appropriate setting selection.

External Validity: The threat to external validity is that our data set consists of ten Java open source software projects. Although we collected data from various projects, our results might not represent the results on all data of all software products. Moreover, the difference in the programming language may affect the trend of variable naming. A further data collection and analysis would be needed to mitigate this threat.

IV. Conclusion

In this paper, we focused on the similarity among the names of local variables in a Java method. Because the presence of a highly similar, i.e., “confusing” pair of local variables may decrease the code readability and cause a human error, we quantitatively analyzed such a risk by using the data of fault-introducing events. Through an empirical study using the data of 86,104 Java methods collected from ten open source projects, we got the following findings:

- To reduce the risk of introducing faults into a Java method, programmers should avoid giving similar names to different variables. The threshold of Levenshtein similarity is 0.35.
- The classification of the Java method by the above threshold works for reducing the risk of overlooking fault-introducing events in the fault-prone prediction model; The recall of the prediction model improves by 12.8\% on average.

When a programmer develops a Java method having two or more local variables, it is better to make the names of local variables dissimilar to each other. If there are highly similar names, they can be confusing and may decrease the readability,
and consequently, may raise the risk of introducing faults. The above findings can form a quantitative guideline.

Our future work includes: 1) to further analyze the impacts of the differences in the project domain and the programming language by collecting more project data; 2) to develop the tool or the plugin for alerting the presence of similar variables based on our empirical results; 3) to examine the similarity of variable names by using other metrics including other edit distance metrics and semantic metrics.
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Abstract—Just-in-time software defect prediction (JIT-SDP) is an active research topic in the field of software engineering, aiming at identifying defect-inducing code changes. Most existing JIT-SDP work focuses on improving the prediction performance of the model by improving the model. However, a frequently ignored problem is that collecting large and high quality defect data sets is costly. Specifically, when labeling the samples, experts in the field are required to carefully analyze the defect report information and log of code modification, which requires a lot of effort. Therefore, how to build a high-performance JIT-SDP model with a small number of training samples is an issue worth studying, which can reduce the size of the defect data sets and reduce the cost of data sets acquisition. This work thus provides a first investigation of the problem by introducing a progressive sampling method. Progressive sampling is a sampling strategy that determines the minimum number of training samples while guaranteeing the performance of the model. However, progressive sampling requires that the learning curve of the prediction model be well behaved. Thus, we validate the availability of progressive sampling in the JIT-SDP issue based on six open-source projects with 227417 changes. Experimental results demonstrate that the learning curve of the prediction model is well behaved. Therefore, the progressive sampling is feasible to tackle the JIT-SDP problem. Further, we investigate the optimal training sample size derived by progressive sampling for six projects. Empirical results demonstrate that a high-performance prediction model can be built using only a small number of training samples. Thus, we recommend adopting progressive sampling to determine the size of training samples for the JIT-SDP problem.

Index Terms—Just-in-time, software defect prediction, progressive sampling, mining software repositories

I. INTRODUCTION

Defects in the software system can cause huge losses to companies [1]. Although software quality activities (such as source code checking and unit testing) can reduce the number of defects in software, they require a lot of testing resources. Therefore, how to release a high-quality software project with limited testing resources is a huge challenge in the field of software engineering [2]. Software defect prediction is an effective method. Developers use machine learning or statistical learning methods to identify the defect-proneness of program modules in advance, thereby investing more limited testing resources into defect-prone modules [2].

Just-in-time software defect prediction (JIT-SDP) is a more fine-grained defect prediction method, which is made at change-level rather than module-level (e.g., function, file, and class) [1]. In the software development process, once the developer submits a modification to the software code, the defect prediction model will predict the defect-proneness of the code. If the change is predicted to be buggy, the corresponding developer will be assigned to check the change. Therefore, JIT-SDP has the advantages of fine granularity, instantaneity, and traceability [3], and has been adopted by many companies such as Lucent [4], BlackBerry [5], Cisco [6], etc.

Recently, JIT-SDP has received extensive attention and research. The main research work focuses on model building [7] [8], feature selection [1] [9], data annotation [10], etc. However, few studies have focused on the cost of acquiring defect data sets. Specifically, in order to obtain high-quality defect data sets, experts in specific fields are required to analyze version control systems (SVN, CVS, Git, etc.) and defect tracking systems (Bugzilla or Jira) during the data annotation phase [3]. Therefore, constructing an accurate defect data set is costly [11]. In the field of software engineering data mining [12] [13], researchers found the following relationship between the size of the data sets and the performance of the prediction model: When the data set size is small, the accuracy of the prediction model increases significantly as the size of the data increases. When the data sets size exceeds a certain number, adding more data does not lead to higher prediction performance. Therefore, how to build a high performance prediction model with fewer training samples for JIT-SDP is a problem worth studying, which brings two advantages:

- Firstly, reducing the size of training samples can reduce the cost of data sets labeling. 
- Secondly, when using complex learning algorithms such as deep learning algorithms [8], reducing the size of the training data can significantly reduce the time required for model training.

In order to reduce the use of training samples, this paper first introduces progressive sampling into the study of JIT-SDP problems. We conduct experiment on the change-level defect data sets from six open source projects with 227417 changes. The main contributions of this paper are as follows:
We introduce progressive sampling to the JIT-SDP study to determine the optimal training sample size and reduce the cost of defect data acquisition. However, progressive sampling requires that the learning curve of the prediction model be well behaved in coarse granularity. Therefore, we conduct a large-scale empirical study based on the defect data sets from six open-source projects. The experimental results show that the learning curve of the prediction model is well behaved. So progressive sampling is efficient for JIT-SDP.

We further investigate the optimal training sample size derived by progressive sampling based on six open-source projects. The experiment uses the random forest to establish a prediction model and uses AUC to evaluate the performance of the model. Empirical results show that using progressive sampling can significantly reduce the number of training samples used while guaranteeing the performance of the prediction model. Therefore, we recommend that in the practical application of JIT-SDP, using progressive sampling can effectively reduce the amount of training samples and reduce the cost of model building.

The rest of the paper is organized as follows: The related work is described in Section II. Section III introduces the progressive sampling and it's application in the scenario of JIT-SDP. Experimental setup is described in the Section IV. Section V introduces the experimental results and discussion. Section VI introduces the threats to validity. Conclusions and future work is described in the Section VII.

II. RELATED WORK

A. Just-in-Time Software Defect Prediction

JIT-SDP is a special method for predicting software defects. Unlike traditional defect prediction, JIT-SDP is performed at change-level, which has finer granularity. Mockus and Weiss [4] first proposed the idea of JIT-SDP, and they designed a number of change metrics to predict whether changes are defect-inducing or clean. Recently, Kamei et al. [1] performed a large-scale empirical study in JIT-SDP. They collected eleven data sets from six open-source projects and five commercial projects. Their experimental results show that their prediction model can achieve 68% accuracy and 64% recall. Moreover, they find that 35% defect-inducing changes can be identified using only 20% of the effort.

Subsequently, researchers proposed various methods to improve the performance of the prediction model for JIT-SDP. Chen et al. [14] designed two objects through the benefit-cost analysis, and formalized the JIT-SDP problem into a multi-objective optimization problem. They proposed a method called MULTI based on NSGA-II [15]. The experimental results show that MULTI can significantly improve the effort-aware prediction performance for JIT-SDP. Furthermore, Yang et al. [16] found that the MULTI method is more biased towards the benefit object in the optimal solution selection. Therefore, they proposed a benefit-priority optimal solution selection strategy to improve the performance of the MULTI method. Cabral et al. [17] first found that JIT-SDP suffers from class imbalance evolution. Their proposed approach can obtain top-ranked g-means compared with state-of-the-art methods.

B. Progressive Sampling

Weiss and Tian pointed out that in the field of data mining, data acquisition is one of the main costs of the process of building a classification model [18]. Therefore, reducing the use of training data while guaranteeing the performance of the prediction model can reduce the cost of model building. In solving the actual classification task, using fewer training samples can still get a high prediction model. Thus, Provost et al. [19] proposed progressive sampling method. Progressive sampling continuously increases the number of training samples by the iterative method. Currently, progressive sampling has been widely used in the field of software engineering data mining. For example, in the study of performance prediction for configurable software, obtaining data sets is costly. Thus, Sarkar et al. [12] used progressive sampling to determine the optimal number of training samples.

In the JIT-SDP study, obtaining high-quality defect data sets is costly, and it requires specialists in specific fields to thoroughly analyze defect report information and code modification logs [11]. The most existing JIT-SDP study only focuses on improving the performance of the prediction model, but ignores the cost of defect data sets acquisition. Therefore, this paper first introduces progressive sampling into the JIT-SDP scenario.

III. PROGRESSIVE SAMPLING

A. Basic Concept of Progressive Sampling

Progressive sampling is a popular sampling strategy that has been used for various learning models [13]. Progressive sampling is an iterative process whose basic idea is to generate an array of integers \( n_0, n_1, n_2, \ldots, n_k \). Each integer \( n_i \) indicates that the training samples with size of \( n_i \) are used to build the prediction model at the \( i \)th iteration. According to the calculation of the number of training samples in each iteration, progressive sampling can be classified as arithmetic progressive sampling and geometric progressive sampling [20]. The size of training samples for two progressive sampling is calculated as shown in Eq. (1) and Eq. (2), respectively, where \( n_0 \) represents the initial training sample size and \( a \) determines the growth rate of the training samples. It can be seen that the main difference between the two kinds of progressive sampling is that the geometric progressive sampling has a larger growth rate than the arithmetic progressive sampling, and is suitable for the prediction model with high algorithm complexity.

The machine learning algorithm used in this paper is the random forest [21], the training time of the model is short, so it is suitable to use arithmetic progressive sampling.

\[ n_i = n_0 + i \times a \]  \quad (1)

\[ n_i = n_0 \times a^i \]  \quad (2)
Learning curve. The learning curve [19] describes the prediction performance of the prediction model at different training sample sizes and can clearly characterize the learning process of progressive sampling. Typical learning curve is shown as Fig. 1, where the x-axis represents the training sample size and the y-axis represents the prediction performance of the model. A well behaved learning curve is monotonically non-decreasing and contains three regions: In the first region, the model performance increases rapidly as the training sample size increases; in the second region, the model performance increases slowly as the training sample size increases; in the third region, adding more training samples will not significantly improve the performance of the model.

B. The Process of Progressive Sampling in the JIT-SDP

Progressive sampling is widely used in various software engineering related studies, such as performance prediction of configurable software [12], etc. In this paper, we first introduce progressive sampling into the JIT-SDP scenario. The detailed process is shown in Fig. 2, which involves four steps as following:

1) Developers mine metrics related to software changes from the software history repositories.
2) Domain experts label samples as defect-inducing or clean by analyzing defect reporting information and code modification logs in version control systems, and build defect data sets. Because of the high cost of this process, only a few number of changes are labeled.
3) Based on the existing data sets, a machine learning algorithm is used to build a defect prediction model.
4) After the prediction model is evaluated, it is required to determine whether the performance of the model is acceptable. If the performance is not acceptable, the more training samples will be collected according to the rules of progressive sampling.

We use following Algorithm 1 to describe more formally the application process of progressive sampling in JIT-SDP.

Algorithm 1: The progressive sampling for JIT-SDP

| Input: initial sample size: \(n_0\); growth factor: \(a\); termination threshold: \(\text{threshold}_\text{AUC}\) |
| Output: prediction model: \(\text{model}\); |
| begin |
| \# Build data sets with \(n_0\) samples |
| \(D = \text{mining}\_\text{software}\_\text{repository}(n_0)\) |
| while true do |
| \# Split data sets into training and test sets |
| \(\text{train}_\text{set},\text{test}_\text{set} = \text{train}\_\text{test}\_\text{split}(D)\) |
| \# Build prediction model based on machine learning methods |
| \(\text{model} = \text{Random}\_\text{Forest}((\text{train}_\text{set})\) |
| \# Model evaluation |
| \(\text{AUC} = \text{Evaluation}(\text{model},\text{test}_\text{set})\) |
| \# Whether the model is acceptable |
| if \(\text{AUC} > \text{threshold}_\text{AUC}\) then |
| \| return model |
| end |
| else |
| \| new\_\(D = \text{mining}\_\text{software}\_\text{repository}(a)\) |
| \| \(D = D \cup \text{new}\_\text{D}\) |
| end |
| end |

We denote an instance of a code change as \(X = \{x_1, x_2, ..., x_m\}\), where \(x_1, x_2, ..., x_m\) represent the \(m\) metrics of the change \(X\). An example of the change \(X\) is denoted as \((x, Y)\), where \(x\) represents the values of metrics and \(Y\) represents whether the change is buggy or clean. If the change \(X\) is identified as buggy, then \(Y\) will be marked as 1, otherwise it is marked as 0. The defect data sets \(D\) for a specific project are composed of a set of examples \(X\), where \(X \subseteq D\).

In the beginning, developers need to mine \(n_0\) samples from the software history repositories and build data sets \(D\) (Line 3). The data sets are then split into training and test sets (Line 6). The the defect prediction model is built and evaluated based on a machine learning algorithm (Line 8-10). Our experiment uses the random forest to build a prediction model and evaluate the model using AUC. If the performance of the model exceeds the threshold \(\text{threshold}_\text{AUC}\), the progressive...
sampling terminates the iteration (Line 12-13). Otherwise, it is necessary to further collect $a$ samples from the software history repositories to increase the size of the data sets (Line 16-17).

IV. EXPERIMENTAL SETUP

This paper introduces progressive sampling into the JIT-SDP problem and designs the following two research questions:

- **RQ1:** Whether the progressive sampling is feasible in the JIT-SDP scenario?
- **RQ2:** What is the optimal training sample size to establish a high performance prediction model by adopting progressive sampling?

The experimental hardware environment is *Intel(R) Core(TM)17-7700 CPU*, RAM: 8G. The programming environment used in the experiment is *python* 3.2.

A. Data Sets

The data sets used in the experiment were provided by Kamei et al. [1] and are widely used in the field of JIT-SDP [7] [8] [9]. The data sets are collected from six open source projects, namely *Bugzilla(BUG)*, *Columba(COL)*, *Eclipse JDT(JDT)*, *Eclipse Platform(PLA)*, *Mozilla(MOZ)*, and *PostgreSQL(POS)*, with a total of 227417 changes. The number of defective changes, defect rate, and data collection period for each subject system are shown in Table I.

![Table I](image)

In order to accurately predict defects for software changes, Kamei et al. [1] designed 14 metrics. These metrics can be divided into five dimensions: diffusion, size, purpose, history, and experience. The specific description information is shown in Table II.

![Table II](image)

B. Prediction Model

Similar to previous research [22], the experiment uses the random forest algorithm to build prediction models [21], because previous studies have shown that random forest is highly robust, accurate and stable on JIT-SDP issues [23], and exceed other modeling techniques [24].

Random forest is an ensemble learning algorithm based on decision tree. Different from the conventional decision tree, the base learner randomly selects a subset of the attributes in each node’s attribute set, and then selects an optimal attribute from the subset. Random forest algorithm is simple, easy to implement, and has low computational overhead, and is widely used in various learning tasks.

C. Performance Indicators

The test samples can be divided into true positive(TP), false negative(FN), false positive(FP), and true negative(TN) according to the labels of the samples and the prediction results. The confusion matrix of the classification results is shown in the Table III. JIT-SDP is a binary classification problem. Common evaluation indicators include precision, recall, accuracy, etc. However, since the defect data sets are usually class-imbalanced, these threshold-based evaluation indicators are sensitive to threshold settings. Therefore, threshold independent evaluation indicators should be used [25].

The experiment uses AUC to evaluate the prediction performance of the model [1] [22]. AUC (Area Under Curve) is the area under the ROC curve. The ROC (Receiver Operating Characteristic) curve is drawn as follows: First, the test examples are sorted in descending order according to the probability that the prediction is positive; then the test examples are regarded as positive classes one by one, and the true positive rate (TPR) and false positive rate (FPR) are calculated each time; using TPR as the ordinate and FPR as the abscissa, one point of the ROC curve is obtained, and these points are connected to obtain the ROC curve.

![Equations](image)

D. Data Preprocessing

In order to improve the prediction performance of the model, according to the recommendations of Kamei et al. [1], we conduct the following preprocessing on the data sets:
1) Remove highly correlated metrics. Since NF and ND, REXP and EXP are highly correlated, ND and REXP are excluded. Since LA and LD are highly correlated, LA and LD are normalized by dividing by LT. Since LT and NUC are highly correlated with NF, LT and NUC are normalized by dividing by NF.

2) Logarithmic transformation. Since most metrics are highly skewed, each metric (except for fix) performs a logarithmic transformation.

3) Dealing with class imbalance. The data sets used in the experiment are class-imbalanced, i.e., the number of defect-inducing changes is far more than the number of clean changes. Therefore, we perform random undersampling on the training set. By randomly removing the clean changes, the number of defect-inducing changes is the same as the number of clean changes.

V. EXPERIMENTAL RESULTS AND DISCUSSION

This section answers the questions raised in Section IV through experiments.

A. Analysis for RQ1

Motivation. Progressive sampling is an effective means of determining the optimal training sample size, and is widely used in the field of software engineering [12]. This paper first introduces progressive sampling into the JIT-SDP problem to determine the optimal training sample size for the prediction model. However, in practical applications, progressive sampling requires that the learning curve of the prediction model be well behaved [19]. The basic characteristic of a well behaved learning curve is that the slope of the learning curve is monotonically non-increasing at the level of coarse granularity [19]. Therefore, we aim to verify whether progressive sampling is feasible on JIT-SDP issues through empirical research.

Approach. The experiment uses the six open source projects introduced in the Section IV as the research object to explore whether the learning curve of the JIT-SDP model is well behaved. Because the prediction model is based on a fast training random forest algorithm, the arithmetic progressive sampling method is adopted. To plot a learning curve for each data set, we divided the data sets into two parts: 50% as the training pool for the constructing training sets and 50% as the test sets for the model evaluation. The two parameters of the arithmetic progressive sampling are as follows:

- \( n_0 = |\text{training pool}| \times 1\%
- \( a = |\text{training pool}| \times 1\%

Since progressive sampling requires the learning curve to be well behaved in coarse grain size, the granularity of our parameter settings is large. The initial number of training samples is 1% of the total number of training pools, and 1% of the number of training samples is added per iteration.

Findings. The experimental results are shown in Fig. 3, which contains six subgraphs, each of which represents a learning curve for a project, where the horizontal axis represents the size of training samples and the vertical axis represents the performance of the prediction model.

As can be seen from Fig. 3, the learning curve for each system is well behaved, which is generally monotonically non-decreasing. Although the learning curve fluctuates in local areas, the general trend is monotonically non-decreasing. Therefore, we can draw a conclusion that progressive sampling is feasible in the JIT-SDP problem.

B. Analysis for RQ2

Motivation. The Section V-A has proven that progressive sampling is feasible in the JIT-SDP problem. However, what is the optimal training sample size to establish a high performance prediction model by adopting progressive sampling is a question worth studying. If a high-performance prediction model can be built with very few training samples, then only a small number of data sets need to be labelled during the construction of the defect data sets, which can greatly reduce the cost of data sets acquisition. Therefore, it is necessary to further investigate the optimal training sample size based on progressive sampling for JIT-SDP.

Approach. The experiment uses the data sets of the six projects introduced in Section IV. The prediction model is built based on the random forest, and the optimal training sample size is calculated based on the arithmetic progressive sampling. The experimental data sets are divided into two parts: 50% as a training pool for generating training sets and 50% as test sets for model evaluation. The parameters of the arithmetic progressive sampling are as follows: First, the initial sample size should be set small, so \( n_0 \) is set to 0.5% of the size of training pool. Second, since the training time of the model is short, the number of samples added at each iteration should not be too large. The experiment sets the growth rate \( a \) to 20. The threshold in the progressive sampling is used to determine whether the performance of the model is acceptable. Threshold settings are usually given by experts in a particular field. Previous studies have shown that the AUC value of the JIT-SDP model is usually not lower than 0.75 [22]. Therefore, the threshold of acceptable performance \( \text{threshold}_{\text{AUC}} \) is set to 0.75, i.e., once the AUC value of the prediction model is greater than or equal to 0.75, the progressive sampling terminates the iteration and returns the value of training sample size.

- \( n_0 = |\text{training pool}| \times 0.5\%
- a = 20
- \( \text{threshold}_{\text{AUC}} = 0.75

For better generalizability of experimental results, and to counter random observation bias, the entire experiment is repeated 100 times.

Findings. The experimental results are shown in Fig. 4, which describes box plots of optimal training sample sizes for six projects. Table IV shows the median of optimal training sample size for six projects, where the second column represents the median of optimal training sample sizes calculated from 100 experimental results, and the third column represents
As can be seen from the Table IV, the optimal training sample size between each system has a large difference. In particular, for system MOZ, PLA, and POS, the proportion of the optimal training sample size to the total data sets is very low (less than 3%), i.e., a JIT-SDP model with high performance can be obtained by using less than 3% data sets as training sets.

Therefore, the use of progressive sampling is important for specific projects. Empirical studies have shown that using only a small number of samples can build a high performance prediction model. We recommend using progressive sampling to determine the number of training samples to reduce the cost of building defect data sets while preserving the performance of the model.

**TABLE IV**

<table>
<thead>
<tr>
<th>Project</th>
<th>Optimal training sample size #</th>
<th>Rate%</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUG</td>
<td>361</td>
<td>7.81</td>
</tr>
<tr>
<td>COL</td>
<td>931</td>
<td>20.89</td>
</tr>
<tr>
<td>JDT</td>
<td>6778</td>
<td>19.15</td>
</tr>
<tr>
<td>MOZ</td>
<td>565</td>
<td>0.57</td>
</tr>
<tr>
<td>PLA</td>
<td>1890</td>
<td>2.94</td>
</tr>
<tr>
<td>POS</td>
<td>271</td>
<td>1.32</td>
</tr>
</tbody>
</table>

**VI. Threats to Validity**

**External validity.** Threats to external validity are mainly from the data sets used in the experiment. Although data sets are widely used in JIT-SDP research [1] [22] [7], whether the experimental conclusions can be extended to other project data sets remains to be further verified. Therefore, more data sets have yet to be mined to verify the generalization of experimental results.

**Construct validity.** The threats to construct validity are
mainly considered whether the evaluation indicator used in our experiment can accurately reflect the prediction performance of the prediction model. The experiment uses AUC to evaluate the JIT-SDP model, which is also widely adopted by previous research [22].

**Internal validity.** The threats to internal validity are mainly from experimental code. Our experimental code is written in python. In order to reduce errors in the code, we used mature libraries and carefully checked the code of the experiment.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we first introduce progressive sampling for the JIT-SDP. Progressive sampling is a commonly used sampling strategy that progressively increases the number of training samples to determine the optimal number of training samples. The experiment is conducted on six open source projects with 227417 changes. Our prediction model is built based on the random forest algorithm and evaluated by AUC.

Large-scale empirical studies demonstrate that progressive sampling is feasible in the JIT-SDP scenario. Moreover, experimental results show that the optimal training sample size derived by progressive sampling is very small. Especially, the proportion of training samples to the total number of data sets is less than 3% on the projects MOZ, PLA, and POS. Therefore, we suggest that progressive sampling can be used in the practical application of JIT-SDP to determine the optimal number of samples, thereby reducing the number of training samples and reducing the cost of acquiring data sets.

In the future, we plan to design a more intelligent progressive sampling method. We aim to further reduce the training sample size by selecting samples more intelligently so that progressive sampling can reach the termination condition earlier. Secondly, in order to further verify the generalization of the experimental conclusions, we hope to collect more data sets to improve the reliability of the experimental conclusions.
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Abstract—Code clones have a negative impact on software maintenance. Code clone detection on large-scale source code takes a long time, and even worse, such detections occasionally aborted due to too much target size. Herein, we consider that we detect cross-project code clones from a set of many projects. In such a detection situation, even if a project is updated, we need to detect cross-project code clones again from the whole of the projects if we simply use a clone detection tool. Therefore we need a new clone detection scheme that rapidly detects code clones from a set of many projects with incremental detection functionality. In this paper, we propose an approach that rapidly obtains code clones from many projects. Our approach includes a strategy of multi-stage code clone detection unlike other clone detection techniques: in the first-stage detection, code clones are detected from each of the projects, respectively; then in the second-stage detection, the code clones detected in the first-stage are unified by using our clone curation technique. This multi-stage detection strategy has a capability of incremental clone detection: if the source code of a project is updated, the first-stage detection is applied only to the project and then the second-stage curation is performed. We constructed a software system based on the proposed approach. At present, the system utilizes an existing detection tool, CCFinder. We have applied the system to the large-scale source code (12 million LoC) of 128 projects. We also detected clones from the target source code by simply using CCFinder and compared the detection time. As a result, the clone detection with our system was 17 times shorter than CCFinder's detection. We also compared detection time under an assumption that each project of the targets is updated once. The experimental results showed that our incremental clone detection shortened the detection time by 91% compared to non-incremental clone detection.

Index Terms—code clone detection, large-scale, incrementability

I. INTRODUCTION

A code clone (hereafter, clone) is a code fragment which is identical or similar to another code fragment in source code. Clones may lead to software maintenance problems [1], [2] and bug propagation [3], [4]. Thus, researchers have been actively studying techniques for clone detection. For example, a number of tools for automatic clone detection from source code have been developed and released [5].

The amount of source code is steadily increasing, and large-scale clone detection has become a necessity. Large-scale clone detection can be used for detecting similar mobile applications [6], finding the provenance of components [7], and code search [8]. Thus, scalable clone detectors have been developed [9]. However, such clone detectors seek to detect all present clones in the target software, so when large-scale clone detection is conducted with such a clone detector, the clone detector outputs a huge number of clones as the results of the clone detection. It is impractical to check manually whether or not each of all detected clones is worth more than a glance. Furthermore, if a new project is added to the target projects of clone detection or a part of the target projects is updated, the clone detector needs to detect clones from all the target projects again. Such a clone detection takes a too long time. In order to solve those problems, a new technique for large-scale clone detection is required.

The results of clone detections may include many negligible clones. Negligible clones are worthless when dealing with clone information in software development and maintenance. For example, language-dependent clones are negligible clones [10]. When a specific programming language is used, a programmer cannot help writing some similar code fragments which cannot be merged into code fragments due to language limitations. A language-dependent clone consists of such code fragments, so that language-dependent clones are negligible. Many techniques have been proposed to remove the negligible clones from the clone detection results. The techniques classify clones according to whether code fragments are high cohesion and low coupling [11], according to the ratio of repetitive structures included in code fragments [10], and according to the machine learning using some metrics [12]. By using those techniques, negligible clones can be filtered out from the clone detection results. We thought that incorporating such filtering technique in clone detection process should make it possible to detect clones on a larger scale more efficiently.

In this paper, we propose a clone curation approach which rapidly detects clones from many projects. Our approach detects clones in three stages: (1) detecting intra-project clones, (2) filtering out negligible clones from the detection results, and (3) consolidating different sets of similar intra-project clones into a set of cross-project clones. The above process realizes a scalable clone detection because

- traditional clone detection, which requires a high computational complexity, is performed on small-size source code (source code of a single project)
- negligible clones are filtered out before generating cross-project clones.

We implemented the proposed technique and evaluated the scalability of the proposed technique. As a result, when the proposed technique and CCFinder [13] detected clones from 128 pseudo projects, each of which includes 100 KLoC, the proposed technique was able to detect clones up to 17 times.
faster than CCFinder. In addition, in order to evaluate whether the proposed technique can detect clones rapidly in the case of updating a part of the target projects, we measured the execution time required to detect clones again. As a result, our technique was able to detect clones 11 times faster than CCFinder in such a situation. Finally, we demonstrated that adjusting the parameters of our technique can detect clone faster.

The remainder of this paper is structured as follows. Section II describes the definitions of the terminology used in this paper. Section III presents our approach. Section IV describes the implementation of our approach. Section V describes the design of the evaluation experiments. Section VI describes the datasets used in the evaluation experiments. Section VII describes the results of the experiments and the discussions. Section VIII describes the threats of validity. Section IX describes the conclusion and future work.

II. PRELIMINARIES

A. Code clone

Given two identical or similar code fragments, a clone relation holds between the code fragments. A clone relation is defined as an equivalence relation (i.e., reflexive, transitive, and symmetric relation) on code fragments.

If a clone relation is established in given two code fragments, the code fragment pair is called a clone pair. An equivalence class of a clone relation is called a clone set. That is, a clone set is a maximal set of code fragments where a clone relation exists between any pair of them. A code fragment within a clone set is called a code clone or just a clone.

B. RNR

Many negligible clones are included in the detection results. In our previous research, we proposed a metric RNR to automatically filtering out such negligible clones [10]. RNR(S) means the ratio of non-repeated code sequence in a clone set S. Here, we assume that a clone set S includes a code fragment f. \( LOS_{\text{whole}}(f) \) represents the length of the whole sequence of fragment f, and \( LOS_{\text{repeated}}(f) \) represents the length of the repeated sequence of f, then metric \( RNR(S) \) is calculated by the following formula:

\[
RNR(S) = 1 - \frac{\sum_{f \in S} LOS_{\text{repeated}}(f)}{\sum_{f \in S} LOS_{\text{whole}}(f)}
\]

For example, we assume that we detect clones from following two source files \((F_1, F_2)\). Each source file consists of the following five tokens.

\[
F_1: a \ b \ c \ a \ b \\
F_2: c \ e^{*} \ e^{*} \ a \ b
\]

where the superscript “*” indicates that its token is in a repeated code sequence.

We use label \( C(F_i, j, k) \) to represent the fragment. The fragment \( C(F_i, j, k) \) starts at the j-th token and ends at the k-th token in source file \( F_i (j \text{ must be less than } k) \). In this case, the following two clone sets are detected from the source files.

\[
S_1 : C(F_1, 1, 2), C(F_1, 4, 5), C(F_2, 4, 5) \\
S_2 : C(F_2, 1, 2), C(F_2, 2, 3)
\]

A RNR value of each clone set is the following:

\[
RNR(S_1) = 1 - \frac{0 + 0 + 0}{2 + 2 + 2} = 1.0 \\
RNR(S_2) = 1 - \frac{1 + 2}{2 + 2} = 0.25
\]

The value 0.25 of \( RNR(S_2) \) represents that most of the tokens in \( S_2 \) are in the repeated code sequence. Our previous research reported that low-RNR clone sets are typically negligible clones such as consecutive variable declarations, consecutive method invocations, and case entries of switch statements.

In our previous research, we examined how well the RNR filtering worked. We calculated precision, recall, and f-value of the filtering. The definitions of the values are the followings:

- \( \text{Recall} \) = \( 100 \times \frac{|S_{\text{negligible}} \cap S_{\text{filtered}}|}{|S_{\text{filtered}}|} \)
- \( \text{Precision} \) = \( 100 \times \frac{|S_{\text{filtered}}|}{|S_{\text{negligible}}|} \)
- \( F \text{-value} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \)

where \( S_{\text{filtered}} \) is clone sets filtered out by RNR and \( S_{\text{negligible}} \) is all real negligible clone sets.

Figure 1 illustrates transitions of recall, precision, and f-value when the RNR threshold varies between 0 and 1. Figure 1 means 65% of negligible clone sets are filtered out with no false positive by using 0.5 as the RNR threshold.

III. PROPOSED TECHNIQUE

The entire process of our approach is summarized in Figure 2. It is composed of three steps: clone detection on each project, negligible clones exclusion, and clone curation cross projects. The following subsections describe the design of each step.
A. Clone detection on each project

In this step, metric $RNR$ is calculated from each of the detected clone sets after they are detected from each of the target projects. This process realizes a scalable clone detection because

- the size of the source code to be detected is reduced, and
- clone detection can be capable of parallel execution in each of the target projects.

In the case of detecting clones from a large project, our approach can detect clones faster by dividing the project into a set of smaller pseudo projects. However, over-division may lead to finding fewer clones to be detected because our approach cannot detect clone pairs that exist only between the projects.

We utilize an existing detection tool. Many detectors output a text file as the detection results. Consequently, our approach can be applied to many detectors such as token-based or PDG-based ones because the clone sets, which are the output of this step, can be obtained by parsing the text file outputted by detecting clones from each of the target projects. Moreover, if a clone detector has a function to calculate $RNR$ as well as detecting clone sets, this step can be performed efficiently. For example, CCFinder [13] has a function to calculate $RNR$. In this case that a clone detector does not have the function, we need to calculate $RNR$ as a post-process of clone detection.

B. Negligible clones exclusion

It is ineluctable that negligible clones are included in clone detection results. The presence of negligible clones has negative impacts from the following two viewpoints: making it more difficult to analyze clone detection results, and taking a longer time to finish clone detections. Hence, our approach excludes the negligible clones from candidates of cross-project clones. Clone sets to be excluded are satisfying $RNR < 50$ based on the previous research [10]. There are two reasons to exclude low-$RNR$ clones: (1) users can avoid spending their time to analyze negligible clones; (2) the execution time of clone detection gets shortened. Hence the number of clone sets that are the targets of similarity calculation gets reduced, and then similarity calculation can be performed more efficiently.

C. Clone curation cross projects

The curation of cross-project clone sets is performed based on the judgment whether the similarity between clone sets is equal to or greater than the threshold.

Consequently, our technique omits similarity calculation between a pair of clone sets if the pair satisfies both the following conditions.

- The $RNR$ value of a clone set in the pair is largely different from the one of the other clone set of the pair.
- The $RNR$ value of either clone set in the pair is sufficiently large.

$RNR$ is based on the code fragment structure. Similar clone sets may be the almost same $RNR$ values. Thereby the clone detection should get faster by omitting similarity calculation between clone sets which have the big difference between each $RNR$ values and are the one of the clone set pair’s $RNR$ is sufficiently large. More completely, $RNR_m, RNR_n$ values of given to clone sets and two parameters $\theta_{diff}$ and $\theta_{max}$, our approach determinates whether the similarity between clone sets are satisfying the following formula.

$$\text{Omit}(\theta_{diff}, \theta_{max}) = (|RNR_m - RNR_n| > \theta_{diff}) \wedge (\max(RNR_m, RNR_n) > 100 - \theta_{max})$$

where $\max$ is a function to return the maximum value in the parameters. Figure 3 shows the area of omitting similarity.
calculation by the formula. The first expression is represented that RNR value of a clone set in the pair is largely different from the one of the other clone set of the pair. The $\theta_{diff}$ parameter means the threshold of the difference. The second expression is represented that the RNR value of either clone set in the pair is sufficiently large. The $\theta_{max}$ parameter means the threshold of the RNR value. For the relationship between the appropriate values of the parameters required for the similarity calculation and the detection accuracy and the speed based on them, the evaluation experiment is described in Section V-C.

IV. IMPLEMENTATION

A. Clone detection tool

Our proposed approach detects clones using a clone detection tool. Our implementation utilizes CCFinder [13].

B. Coefficient of similarity

We define the similarity between a pair of clone sets. Hereafter we call a pair of clone sets clone set pair.

$$\text{Sim}(S_m, S_n) = \frac{|N(S_m) \cap N(S_n)|}{\max(|N(S_m)|, |N(S_n)|)}$$

where $S_m$ and $S_n$ are a clone set, respectively. $N$ is a function to return a set of n-grams created from the tokens included in a given clone set. The target tokens are extracted by a lexical analysis on the text representation of the clone set and a normalization of the identifiers and literals included in the text. N-gram size of our implementation is 5, which is on Myles et al. [14]. $\max$ is a function to return the maximum value in the parameters. The reason why we use n-gram is that we want to calculate text similarity without considering whether each instruction is repeated or not. If two clone sets have a higher similarity than a threshold $\theta$, they are regarded as a single clone set. Otherwise, they are repeated as different clone sets as they are. At this moment, we use 0.9 as a default value. The value of 0.9 is the evaluated in Sec.VII.

V. EXPERIMENTAL DESIGN

This research evaluates our proposed approach by answering the following research questions.

A. RQ1: How fast does our approach detect cross-project clones?

One primary goal is to detect cross-project clones as fast as possible. In this evaluation, we create same-size pseudo projects from BigCloneBench dataset [15]. Then, we compare the execution time of two clone detections: our proposed approach and CCFinder. In the formal detection, in-project clones are detected by CCFinder from each pseudo project. And then, cross-project clones are generated by the curation. In the latter detection, cross-project clones are directly detected from the whole of the pseudo projects by using CCFinder.

B. RQ2: How fast does our approach follow update of target projects?

Our proposed approach utilizes the results of the clone detection per project. Herein, we assume that the source code of a project updated and we need to obtain cross-project clones again. If we use the proposed approach, we only need to detect clones again from the updated project. And then, the detection results of the updated project and the detection results of the other projects are input to the curation. If we do not use the proposed approach, we need to run CCFinder for the whole of the target projects. In this evaluation, we compare the two kinds of detections: our proposed approach and CCFinder.

C. RQ3: How effective is parameters adjustment to improve clone detection performance?

As described in Section III-C, our proposed approach has two parameters $\theta_{diff}$ and $\theta_{max}$ that specify the area not to calculate similarity. We seek for appropriate parameters by executing the proposed approach with different parameters.

VI. DATA SETS

In this research, we utilized two datasets, Apache [16] and BigCloneBench [15] datasets.

The Apache dataset is composed of 84 Java projects in Apache Software Foundation\(^1\). Unfortunately, CCFinder reported encoding errors on nine projects. This is because the nine projects included at least a file that is encoded with a character code that CCFinder cannot treat. Consequently, we excluded the nine projects from our target ones.

The BigCloneBench dataset is one of the largest clone benchmarks available to date. It was created from IJaDataset 2.0\(^2\), which is composed of 25,000 Java systems. The benchmark includes 2.9 million source files with 8 million manually-validated clone pairs. The BigCloneBench dataset was used for

\(^1\)http://www.apache.org

\(^2\)https://sites.google.com/site/asegsecold/projects/seclone
clone evaluations and scalability testing in several large-scale clone detection and clone search studies [8]. In this research, we constructed 256 pseudo projects from the BigCloneBench dataset. The 256 pseudo projects are composed of two groups, 128 projects of 10 KLoC and 128 projects of 100 KLoC. Each pseudo project consists of source files that were randomly selected from the BigCloneBench dataset.

VII. EVALUATION

We conducted an evaluation of our proposed approach on a single workstation, which has the following specification.

- Windows 10
- 1.6GHz processor (6 cores)
- 32 GB Memory
- 512 GB SSD

The proposed approach curates clone sets if the similarity between the different clone sets exceeds a threshold. Hence, the choice of the similarity threshold affects the curation performance. To find the optimal threshold for curation, we measured the execution time and the number of the curated clone sets when we curate clone sets from the Apache dataset described in Sec. VI with different thresholds. Table I shows the results.

As the threshold value was reduced, the execution time increased significantly. On the other hand, as the threshold value was increased, the execution time was shortened, but the number of clone set pairs whose similarity exceeds the threshold value decreases. Hence, the optimal value is 0.9. Therefore, we utilized 0.9 as the threshold value for subsequent evaluations.

A. RQ1: How fast does our approach detect cross-project clones?

To answer RQ1, we compared the execution time of two clone detections: our proposed approach and CCFinder. We used the following thresholds in the application of our proposed technique.

\[
\begin{align*}
\theta_{diff} & : 0 \\
\theta_{max} & : 0 \text{ (Similarity calculation is not omitted.)}
\end{align*}
\]

We utilized the dataset, which had constructed from BigCloneBench dataset described in Section VI. Figure 4 shows the overview of how to construct the dataset. In order to detect clones with changing the number of the target projects, we extracted seven sets of the pseudo projects randomly from each dataset. The 11.4 times was the minimum value while the maximum value was 17.1 times in 100 KLoC. Our proposed approach was able to detect clones from the 128-project dataset of 100 KLoC. On the other hand, CCFinder was not able to finish detecting clones from the same dataset due to out of memory error. Detecting clones from vast source code requires huge memory, which is the reason why CCFinder failed to detect clones from the dataset. In our approach, CCFinder takes only a small amount of source code in a single clone detection and CCFinder is executed many times in parallel. Consequently, in our approach, out of memory error did not occur. Our approach was able to detect clones from the large dataset where CCFinder was not able to finish detecting clones due to insufficient memory.

We also evaluated the ratio of clones that were not detected by our proposed approach. The approach cannot detect clone pairs that exist only between different projects because the approach curates clones that are detected from each of the projects. Hence, we measured the ratio of clones that the proposed approach could detect. We utilized the 64 pseudo projects of the 100 KLoC as the target projects, and we compared the number of clones that could be detected by the proposed approach and the number of clones that could be detected by CCFinder. The results are shown in Fig.6. It can be seen that the ratio of clones that can be detected decreases cases of 10 KLoC and 100 KLoC. The 1.24 times was the minimum value while the maximum value was 6.24 times in 10 KLoC. The greater the number of target projects is, the higher the ratio of the execution time between our proposed approach and CCFinder one is. We consider there are two reasons for that we obtained such results. Our proposed approach detects clones in parallel and it detects within-project clones from each project instead of cross-project clones from the whole dataset.

The 11.4 times was the minimum value while the maximum value was 17.1 times in 100 KLoC. Our proposed approach was able to detect clones from the 128-project dataset of 100 KLoC. On the other hand, CCFinder was not able to finish detecting clones from the same dataset due to out of memory error. Detecting clones from vast source code requires huge memory, which is the reason why CCFinder failed to detect clones from the dataset. In our approach, CCFinder takes only a small amount of source code in a single clone detection and CCFinder is executed many times in parallel. Consequently, in our approach, out of memory error did not occur. Our approach was able to detect clones from the large dataset where CCFinder was not able to finish detecting clones due to insufficient memory.

We also evaluated the ratio of clones that were not detected by our proposed approach. The approach cannot detect clone pairs that exist only between different projects because the approach curates clones that are detected from each of the projects. Hence, we measured the ratio of clones that the proposed approach could detect. We utilized the 64 pseudo projects of the 100 KLoC as the target projects, and we compared the number of clones that could be detected by the proposed approach and the number of clones that could be detected by CCFinder. The results are shown in Fig.6. It can be seen that the ratio of clones that can be detected decreases cases of 10 KLoC and 100 KLoC. The 1.24 times was the minimum value while the maximum value was 6.24 times in 10 KLoC. The greater the number of target projects is, the higher the ratio of the execution time between our proposed approach and CCFinder one is. We consider there are two reasons for that we obtained such results. Our proposed approach detects clones in parallel and it detects within-project clones from each project instead of cross-project clones from the whole dataset.

The 11.4 times was the minimum value while the maximum value was 17.1 times in 100 KLoC. Our proposed approach was able to detect clones from the 128-project dataset of 100 KLoC. On the other hand, CCFinder was not able to finish detecting clones from the same dataset due to out of memory error. Detecting clones from vast source code requires huge memory, which is the reason why CCFinder failed to detect clones from the dataset. In our approach, CCFinder takes only a small amount of source code in a single clone detection and CCFinder is executed many times in parallel. Consequently, in our approach, out of memory error did not occur. Our approach was able to detect clones from the large dataset where CCFinder was not able to finish detecting clones due to insufficient memory.

We also evaluated the ratio of clones that were not detected by our proposed approach. The approach cannot detect clone pairs that exist only between different projects because the approach curates clones that are detected from each of the projects. Hence, we measured the ratio of clones that the proposed approach could detect. We utilized the 64 pseudo projects of the 100 KLoC as the target projects, and we compared the number of clones that could be detected by the proposed approach and the number of clones that could be detected by CCFinder. The results are shown in Fig.6. It can be seen that the ratio of clones that can be detected decreases cases of 10 KLoC and 100 KLoC. The 1.24 times was the minimum value while the maximum value was 6.24 times in 10 KLoC. The greater the number of target projects is, the higher the ratio of the execution time between our proposed approach and CCFinder one is. We consider there are two reasons for that we obtained such results. Our proposed approach detects clones in parallel and it detects within-project clones from each project instead of cross-project clones from the whole dataset.

The 11.4 times was the minimum value while the maximum value was 17.1 times in 100 KLoC. Our proposed approach was able to detect clones from the 128-project dataset of 100 KLoC. On the other hand, CCFinder was not able to finish detecting clones from the same dataset due to out of memory error. Detecting clones from vast source code requires huge memory, which is the reason why CCFinder failed to detect clones from the dataset. In our approach, CCFinder takes only a small amount of source code in a single clone detection and CCFinder is executed many times in parallel. Consequently, in our approach, out of memory error did not occur. Our approach was able to detect clones from the large dataset where CCFinder was not able to finish detecting clones due to insufficient memory.

We also evaluated the ratio of clones that were not detected by our proposed approach. The approach cannot detect clone pairs that exist only between different projects because the approach curates clones that are detected from each of the projects. Hence, we measured the ratio of clones that the proposed approach could detect. We utilized the 64 pseudo projects of the 100 KLoC as the target projects, and we compared the number of clones that could be detected by the proposed approach and the number of clones that could be detected by CCFinder. The results are shown in Fig.6. It can be seen that the ratio of clones that can be detected decreases cases of 10 KLoC and 100 KLoC. The 1.24 times was the minimum value while the maximum value was 6.24 times in 10 KLoC. The greater the number of target projects is, the higher the ratio of the execution time between our proposed approach and CCFinder one is. We consider there are two reasons for that we obtained such results. Our proposed approach detects clones in parallel and it detects within-project clones from each project instead of cross-project clones from the whole dataset.
as the number of projects increases. That is because clones that exist only between the different projects increase as the number of projects increases. As a result, in the case of 64 projects of 100K LoC, the 38 percent of clones were not be detected, but the remaining 62 percent of clones can be detected 17 times faster than CCFinder.

Our answer to RQ1 is that our proposed approach can detect clones up to 17 times faster than CCFinder. Since CCFinder cannot detect clones from the dataset. Thus, in the case that we directly detect cross-project clones with CCFinder, a clone detection from the whole of the 64 projects is executed 64 times. On the other hand, in the case that we apply the proposed approach, a clone detection from the updated project and a clone curation for the whole of 64 projects are executed 64 times. We measured the execution time of the both cases.

The measurement results are shown in Table II. CCFinder took 11,207 seconds while our approach took only 1,006 seconds to detect clones on average. Therefore, our approach was able to detect clones 11 times faster than CCFinder. We investigated the ratio of clone detection and clone curation in our approach and found that 97% of the execution time spent on clone curation.

Our answer to RQ2 is that the proposed approach took only 9% execution time of detecting cross-project clones from the whole of 64 pseudo projects with CCFinder.

C. RQ3: How effective is parameters adjustment to improve clone detection performance?

In the process of answering RQ1 and RQ2, we found that the clone curation step accounts for the majority of the execution time. This is because our approach calculates the similarities between all clone sets. To curate clones more rapidly, our approach needs to reduce the number of similarity calculations. We considered that omitting similarity calculation between some clone sets, which have little effect on the curation results, can curate clones more rapidly. We also considered that we could identify such clone set pairs by utilizing RNR, which is described in Section III-C. Thus, to seek for such clone set pairs, we investigated the distribution of similar clone set pairs in the 75 projects of Apache dataset described in Section VI. In Figure 7, the color of each cell
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**Fig. 5. Execution Time for Each Project Group**

<table>
<thead>
<tr>
<th>#Projects</th>
<th>CCFinder</th>
<th>Our Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>320</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>640</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 6. The Ratio of Detected Clones**

<table>
<thead>
<tr>
<th>#Projects</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCFinder</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>Our Approach</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
<td>30</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>EXECUTION TIME OF UPDATING TARGET PROJECT INCREMENTALLY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Time</strong></td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
indicating a percentage of the clone set pairs whose X-axis and Y-axis clone sets are not similar than 0.9. The while cells are the percentage is 99.99%. The red cell shows the percentages are higher than 99.99% while the green cell means that the percentage is lower than 99.99%. We considered that clone sets in a clone set pair are not similar when the RNR values of the clone sets are largely different from each other and the RNR value of either clone set in the pair is close to large. Therefore, our approach omits the similarity calculations of such clone set pair using two parameters, $\theta_{diff}$ and $\theta_{max}$.

In this research question, we seek for appropriate values of two parameters, $\theta_{diff}$ and $\theta_{max}$ to curate clones rapidly. We attempted to compare the execution time and the precision of clone curation for each of the parameter combinations. However, it takes too long time to curate clones for all combinations of parameters. Hence, we measured the number of similarity calculations instead of the execution time. Namely, by comparing the number of similarity calculations and the precision of clone curation, we evaluated the effectiveness of our approach to omit similarity calculations.

Figure 8(a) is a heatmap which shows the percentage of clone set pairs curated for each parameter. The while cells indicate that the percentage of curated clone set pairs is 90%. The green cell shows that the percentages are higher than 90% while the red cell means that the percentage is lower than 90%. Figure 8(b) is another heatmap which shows how much similarity calculations are omitted for each pair of parameters, $\theta_{diff}$ and $\theta_{max}$. Each cell shows that the percentage of the similarity calculations with the given two parameters against the similarity calculations without omitting any calculations. The while cells indicate that the percentage of similarity calculations is 60%. The green cell shows that the percentages are higher than 60% while the red cell means that the percentage is lower than 60%. We can see that there are several value pairs of two parameters where their cells in both Figure 8(a) and Figure 8(b) are white. Namely, there are parameters which can reduce the number of similarity calculations to 60 percents with keeping the 90 percents of curated clone set pairs. Thus, we sought for the optimal pair of parameters using the heatmaps and we measured the number of similarity calculations that could be omitted when the optimized parameters were utilized.

Figure 9 shows the relationship between the ratio of curated clone set pairs and the ratio of similarity calculation reduction. According to Figure 7, we can see that there are multiple pairs of the two thresholds that yield the same ratio of curated clone set pairs. Herein, we focus on the pair of the two parameters that reduces similarity calculation at a maximum, and we investigated the relationship between the two ratios. As a result, we found that 41% of similarity calculations can be omitted by sacrificing 5% of the curations.

Our answer to RQ3 is that using appropriate values of parameters can reduce 41% of similarity calculations only by sacrificing 5% of the clone curations.

VIII. THREATS OF VALIDITY

A. Clone detector

In the evaluations, we utilized CCFinder as a clone detector. However, there are many clone detectors besides CCFinder. Applying other clone detectors in our approach does not necessarily get more rapid than conventional clone detections unlike CCFinder. We are planning on evaluating whether or not other clone detectors work well in our approach.

B. Experimental target

In the evaluations, we succeeded in reducing similarity calculations by 41% on the Apache projects dataset. However, if we use other datasets, we may obtain different ratios of similarity calculations.

IX. CONCLUSION

In this research, we proposed a technique to detect clones rapidly. The proposed technique curates the results of clone detections for each of the projects. As a result of evaluating the performance of our technique, it was possible to detect clones up to 17 times faster with CCFinder. In addition, the execution time of incremental updates was able to be reduced to nine percents of previous ones. Furthermore, we showed that using appropriate values of parameters can reduce 41% of similarity calculations only by sacrificing 5% of the clone curations. We plan to improve our technique so that it can be applied to clone detectors other than CCFinder such as SourcererCC [9] or NiCAD [17] in the future.
Fig. 8. Heatmap of Curated Clone Set Pairs and Similarity Calculations for Pairs of Each Parameter

Fig. 9. Transitions of Similarity Calculations and Curated Clone Set Pairs
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Abstract—Robustness is an important property of software that should be thoroughly tested. Combinatorial testing (CT) is an effective black-box test approach. When using it for robustness testing, input masking can prevent faults from being detected. However, the impact is not yet clear. Therefore, we conducted a controlled experiment to understand how input masking affects the fault detection effectiveness of CT and how effective CT is in the presence of error-handling and invalid values.
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I. INTRODUCTION

Robustness is an important property of software systems that describes “the degree to which a system or component can function correctly” in the presence of external faults like invalid inputs [1]. External faults can have a severe impact on the system’s robustness because they can propagate to system failures resulting in abnormal behavior or system crashes [2]. To improve robustness, systems implement error-handling to appropriately react to external faults [3]. Oftentimes, the external fault cannot be resolved by the system internally [4]. Then, the system is terminated by the error-handling procedure that returns an error-message to the client without executing the normal procedure. This is also referred to as the error-propagation strategy [5]. Unfortunately, error-handling procedures have a fault density that is up to three times higher compared with normal procedures [6]. Therefore, testing is important to check error-handling.

The purpose of testing is to reveal failures by stimulating a system under test (SUT) with test inputs and observing the results via test oracles [2]. To reveal a failure, a fault must be triggered to produce an error and the error must propagate to a failure of the SUT [7]. Assuming that test oracles reveal all propagated failures, the important factor in testing is the selection of test inputs such that the faults are triggered.

Combinatorial testing (CT) is a black-box approach for test input selection [8]. A test model describes the SUT via input parameters and input values. Using a combination strategy, test inputs are generated such that they satisfy a combinatorial coverage criterion like \( t \)-wise that is satisfied if all value combinations of \( t \) parameters appear in at least one test input.

Combinatorial robustness testing (CRT) is an extension to CT that incorporates robustness testing [5]. It is argued that CRT is necessary because of the input masking effect [5], [9]–[11]: The first invalid value that is evaluated by the SUT triggers error-handling and the normal control-flow is left. When the error-propagation strategy is used, the SUT returns with an error-message and the normal control-flow is not resumed. Then, the other values and value combinations of the test input remain untested because they are masked.

CRT avoids input masking by separating the testing with valid test inputs, that do not contain any invalid value, from testing with strong invalid test inputs, that contain exactly one invalid value. Therefore, the test model must be enriched with additional semantic information about invalid values. Previous experiments [5] have shown that CRT is an effective approach in the presence of error-handling.

Despite the presence of error-handling, CT can also reveal failures without requiring additional semantic information. However, the extent to which the input masking effect can impact the fault detection effectiveness is yet unknown. Therefore, our aim is to answer the following research question: How effective is CT in triggering faults when error-handling and invalid values are present? To answer the research question, we apply the \( t \)-factor fault model, derive influencing factors and conduct a controlled experiment.

The paper is structured as follows. First, an example is introduced. Then, Section III and IV summarize background and related work. In Section V, the \( t \)-factor fault model is applied to the context of error-handling and factors that influence fault triggering are identified. Afterwards, the experiment design is discussed in Section VI and the results are presented in Section VII. Afterwards, threads to validity are discussed and we conclude with a summary of our work.

II. EXAMPLE

To illustrate the impact of error-handling, we use a customer registration service as an example. The example consists of three validity checks to ensure that the entered data is not invalid. Since the service cannot correct the data itself, an error code is returned to the client asking to correct the data.

A test model for CT is depicted in Figure 1 with 123 representing some invalid value. Each test input that contains an invalid value like [Title:123] should yield an error code.
A test input like $\{\text{Title}: \text{Mrs.}, \text{FamilyName}: 123, \text{Address}: \text{UK}\}$ would trigger the fault. In contrast, a test input like $\{\text{Title}: 123, \text{FamilyName}: 123, \text{Address}: \text{UK}\}$ would yield INV_TITLE because of the invalid title. But, it would not trigger the name check fault because of input masking.

To satisfy 1-wise coverage, a minimal set of three test inputs is generated with exactly one test input that contains $\{\text{FamilyName}: 123\}$. In total, nine test inputs with $\{\text{FamilyName}: 123\}$ exist and the combination strategy must select one. Of the nine test inputs, three contain $\{\text{Title}: 123\}$ causing input masking. Therefore, the probability of triggering the fault is $\frac{6}{9} = 66\%$.

Increasing the testing strength to $t > 1$ will also increase the fault triggering probability. However, finding a minimal set of test inputs that satisfies $t$-wise coverage for $t \geq 2$ is in general NP hard [12]. Heuristics are used as combination strategies which produce small but not always minimal sets of test inputs. Then, some $t$-sized value combinations appear more than once and the probability cannot be simply calculated.

### III. BACKGROUND

#### A. Combinatorial Testing

CT is a well-known approach to black-box testing where test inputs are selected based on a test model [8]. The test model $TM$ describes the input space of a program as a set of $n$ parameters $P = \{p_1, ..., p_n\}$ and the domain of each parameter $p_i$ is a finite nonempty set of $m_i$ values $V_i = \{v_{i1}, ..., v_{im_i}\}$. A combination $\tau$ is a set of $0 < d \leq n$ parameter-value pairs $(p_i, v_i)$ for $d$ distinct parameters $p_i$ with $v_i \in V_i$. A test input is a combination of size $d = n$. Combination $\tau_a$ covers another combination $\tau_b$ if every parameter-value pair of $\tau_b$ is included in $\tau_a$, which we denote as $\tau_b \subseteq \tau_a$.

In CT, coverage criteria and combination strategies depend on a specific test model $TM$ [8]. A coverage criterion $C$ describes requirements of $TM$ that must be met by a set of test inputs $T$ and a combination strategy describes how to select test inputs $T$ such that $C$ is satisfied.

The $t$-wise coverage criterion is a common criterion that is satisfied if all value combinations of $t$ parameters appear in at least one test input [8]. In addition, all smaller combinations ($d < t$) are covered and also some larger combinations of size $t' = (t + k)$ with $k > 0$ and $t' \leq n$ are covered [13]. This so-called collateral coverage can potentially help triggering additional faults [14].

The input domains of real-world systems are typically restricted. As a consequence, certain values or value combinations are not of any interest or may prevent a test from being executed. Exclusion-constraints are commonly used to exclude irrelevant value combinations from test input selection [5]. Every test input that satisfies the exclusion-constraints is a relevant test input.

#### B. Combinatorial Robustness Testing

CRT is an extension to CT that incorporates robustness testing [5]. It explicitly considers the input masking effect that is caused by error-handling. To avoid input masking, CRT separates the generation of valid and invalid test inputs.

Therefore, additional semantic information is required to model invalid values [5]. The additional information can be modelled via error-constraints which denote a second set of constraints [5]. Then, relevant test inputs are further partitioned as follows. A relevant test input is a valid test input if it satisfies all exclusion- and all error-constraints. A relevant test input is invalid if it satisfies all exclusion-constraints but at least one error-constraints remains unsatisfied. An invalid test input is denoted a strong invalid test input if exactly one error-constraint is unsatisfied.

Then, valid test inputs and invalid test inputs are generated separately such that they satisfy different coverage criteria. The valid $t$-wise coverage criterion is satisfied if each valid parameter value combination of size $t$ appears in at least one test input $\tau$ of which all other values and value combinations are also valid [5], [8]. In addition, the single error coverage criterion is satisfied if each invalid value appears in at least one strong invalid test input $\tau$ of which all other values and value combinations are valid [5], [8].

When satisfying the aforementioned coverage criteria, both normal procedures and error-handling are tested without input masking. However, in comparison to CT, additional effort is required to model the error-constraints.

### IV. RELATED WORK

Cohen et al. [9] first described the input masking effect caused by error-handling [8]. They also noted the need to separate valid and invalid test inputs to avoid input masking. An evaluation of combination strategies by Grindal et al. [11] discussed an example where input masking prevented a fault from being triggered. A case study by Wojcik and Tzoref-Brill [15] reported on CT including testing with invalid inputs.

The CT tools AETG [9], ACTS [16] and PICT [10] allow to mark individual values as invalid and also generate separate
sets of test inputs. However, invalid value combinations are not directly supported.

In previous work [5], [17], we introduced error-constraints as a modelling technique that allows to directly model both invalid values and invalid value combinations. We also conducted experiments that compared CRT with CT. But, they focused on configuration-dependent faults where the error-handling depends on a certain configuration of valid parameter combinations. Further, we discussed techniques to identify and explain over-constrained test models [18] and discussed a technique to semi-automatically repair over-constrained test models [19].

In a case study [20], we analyzed bug reports of a software for life insurances. 51 out of 212 analyzed bug reports describe robustness faults. Many of them were triggered by invalid value combinations and we concluded that it is not sufficient for a CT tool to only consider invalid values.

Despite the conclusion, we only consider invalid values in this experiment because it allows a clearer separation between valid and invalid values when extending a given test scenario.

Other empirical studies also compared the efficiency of CT. A recent study summarizes previous comparisons [21]. However, none of these studies focused on error-handling.

V. APPLYING THE T-FACTOR FAULT MODEL IN THE PRESENCE OF ERROR-HANDLING

A. Overview

The idea of the t-wise coverage criterion is based on the corresponding t-factor fault model which is formally introduced by Dalal and Mallows [22]. In general, a fault model is a description of hypothesized faults. The t-factor fault model relies on a transformational model of the SUT where the output is defined in terms of its input [23]. The input is modelled as a set of parameters \( p_1, \ldots, p_n \) with each parameter \( p_i \) having a domain \( D_i \) consisting of a potentially infinite number of values.

The faults are defined in terms of the SUT’s input. It is assumed that faults are caused by the interaction of \( t \) parameters and a t-factor fault is triggered by a combination of \( t \) parameter values. A t-factor fault can be described by a condition over \( t \) parameters which must be satisfied by an input to the SUT in order to trigger the fault. Each input that satisfies the condition triggers the t-factor fault.

The t-factor fault model is researched empirically [20], [24]–[29] where bug reports for different types of software are analyzed. An interaction rule is derived from the empirical findings which states that “only a few factors are involved in failure-inducing faults in software. Most failures are induced by single factor faults or by the interaction of two factors; progressively fewer failures are induced by interactions between three, four, or more factors. The maximum degree of interaction in actual faults so far observed is six” [30].

Since the t-wise coverage criterion is defined relative to the test model, the SUT model and test model share the same set of input parameters. While the domain \( D_i \) of a SUT input parameter \( p_i \) is potentially infinite, the domain \( V_i \subseteq D_i \) of a test model parameter \( p_i \) is a finite nonempty subset of values that contains all values a tester is interested in.

When testing with a test suite that satisfies the t-wise coverage criterion, all parameter value combinations of size \( t \) appear in some test input. Testing should fail for each SUT that contains \( t’ \)-factor faults with \( t’ \leq t \) if the values of the test model are selected properly such that the condition of the \( t’ \)-factor faults can be satisfied. Therefore, CT is also called pseudo-exhaustive testing implying that t-wise testing is as good as exhaustive testing for a particular class of software with faults of factor \( t \) or smaller [26].

A test input \( \tau \) that triggers a t-factor fault contains a combination \( c \) that is a failure-inducing combination (FIC). Each test input \( \tau \) that covers \( c \subseteq \tau \) triggers a fault [31]. A FIC \( c \) is minimal (MFIC) if no proper subset \( c’ \subset c \) triggers a fault. The size of a MFIC is predetermined by the t-factor fault and its condition.

When applying the t-factor fault model to faults in the presence of error-handling, characteristics that affect the capability of triggering faults can be derived. The characteristics either affect the t-factor faults or the FICs that trigger them. They are discussed in the following two subsections.

Recall the fault of the example implementation (Figure 1) that is triggered whenever an invalid family name is evaluated. To describe it as a t-factor fault, the error-handling must be taken into account. It is not a 1-factor fault because not every input that satisfies isInvFamilyName(family) triggers the fault. Consequently, [FamilyName:123] is not a FIC. Triggering the fault requires a valid title because the error-handling isInvTitle(title) propagates otherwise. Therefore, the fault can be modelled as a 2-factor fault using a conjunction over title and family: ¬(isInvTitle(title)) ∧ (isInvFamilyName(family)).

For the given test model, the combinations [Title:Mr, FamilyName:123] and [Title:Mrs, FamilyName:123] are minimal failure-causing.

B. Characteristics affecting Size of t-Factor Faults

1) Number of Parameters involved in Error-Handling:

In the presence of error-handling, the condition to trigger a fault can be formulated as a conjunction of two sub-conditions. First, the location of an incorrect error-handler must be reached [7] by ensuring that no prior error-handler terminates the SUT. We denote this as the prevention sub-condition. Second, an invalid value must cause an error-handler to produce an incorrect program state (infection [7]) that can propagate to a failure. We denote this as the infection sub-condition. For the example, ¬(isInvTitle(title)) is used for prevention and (isInvFamilyName(family)) is used for infection.

The size of a t-factor fault increases with the number of parameters involved in prevention and infection sub-conditions. To guarantee that a t-factor fault is triggered, the test input set must satisfy t-wise coverage of the same size.

2) Priority of Error-Handlers:

Each error-handler with an earlier position in the control-flow has the potential to termi-
nate the SUT before the incorrect error-handler is reached. Therefore, each prior error-handler increases the prevention sub-conditions.

A fault in the first error-handler of the example would be modelled by an empty prevention sub-condition. In contrast, a fault in the third error-handler would be modelled by a prevention sub-condition that includes both prior error-handlers, e.g. \( \neg (isInvTitle(title) \lor isInvFamilyName(family)) \).

However, the modelled fault depends on a specific implementation whereas CT is a black-box approach which depends on the SUT’s specification instead. While testing with 2-wise coverage is sufficient to detect a fault in error-handling that can be modelled as a 2-factor fault, it requires the location of the incorrect error-handler to be known beforehand in order to determine the appropriate testing strength of \( t = 2 \).

The specification does typically not impose a specific order of error-handling. For instance, an implementation that checks the validity of the address first is as correct as the implementation shown in Listing 1 where the address is checked last. Then, the fault in the validity check of the family name becomes a 3-factor fault.

To make the determination of testing strength \( t \) independent from the location of an incorrect validity check within the control-flow, all error-handlers in every possible order must be taken into account. Then, \( t \) would grow with the number of parameters checked by error-handlers.

Using a testing strength of \( t = 3 \) ensures that the fault is triggered for all possible orderings of the error-handlers. Thereby, the prior knowledge about the incorrect error-handler is also abandoned. By deriving the testing strength from all parameters that are involved in any error-detection condition, it is ensured that each error-handler is reached and potential faults are triggered.

While this testing strength denotes the lower limit to ensure that potential faults are triggered independently from the ordering of error-handlers, testing is still conducted for a specific implementation with a specific ordering. Therefore, we distinguish the effective prevention sub-condition which is sufficient for a specific implementation from the general prevention sub-condition that is sufficient for all orderings. On average, the effective prevention sub-condition considers fewer error-handlers which improves the likelihood of triggering a fault when using a testing strength that is not sufficient for the general prevention sub-condition.

C. Characteristics affecting the Number of Minimal Failure-inducing Combinations

1) Number of Valid Values: Given a test model and a \( t \)-factor fault \( f \), a parameter \( p \) is involved if the condition that describes \( f \) includes \( p \). Otherwise, \( p \) is not involved. For the example, parameters \( Title \) and \( FamilyName \) are involved in the condition \( \neg (isInvTitle(title)) \land (isInvFamilyName(family)) \) while parameter \( Address \) is not involved.

In the example, two MFICs of size \( t = 2 \) exist that trigger the same fault. A test suite that satisfies 2-wise coverage includes each MFIC at least once and guarantees that the fault is triggered. Since two MFICs trigger the same fault, the probability of selecting one of them is increased when testing with \( (t' < 2) \)-wise collateral coverage. A set of test inputs that only satisfies 1-wise coverage has a probability of at least \( \frac{5}{6} = 66\% \) to trigger the fault, i.e. at least one test input covers \([FamilyName:123]\) and there is a \( \frac{2}{3} \) chance that \([Title:123]\) is not covered by the same test input.

The effect of values can be distinguished depending on whether or not the value’s parameter is involved in the infection or prevention sub-condition.

A valid value or valid value combination that is involved in the infection sub-condition does not affect the failure-inducing combinations because satisfying the infection sub-condition and being valid are mutually exclusive. For instance, adding another valid family name \([FamilyName:Smith]\) to the example test model does not affect the FICs because it cannot satisfy \((isInvFamilyName(family))\).

But, valid values and valid value combinations of parameters that are involved in the prevention sub-condition increase the number of MFICs. For instance, adding another valid value \([Title:Sir]\) to the example results in another MFIC \([Title:Sir, FamilyName:123]\). For 1-wise testing, the probability to trigger the fault increases to \( \frac{3}{4} = 75\% \).

Valid values and valid value combinations of parameters that are not involved in the prevention and infection sub-condition of a \( t \)-factor fault do not directly affect the MFICs. They contribute to the set of \( t \)-sized parameter values combinations that must be covered by some test input to satisfy \( t \)-wise coverage, though.

For our example, nine test inputs can be created that cover \([FamilyName:123]\), i.e. \([Mr,Mrs,123] \times \{UK,US,123\}\). Since three of them cover \([Title:123]\) and do not satisfy the effective prevention sub-condition, the probability of selecting a test input that covers a MFIC are \( \frac{6}{9} = 66\% \).

When another valid address is added, 12 test inputs that cover \([FamilyName:123]\) can be created and four of them do not satisfy the effective prevention sub-condition. The probability of triggering the fault remains the same.

It has to be noted that additional values may affect the overall selection of test inputs. Maybe a combination strategy cannot find a small test suite for the given values or another reason that is inherent to the combination strategy increases or decreases redundancy and thus affects the fault triggering probability. These effects are beyond the scope of this paper.

2) Number of Invalid Values: Invalid values of parameters that are involved in the condition of a \( t \)-factor fault \( f \) can increase or decrease the probability of triggering \( f \). It depends on whether the parameters are involved in the prevention or infection sub-condition.

When the parameter of the invalid value is involved in the prevention sub-condition, the probability of input masking is increased. For the example, adding another invalid value \([Title:456]\) decreases the probability of selecting a test input that covers one of the two MFICs to \( \frac{2}{3} = 50\% \).

When the parameter of the invalid value is involved
in the infection sub-condition, the probability of input masking is decreased. For instance, adding another invalid value [FamilyName:123] that triggers the same fault as [FamilyName:456] adds two more MFICs and [Title:Mrs, FamilyName:456] to the example.

Invalid values of parameters that are not involved in t-factor fault f only exist for effective prevention sub-conditions because general prevention sub-conditions consider all error-handlers. As an example, consider an additional invalid address [Address:456]. From the perspective of general prevention sub-conditions, they can be treated as above invalid values that increase the probability of input masking. From the perspective of effective prevention sub-conditions, the invalid values do not affect the MFICs because the evaluation would happen after the evaluation of the incorrect error-handler.

VI. EXPERIMENT DESIGN

A. Test Scenarios

The objective of our experiment is to evaluate the effectiveness of CT when generating test inputs in the presence of error-handling. Especially, we want to determine in which cases CT is sufficient enough such that CRT and its additional effort can be avoided. Therefore, we generated test inputs with different characteristics and executed them in test scenarios. The source code and the results of the experiment are available at our companion website.

For an experiment, it is important to control the factors that can influence the results. Therefore, we designed artificial test scenarios and changed different characteristics in a controlled and traceable way. Each test scenario contains exactly one faulty error-handler which always propagates to a failure when triggered and the failure is always revealed by the test oracle. Thus, the selection of test inputs is the only factor that influences the results of test execution.

The implementation of a test scenario is illustrated in Listing 2. A test scenario accepts input values for a number of parameters and includes a sequence of error-handlers with one error-handler for one parameter implemented by an if statement. The result of a test scenario execution is INV_INPUT if an error-handler correctly identifies an invalid value and terminates the execution. If an invalid value is identified by a faulty implemented error-handler, NULL is returned instead; VAL_INPUT is returned if all error-handlers are passed because all values are valid.

```java
String checkInput (Object a, b, c){
    if(isInvalid(a)) return INV_INPUT;
    else if(isInvalid(b)) return NULL;
    else if(isInvalid(c)) return INV_INPUT;
    else return VAL_INPUT;
}
```

Listing 2. Illustration of a Test Scenario Implementation

Based on the application of the t-factor fault model, we describe each test scenario S in terms of (1) the number of parameters, (2) the number of parameters that are involved in error-handling, (3) the number of valid values, (4) the number of invalid values per parameter, and (5) the index of the position of the incorrect error-handler that contains a fault.

The illustrated test scenario uses 3 parameters where the second error-handler(index i = 1) is incorrect. The number of valid and invalid values per parameter is implicitly encoded by the test model that is used to generate test inputs.

By varying the index of the incorrect error-handler, three different test scenarios for our example can be created, where either the first, second or third error-handler is incorrect. A set of test scenarios, that shares the same parameters and values but differs in the index of the incorrect error-handler is called a test scenario family S∗.

As a notation, we use P-V-I-E where P refers to the number of parameters involved in error-handling, V refers to the number of valid values per parameter, I refers to the number of invalid values per parameter, and E refers to the number of parameters that are involved in error-handling.

The experiment starts with a root test scenario family 6-1-1-6 representing a simple application of CT. The root test scenario family is then extended as follows. The number of parameters is increased by six up to 30 parameters. The number of error-handlers in a test scenario family either remains at six or is equal to the number of parameters. The total number of number of values per test scenario family is extended up to six with one to five valid and invalid values.

B. Test Input Generation

The test models used in this experiment share the same set of parameters with the test scenario and define the number of
valid and invalid values per parameter. To avoid any bias, we use test suites from the NIST Covering Array Tables\(^2\). They are publicly available and contain many of the smallest known test suites [32]. Table I depicts the sizes of the test suites. Column \(P\) refers to the number of parameters and column \(V\) refers to the total number of values per parameter. The test suites are reused for different ratios of valid and invalid values.

The order of parameters and values in a test model has no impact on whether or not a generated test suite satisfies \(t\)-wise coverage. However, it has an impact on which \(t\)-wise parameter value combinations are combined in a single test input. To reduce the effect of accidental fault triggering that is caused by ordering, the parameters and values of a test suite are randomly reordered and 100 different variants of each test suite are generated. The set of all test suite variants is called a test suite family \(T^*\).

The testing strengths used in the experiment range from \(t = 1\) to \(t = 5\) because most failures are induced by this range, according to the interaction rule.

### C. Evaluation Metrics

A common metric to evaluate combination strategies is called Fault Detection Effectiveness (FDE) [8], [14].

A test suite \(T\) is denoted as failing for a test scenario \(S\) if at least one of the test inputs \(\tau \in T\) triggers the \(t\)-factor fault \(f \in S\) and the test suite consequently fails.

\[
failing(T, S) = \begin{cases} 
1 & \text{if } \exists \tau \in T \text{ that fails for } S \\
0 & \text{otherwise} 
\end{cases} \quad (1)
\]

Using the failing function, FDE is defined as the ratio between the number of test suites \(T \subseteq T^*\) of a family that fail for a test scenario \(S\) and the number of all test suites in a family \(T^*\) that is used to test \(S\).

\[
FDE(T^*, S) = \frac{\sum_{T \subseteq T^*} failing(T, S)}{|T^*|} \quad (2)
\]

In other words, the FDE is based on randomized variants of a test suite that all satisfy the same testing strength. They all are used to test the same test scenario \(S\) which has a fixed incorrect error-handler. While this metric can be used to identify characteristics that may influence the FDE, the information cannot be used in practice because one must know which error-handler is incorrect.

Therefore, we introduce the average fault detection effectiveness (AFDE) which is the average FDE over a family of test scenarios \(S^*\). Thus, AFDE represents the effectiveness of a test scenario family when knowing that one error-handler is incorrect but without knowing its index.

\[
AFDE(T^*, S^*) = \frac{\sum_{S \in S^*} FDE(T^*, S)}{|S^*|} \quad (3)
\]

\(^2\)https://math.nist.gov/coveringarrays/

### VII. Results & Discussion

#### A. Overview

The overall results of the experiment are consistent with the application of the \(t\)-factor fault model. Whenever the first error-handler is incorrect, the prevention sub-condition is empty and one parameter is involved in the infection sub-condition. The resulting \(1\)-factor fault is triggered in each test scenario by all test suites that satisfy the testing strength \(t = 1\).

Whenever an error-handler at a higher index is incorrect, the prevention sub-condition includes the parameters checked by all error-handlers with lower indices. Since one parameter is involved in the infection sub-condition, the faults can be described as \((index + 1)\)-factor faults, where the index of the first error-handler is 0. For all considered testing strengths \((1 \leq t \leq 5)\), all \((index + 1)\)-factor faults are triggered by all test suites that satisfy the corresponding testing strength.

Beyond that, collateral coverage causes higher \((index + 1)\)-factor faults to be repeatedly triggered by test suites that satisfy lower testing strengths.

#### B. Fault Detection Effectiveness

Table II depicts an excerpt of FDEs computed for test scenario families with six to 30 parameters consisting of two valid values and one invalid value. Each test scenario family contains six error-handlers. The \(I\) column denotes the index of the incorrect error-handler, \(t\) denotes the testing strength that is satisfied by the family of test suites and the remaining columns denote the computed FDE values.

According to the \(t\)-factor fault model, a testing strength of \(t = 2\) is required to guarantee that an incorrect error-handler with index = 1 is detected. Among all depicted test scenario families, the fault is on average also triggered by 67.6% test suite families that only satisfy \(t = 1\). The exact numbers are depicted in the second row of Table II.

Testing with higher testing strengths is even more effective. On average, test suite families that satisfy a testing strength of \(t = 2\) detects incorrect error-handlers at index = 2 in 99.2% of all cases. As expected, a family of test suites that satisfies \(t = 3\) always detects the incorrect error-handlers at index = 2. However, incorrect error-handlers at indices 3 and 4 are always detected as well. The incorrect error-handlers at index 5 are detected by 98.6% of all test suite families.

When increasing the number of parameters while the number of error-handlers remains at six, the data indicates no general trend for the FDE. In many cases, the FDE improves slightly. Although, there are cases where the FDE deteriorates. For instance, the FDE for detecting an incorrect error-handler at index 1 with a test suite family that satisfies only testing strength \(t = 1\) improves from 64% for the test scenario family with six parameters to 74% for the test scenario family with 12 parameters. But, it deteriorates to 65% for the test scenario family with 18 parameters.

Table III depicts the FDE for test scenario families with six to 30 parameters and an equal number of error-handlers. Increasing the number of error-handlers such that one error-handler exists for each parameter has no direct impact on the
FDE. Over all indices, testing strengths and parameter sizes, the difference between the FDE for six error-handlers and the FDE for $|P|$ error-handlers is 1.25 percentage points on average. For instance, the difference for $I = 1$, $t = 1$ and 12 parameters is 11 percentage points with an FDE of 74% for 6 error-handlers (Table II) and an FDE of 63% for 12 error-handlers (Table III).

The biggest deviations are noticed for test scenario families with 30 parameters. For $I = 1$ and $t = 1$, the difference between the FDE for six error-handlers (57%) and the FDE for 30 error-handlers (42%) is 15 percentage points. For $I = 5$ and $t = 2$, the difference between the FDE for six error-handlers (40%) and the FDE for 30 error-handlers (60%) is 20 percentage points.

Analysing higher indices of incorrect error-handlers ($I > 5$) emphasizes that the required testing strength to detect a fault increases as well. Although, the testing strength grows slower compared to lower indices ($I \leq 5$). For instance, $t = 3$ is sufficient to detect incorrect error-handlers at index $I = 4$ in 100% of all cases and it is almost sufficient (98.6% on average) to detect all incorrect error-handlers at index $I = 5$. For $I = 7$, the average FDE decreases to 85.5%. For $I = 17$, only 2% of all incorrect error-handlers are detected. In comparison, $t = 4$ is sufficient to detect an incorrect error-handler at index $I = 7$ in 100% of all cases. $t = 5$ is sufficient to detect a fault for index $I = 10$ in 100% of all cases and even a fault for index $I = 11$ is detected in 99.75% of all cases. Afterwards, the FDE for $t = 5$ decreases to an average of 39.3% for index $I = 17$ and to 4% for $I = 23$.

Overall, the findings are consistent with the application of the $t$-factor fault model. Changing the number of parameters of a test scenario family has no clear effect on the FDE as well as changing the total number of error-handlers. In contrast, increasing or decreasing the specific index of the incorrect error-handler has the biggest effect on the FDE.

Following the $t$-factor fault model, a testing strength $t$ guarantees to detect incorrect error-handlers up to index $I = t - 1$ because one parameter is involved in the infection sub-condition. Beyond that, the collateral coverage effect of CT causes a reliable detection of incorrect error-handlers with higher indices. Although for index $I = 11$ and higher, even $t = 5$ is not sufficient to detect incorrect error-handlers for the test scenario families depicted in Table III.

To use the knowledge acquired from FDE metric, knowledge about the index of an incorrect error-handler is required which makes it hard to use the information in practice. In contrast, the AFDE values allow to draw conclusions regarding the effectiveness of CT assuming that one error-handler is incorrect when only the number of checked parameters as well as the number of valid and invalid values is known. Therefore, all further analyzes are based on the AFDE metric.

### C. Average Fault Detection Effectiveness

Table IV and Table V list the AFDE values for all test suite families and the testing strengths from $t = 1$ to $t = 5$. Column $P$ denotes the number of parameters, column $E$ denotes the number of error-handlers, and column $t$ denotes the testing strength. Avg. depicts the average AFDE among all testing strengths. The remaining columns follow the pattern $v$-with $v$ describing the number of valid values and $\bar{v}$ describing the number of invalid values. Table IV contains the AFDE values for test scenario families with six error-handlers. In Table V, the number of error-handlers equals the number of parameters.

As discussed in the prior subsection, increasing the number of parameters only has no clear effect on the FDE. The AFDE metric reflects this as depicted by Table IV.

Increasing the total number of error-handlers had no impact on the FDE of existing error-handling indices. But, the FDE for the additional indices is worse because more parameters belong to the prevention sub-condition. Since AFDE represents the average FDE among all indices of incorrect error-handlers, the worse FDE of additional error-handlers decreases the AFDE value. This is depicted in Table V.

Changing the number of values per parameter has a great effect on the AFDE. Depending on whether the additional values are valid or invalid, the AFDE increases or decreases.
### Table IV
AFDE of all Test Scenario Families with Six Error-Handlers

<table>
<thead>
<tr>
<th>P</th>
<th>E</th>
<th>t</th>
<th>1-1</th>
<th>1-2</th>
<th>1-3</th>
<th>1-4</th>
<th>1-5</th>
<th>2-2</th>
<th>2-3</th>
<th>2-1</th>
<th>3-1</th>
<th>4-1</th>
<th>5-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>36</td>
<td>33.17</td>
<td>34.83</td>
<td>34.17</td>
<td>33.83</td>
<td>47.5</td>
<td>53.33</td>
<td>45</td>
<td>5</td>
<td>63.33</td>
<td>65.83</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>55.33</td>
<td>53.83</td>
<td>53</td>
<td>53.33</td>
<td>52.33</td>
<td>79.5</td>
<td>94.67</td>
<td>86.83</td>
<td>97</td>
<td>99.5</td>
<td>99.83</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>71.83</td>
<td>71.5</td>
<td>73.33</td>
<td>70.83</td>
<td>70.67</td>
<td>98</td>
<td>99.83</td>
<td>99.17</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>86.67</td>
<td>86.67</td>
<td>86.5</td>
<td>85.33</td>
<td>86.33</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>95</td>
<td>96</td>
<td>96.33</td>
<td>97.33</td>
<td>98.33</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Avg.</td>
<td>68.97</td>
<td>68.23</td>
<td>68.8</td>
<td>68.23</td>
<td>85</td>
<td>89.57</td>
<td>86.2</td>
<td>90</td>
<td>90.97</td>
<td>92.73</td>
<td>93.13</td>
<td></td>
</tr>
</tbody>
</table>

### Table V
AFDE of all Test Scenario Families with Increasing No. of Error-Handlers

<table>
<thead>
<tr>
<th>P</th>
<th>E</th>
<th>t</th>
<th>1-1</th>
<th>1-2</th>
<th>1-3</th>
<th>1-4</th>
<th>1-5</th>
<th>2-2</th>
<th>2-3</th>
<th>2-1</th>
<th>3-1</th>
<th>4-1</th>
<th>5-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>36</td>
<td>33.17</td>
<td>34.83</td>
<td>34.17</td>
<td>33.83</td>
<td>47.5</td>
<td>53.33</td>
<td>45</td>
<td>5</td>
<td>63.33</td>
<td>65.83</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>55.33</td>
<td>53.83</td>
<td>53</td>
<td>53.33</td>
<td>52.33</td>
<td>79.5</td>
<td>94.67</td>
<td>86.83</td>
<td>97</td>
<td>99.5</td>
<td>99.83</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>71.83</td>
<td>71.5</td>
<td>73.33</td>
<td>70.83</td>
<td>70.67</td>
<td>98</td>
<td>99.83</td>
<td>99.17</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>86.67</td>
<td>86.67</td>
<td>86.5</td>
<td>85.33</td>
<td>86.33</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>95</td>
<td>96</td>
<td>96.33</td>
<td>97.33</td>
<td>98.33</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Avg.</td>
<td>74.03</td>
<td>73.1</td>
<td>72.57</td>
<td>71.13</td>
<td>70.37</td>
<td>85.87</td>
<td>89.33</td>
<td>87.17</td>
<td>90</td>
<td>91.67</td>
<td>93.17</td>
<td></td>
</tr>
</tbody>
</table>
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The AFDE always improves when adding only valid values. For the largest test scenario $P = 30$ and $E = 30$ with four and five valid values, the testing strengths $t = 4$ and $t = 5$ are sufficient to detect an incorrect error-handler almost always. Although, testing with $t = 5$ can be perceived as impractical as it would require the execution of 23369 ($4 \cdot 1$) and 58468 ($5 \cdot 1$) test cases (See Table 1).

This result is also consistent with the characteristics of valid values when applying the $t$-factor fault model. The FDE is improved because additional MFICs are created by the additional valid values.

Besides the two favorable cases with ($4 \cdot 1$) and ($5 \cdot 1$), $t = 5$ is not sufficient to detect all incorrect error-handlers reliably. For 2 valid values ($2 \cdot 1$) and $E = 18$, the AFDE is 90.17%. A higher testing strength would be necessary which further increases the time for test input generation and the time for test execution due to the larger the test suite size.

There is also a trend indicating that the AFDE decreases when adding only invalid values. For instance, the average AFDE for $P = 30$ and $E = 6$ decreases from 76.1% for one valid and one invalid value ($1 \cdot 1$) to 70.9% for five invalid values ($1 \cdot 5$). However, this trend is not as clear as for valid values. One exception exists for $P = 6$ and $E = 6$ where the average AFDE improves by 0.57 ($1 \cdot 3$) and 0.1 ($1 \cdot 5$) percentage points.

But, the trend is also consistent with the characteristics of invalid values when applying the $t$-factor fault model. For instance, the average AFDE for $P = 30$ and $E = 6$ decreases from 76.1% for one valid and one invalid value ($1 \cdot 1$) to 70.9% for five invalid values ($1 \cdot 5$). However, this trend is not as clear as for valid values. One exception exists for $P = 6$ and $E = 6$ where the average AFDE improves by 0.57 ($1 \cdot 3$) and 0.1 ($1 \cdot 5$) percentage points.

When adding valid and invalid values equally ($2 \cdot 2$ and $2 \cdot 2$), the AFDE always increases in comparison to $1 \cdot 1$. The AFDE is always higher when comparing it to test scenario families with more invalid than valid values. But, the AFDE is always lower compared to test scenario families with more valid than invalid values.

This finding is still consistent with the $t$-factor fault model. Although, it cannot be directly derived from it. The numbers indicate that the additional MFICs introduced by additional valid values have a stronger effect on the AFDE than the prevention sub-conditions increased by additional invalid values.

To summarize the findings, CT triggers all $t$-factor faults as guaranteed by the $t$-wise coverage criterion. Furthermore, even more faults are triggered via collateral coverage. Test suites that satisfy higher testing strengths $t \geq 3$ trigger many incorrect error-handlers with higher indices.

Adding valid values to the test suite increases the AFDE. But, the required test suite size increases as well. Conversely, adding invalid values decreases the AFDE. Additional parameters with error-handling have no impact on FDE for existing error-handlers. But, the faults in the additional error-handlers are harder to detect. Therefore, AFDE deteriorates with an increasing number of parameters involved in error-handling.

Overall, the experiment shows that CT can be an effective approach to detect incorrect error-handlers. Although, not all incorrect error-handlers can be detected reliably. Depending on the number of error-handlers and the distribution of valid and invalid values, a high testing strength is necessary which requires the execution of large test suites.

VIII. Threats to Validity

We compared the effectiveness of CT in the presence of error-handling and invalid values. Therefore, test inputs are generated and executed on test scenarios. Publicly available test suites are used to avoid bias in the test input generation.

The used test scenarios are artificial and do not necessarily represent realistic scenarios. In addition, it is possible that we unconsciously designed the test scenarios in a way that their pre-established characteristics are supported. However, the considered characteristics are explicit and all information is available online4 so that it is comprehensible and repeatable. In addition, the AFDE metric is designed to derive knowledge and to apply it to real-world scenarios.

To prevent falsified results due to accidental fault triggering, the parameters and values of each test suite are randomized and 100 variants of each test suite are combined to a test suite family. All presented numbers are average numbers.

IX. Conclusion

CT is a generally effective approach to black-box test input generation. When considering invalid values to also test for robustness, the input masking effect can prevent faults from being triggered. CRT is an extension to CT for robustness testing that avoids the input masking effect. But, CRT imposes extra costs since it requires additional semantic information in the test model. The implications of input masking on the effectiveness of CT are unclear beyond the general idea. Therefore, it is unclear when CT can be used and when CRT should be used despite the extra costs.

In this paper, we designed and conducted a controlled experiment to measure the effectiveness of CT in different test scenarios. Therefore, we applied the $t$-factor fault model and discussed characteristics that are specific to error-handling and invalid values. Based on these characteristics, artificial test scenarios are designed and tested using publicly available small test suites.

The results of the experiment show that CT triggers all $t$-factor faults as guaranteed by the $t$-wise coverage criterion. Even more faults are triggered via collateral coverage. Test suites that satisfy higher testing strengths $t \geq 3$ trigger many incorrect error-handlers with higher indices.

Valid values increase FDE and AFDE and invalid values decrease them. Additional parameters with error-handling have the highest impact which deteriorates AFDE the most. While $t = 4$ is sufficient in favourable cases with many valid values and few parameters involved in error-handling, not even $t = 5$ is sufficient in unfavourable cases with many invalid values and many parameters involved in error-handling.

Overall, the experiment shows that CT can be effective in the presence of error-handling and invalid values. But in
many cases, an advantageous distribution of valid and invalid values, a high testing strength and thus very large test suites are required.

Despite the good performance of CT in many cases, CRT is a promising approach that requires potentially fewer test executions. Although, a direct comparison is necessary to decide if the execution of very large test suites required by CT outweighs the additional modelling effort.

In future work, we will extend the experiment to consider invalid value combinations and configuration-dependent faults as well. As they potentially increase the number of parameter involved in the prevention and infection sub-conditions. Further, we will compare not only the effectiveness but also the efficiency of CT with CRT.
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Abstract—Developers often collaborate to fix complex bugs, even in open source software systems (OSS) where collaboration largely occurs through discussions in the bug tracker. The implicit Developer Social Networks (DSN) are created as a result of these discussions. Past research has investigated the usefulness of such DSNs in addressing many Software Engineering problems (e.g. Defect Prediction, Evolution of collaboration patterns, etc.). However, the multifaceted nature of DSNs constructed from bug reports data has been ignored in most of the past studies. That is, in most of the past studies, the link among developers exist only if they comment on the same bug report while in reality, the developers may be connected indirectly (e.g. pair of developers are connected even if they comment on two different bug reports which are associated with the same software component). Such unexplored relationships among developers can be used to define new measures to identify important developers in the OSS system which otherwise is not trivial to do. In this paper, we study this implicit multifaceted nature of collaborations among developers by extending single layer DSN to Multi-layer DSN (MDSN). Our experiments performed on bug data of Eclipse and NetBeans show that structure of DSNs and their evolution at various layers differ significantly and performance of developers in bug fixing process is not only significantly correlated (Pearson correlation coefficient up to 0.74) with their network centrality scores but also vary across various layers of MDSN signifying their usefulness in determining the crucial and important developers in the software systems.

Index Terms—Developer Social Network, Multidimensional Developer Social Network, Multilayered Developer Social Network, Multifaceted Developer Social Network

I. INTRODUCTION

Issue Tracking Systems are not only used to archive bug reports and the related information but also to help developers to collaborate and have a discussion on issues (bugs or features). Developers typically interact by commenting on bug reports. These interactions form an implicit developer social network (DSN).

Due to the readily available data from issue trackers, researchers have started investigating DSNs to solve software development problems. For example, DSNs have been used to study community structures of software developers and their evolution [1], to categorize bug reports [2], and to help in defect prediction [3].

However, most of these studies explore only one type of links among the developers (e.g. In DSN constructed from bug report data, the developers are connected if they have worked together to fix the same bug report) while they are indirectly connected through various other avenues. For instance, developers who have not commented on the same bug report but have commented on two different bug reports found in the same component of a software product, are indirectly connected. In this paper, we consider many such indirect connections among the developers and build the Multi-layered / Multi-faceted Developer Social Network (MDSN). In our Multi-Layered DSN, each layer represents a different DSN which shows the links among developers capturing different types of proximity among them. We believe that a holistic view of these different kinds of proximities among the developers and investigation of Multi-faceted Developer Social Network (MDSN) can elucidate more on the nature of developer collaborations on issue tracking systems.

Towards our goal of investigating MDSN, we first attempt to answer the fundamental question if the structure of DSN at various layers vary significantly from each other. Network Structure of DSN has been characterized by many global social network properties in past studies [4] [5]. We also use global social network properties to characterize and investigate DSN of various layers and hence ask the following research question:

RQ1: How significantly the global network properties of DSN vary across the layers of the MDSN?

Past studies have reported that DSN does not remain invariable and evolve. Studying such evolution of DSN is important as it allows us to comprehend how relationships
among developers evolve. MDSN has many layers of DSN and hence it is important to study and compare the evolution of each DSN. This sheds light on the dynamics of DSNs at each layer. In particular, we pose our second research question as follows:

**RQ2:** How does the evolution of DSNs differ at each layer? Do some DSNs evolve faster than others?

The first two research questions are posed to investigate if the Multifaceted/Multilayered approach of studying DSN adds some value to the understanding of developer communication structure or not.

However, past studies have used DSN to characterize the traits, performance, and importance of the developers [6] [7] [8] [9]. Node centrality measures in DSN and entropy of developers contributions have been used widely to characterize the importance of developers in the collaboration network of developers [10]. In MDSN, the collaboration happens at various levels and hence it will be interesting to see how the importance of nodes in DSN is associated with their bug fixing performance. To measure the importance of the node (developer), we compute the graph entropy-based measures along with various node centrality measures at each layer of DSN. In particular, we ask our third research question as follows:

**RQ3:** How significantly various metrics measuring the importance of the developers in DSNs correlate with their bug fixing performance? How significantly these correlations differ across different layers of MDSN?

To answer these research questions, we first construct the Multilayered Developer Social Networks from the bug report data of two popular Java IDE projects-Eclipse and NetBeans. Then we use many global network properties (characterizing the properties of the entire network), node importance based measures and measures to characterize the bug-fixing performance of developers to answer our research questions.

II. RELATED WORK

Leveraging archival data to facilitate ongoing software development is a key tenet in software engineering research. One such data that researchers have started using is the implicit social networks that are created because of developer interactions: when they work on the same file or task or communicate regarding an issue or task. Here we sample a subset of research involving DSNs which are related to our work. For example, Canfora et al. [9] mine data from the mailing lists to identify experienced developers who actively interact with newcomers to identify mentors. Bird et al. [11] on the other hand, have used the DSNs from mailing lists to investigate the social status of OSS participants based on the network structure and the relationship between email and commit activities via these networks. Hong et al. [4] have investigated how a DSN evolves and compared it to the evolution in other social networks like Facebook, Twitter, etc. The network structure properties of DSNs have also been studied to identify the structures that correlate with efficiency in the bug fixing process [5].

Zanetti et al. [2] found that centrality of users in a communication network between bug reporters and developers to be indicative of the quality of a bug report. Cataldo and Herbsleb [6] observed that the core developers in the communication structure of the organizations are top contributors. Meneely et al. [3] and Wolf et al. [11] used developer social network for failure prediction. More recently, Wang and Nagappan [12] studied the distribution of collaboration patterns and used them to see the impact of such patterns on the quality of the project from the security point of view.

Our study is similar to the work described above as we also study developer social network. However, instead of using single layer DSN, we study multilayered (Multifaceted DSN). Each layer in our Multifaceted DSN represents different sort of relationship among developers making it a richer framework for depicting more complex proximities among them. Our model of MDSN is inspired by Kazienko et al. [13]. However, to the best of our knowledge, we are first to calibrate and use it in the Software Engineering domain. We also investigate how the positions of developers in networks represented by various layers in proposed Multi-faceted DSN convey about their performance in bug fixing activities. This investigation also adds to the novelty of the proposed work in this paper.

III. BACKGROUND AND METHODOLOGY

A. Developer Social Network (DSN) and Multi-layered DSN (MDSN)

Issue Tracking Systems have been used as a communication platform by developers while they work on the bugs reported by users and fellow developers. Developers usually do so by commenting on the bug reports. A typical issue report in ITS of large software ecosystem such as NetBeans or Eclipse has many fields which provides details about the issue e.g. short and long description of the issue, product and component of

---

**TABLE (I) Example Bug Reports**

<table>
<thead>
<tr>
<th>Bug Id</th>
<th>Assigned To</th>
<th>Severity</th>
<th>Priority</th>
<th>Product Id</th>
<th>Component Id</th>
<th>Reporter</th>
<th>Operating System</th>
<th>Commenters</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>D1</td>
<td>S1</td>
<td>P1</td>
<td>2</td>
<td>3</td>
<td>R1</td>
<td>Linux</td>
<td>D1, D4</td>
</tr>
<tr>
<td>B2</td>
<td>D1</td>
<td>S1</td>
<td>P3</td>
<td>1</td>
<td>11</td>
<td>R2</td>
<td>Windows XP</td>
<td>D2, D3</td>
</tr>
<tr>
<td>B3</td>
<td>D1</td>
<td>S2</td>
<td>P2</td>
<td>2</td>
<td>3</td>
<td>R3</td>
<td>Linux</td>
<td>D2</td>
</tr>
<tr>
<td>B4</td>
<td>D2</td>
<td>S1</td>
<td>P1</td>
<td>2</td>
<td>4</td>
<td>R1</td>
<td>Mac OS X</td>
<td>D2, D4</td>
</tr>
<tr>
<td>B5</td>
<td>D3</td>
<td>S3</td>
<td>P3</td>
<td>3</td>
<td>11</td>
<td>R3</td>
<td>Mac OS X</td>
<td>D1, D3</td>
</tr>
</tbody>
</table>
the given product where the issue is likely to be present, operating system (the product is used/tested with), priority of the issue, severity of the issue, reporter who reported the issue, assignee (whom the issue is assigned to) etc. The discussion on Issue Reporting Systems has been leveraged to construct the Developer Social Network among developers. However, the DSN can be modeled as a single-layered DSN as well as a multilayered DSN. Most of the past studies [4] [5] [8] consider DSN as single-layered, where developers are nodes and edges between the pair of developers exist if they have commented on the same bug report. Figure [2] can be understood easily i.e. L2-D1 represents the network where developers are connected with an edge if they have commented on different bug reports found in the same product. L2-D2, L3, and L4 represent the similar semantics i.e. developers in L2-D2, L3 and L4 are connected with the edge between them if they have commented on the different bug reports found in same product as well as same component, two bug reports reported by same reporter, two bug reports associated with same operating system respectively. It should be noted that we deliberately avoided the trivial links in layers L2-D1, L2-D2, L3, and L4 (replication of links in layers L2-D1, L2-D2, L3, L4 due to L1) by connecting only those developers commenting on different bug reports. We did it to analyze the exclusive nature and power of DSN at each layer. We used DSN at each layer to answer our research questions by exploring the global network properties and various node importance measures of it.

B. Global Network Properties

To investigate the difference in the nature and evolution of various DSNs at every layer, we used similar global network properties as used by Hong et al. [4]. We compared the DSNs at each layer on the following global network properties:

1) Network density: Network density is defined as the ratio of number of edges present in the network and the maximum possible edges which can exist in the network (excluding self-loops). Higher density of network indicates higher levels of inter-developer communication.

2) Modularity: Modularity of network is important measure as higher value of modularity denotes the higher community structure present in the network. We used the same modularity definition as defined by Newman [14].

\[ M = \sum_{i=1}^{n} (x_i - y_i^2) \]

where, \(x_i\) denotes the proportion of the edges between the vertices of the community \(i\) while \(y_i\) denotes the proportion of the edges that are not part of the community.

3) Average Path Length (APL): It is the average length of shortest paths between each pair of nodes in the network. Shorter APL shows that Developers are well connected to each other in the network and are easily accessible to each other.

4) Average Clustering Coefficient: The Clustering Coefficient in a graph is the degree of clustering by a node with its neighboring nodes. The clustering coefficient of a vertex can be defined as follows in an undirected graph:

\[ P_i = \frac{2x_i}{y_i(y_i - 1)} \]

Here \(x_i\) is the number of edges between neighbors of node \(i\) and \(y_i\) is the number of node \(i\)'s neighbors. Average

<table>
<thead>
<tr>
<th></th>
<th>Duration</th>
<th>#Bug Report's</th>
<th>#Assignees</th>
<th>#Comments</th>
<th>#Commenters</th>
<th>#Reporters</th>
<th>#OS</th>
<th>#Products</th>
<th>#Components</th>
<th>#Versions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse</td>
<td>2001-2005</td>
<td>27213</td>
<td>759</td>
<td>149340</td>
<td>2767</td>
<td>1911</td>
<td>23</td>
<td>59</td>
<td>325</td>
<td>88</td>
</tr>
<tr>
<td>NetBeans</td>
<td>2001-2005</td>
<td>21345</td>
<td>374</td>
<td>134040</td>
<td>1905</td>
<td>1559</td>
<td>16</td>
<td>36</td>
<td>328</td>
<td>21</td>
</tr>
</tbody>
</table>
Network Clustering Coefficient is the average of all network nodes clustering coefficients. A significantly higher average clustering coefficient indicates that network follows small world phenomenon [15].

5) Average Degree (AD): The degree of a node in the graph is total number of edges incident on that. Since each edge has two vertices and counts in the degree of both vertices, the average degree of the undirected graph is defined as :

\[ AD = 2 \times \frac{|E|}{|V|} \]

C. Node Importance Measures

Past studies have leveraged the position of developers in DSN to investigate their importance in the developer community. In particular, various node based centrality measures in DSN have been used to measure the importance of the developers in DSN. To answer our third research question, we used following node importance measures defined for DSN:

1) Eigenvector Centrality: In graph theory, eigenvector centrality (also called eigencentrality) is a measure of a node's importance in a network. The idea is to assign proportional score values to all network nodes. Let \(G(V, E)\) be a graph, consisting of vertices \(V\) and edges \(E\). Let \(\Lambda = (a_{v, t})\) be the adjacency matrix, i.e \(a_{v, t} = 1\) if vertex \(v\) is linked to vertex \(t\), and \(a_{v, t} = 0\) otherwise. The relative centrality score of vertex \(v\) as defined by Phillip Bonacich [16] is:

\[ x_v = \frac{1}{\lambda} \sum_{t \in M(v)} x_t = \frac{1}{\lambda} \sum_{t \in G} a_{v, t} x_t \]

where \(M(v)\) is a set of the neighbours of \(v\) and \(\lambda\) is a constant. Mathematically, this can be written in vector notation as the famous eigenvector equation,

\[ Ax = \lambda x \]

The principal eigenvector of the above equation denotes the centrality of all network nodes (here, node is the developer).

2) Betweenness Centrality: The Betweenness Centrality of the graph is determined by the propensity of a single vertex to be more central than any other vertex in the graph. In other words, it measures how often a node appears on shortest paths between nodes in the network. The following is the standard measure given by Freeman [17]:

\[ C_B (V) = \sum_{s \neq v \neq t \in V} \frac{\sigma_{st} (v)}{\sigma_{st}} \]

where, \(\sigma_{st}\) is the number of shortest paths from \(seV\) to \(teV\).

3) Closeness Centrality: A node’s closeness centrality in a connected graph is a measure of centrality in a network, measured as the reciprocal sum of the shortest path length between the node and all other nodes in the graph. Therefore, the more central the node, the closer it is to all the other nodes. The closeness centrality as defined by Sabidussi [18] is as follows:

\[ C_C (V) = \frac{1}{\sum_{t \in V} d_G (v, t)} \]

4) Entropy based measure: The entropy of a system measures the randomness or uncertainty in it. The entropy of a graph measures the diversity of edges incident on its nodes. Higher the entropy of the graph, more uniform is the distribution of its edges on its nodes. Dehmer and Mowshowitz [19] provides good survey on graph entropy. Graph entropy can be used to measure the importance of the nodes in the graph. For instance, if entropy of a graph is significantly changed after removing a node from it, node is considered important. Though many definitions are available for graph entropy in literature, we define entropy of a graph as follows: Let \(G = (V, E)\) be an undirected graph. The entropy of the graph \(G\), denoted as \(H(G)\) is defined as:

\[ H(G) = \sum_{i \in V} -p_i \log p_i \]

where, \(p_i\) is the degree of node \(i\) divided by the sum of the degrees of all nodes in the graph. The graph entropy based importance \(H(G_i)\) of node \(i\) is defined as:

\[ H(G_i) = |E_2 - E_1| \]

where, \(E_1\) is the entropy of the graph \(G\) with node \(i\) and \(E_2\) is the entropy of the graph \(G\) without node \(i\). This helps us in determining how important a node is in the graph. Higher the value of \(H(G_i)\), more is the importance of the developer \(i\).

D. Performance of developers in bug fixing process

To answer our third research question, we require two set of measures - Node importance measures as defined in previous sub section and measures to quantify the performance of the developers in bug fixing process. We used following measures to measure the performance of developers in bug fixing process.

1) Average fix time: The Average Fixed Time for an assignee \(a\) is estimated over a certain period of time using the equation below. To calculate the developer’s efficiency in certain time period, we only consider the bugs that are opened and fixed during that time period.

\[ AFT = \frac{\sum_{i=1}^{n} t_{FIXED} - t_{ASSIGNED}}{n} \]

where,

- \(b_i\) = \(i^{th}\) Bug in set of bugs assigned to the assignee \(a\).
- \(n\) = Total bugs assigned to the assignee \(a\).
- \(t_1\) = Time when the bug was assigned to the assignee.
- \(t_2\) = Time when the FIXED label was added to the bug report for the first time.

2) Aggregate Priority Points: This metric is used to measure the importance of the developer with respect to the type of bugs he/she fixes. The developer who fixes the bugs with higher priority is considered to be more important. We assign priority points to each developer based on the types of bugs he fixes. First we assign the weightage to each priority type as follows:

<table>
<thead>
<tr>
<th>Priority</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE (III) Weightage of Priorities
Then we calculate the priority points for each developer. Higher value of priority points for the developer signifies that he fixes the bugs with relatively higher priorities making him more important developer than those with lower priority points.

The equation for estimating the aggregate priority points of developer over a certain period of time is as follows:

\[
APP = \frac{\sum_{i=1}^{n} p_i \times c_p}{n}
\]

where,
\( n \) = Total number of bugs assigned to assignee \( a \).
\( p_i \) = Priority of bug.
\( c_p \) = Points allocated to priority \( p \).

3) Aggregate Severity Points: This is very similar to the Aggregate Priority Points. The points allocated for each severity are as follows.

<table>
<thead>
<tr>
<th>Severity</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>trivial</td>
<td>1</td>
</tr>
<tr>
<td>minor</td>
<td>2</td>
</tr>
<tr>
<td>normal</td>
<td>3</td>
</tr>
<tr>
<td>major</td>
<td>4</td>
</tr>
<tr>
<td>critical</td>
<td>5</td>
</tr>
<tr>
<td>blocker</td>
<td>6</td>
</tr>
</tbody>
</table>

Note that NetBeans and Eclipse allow users to demand new features that are not technically real bugs. Therefore, we do not consider those bug reports where the severity attribute is set for enhancement because this category is reserved for feature requests or improvements to the product. The formula for calculating the aggregate severity points is as follows:

\[
ASP = \frac{\sum_{i=1}^{n} s_i \times c_s}{n}
\]

where,
\( n \) = Total number of bugs assigned to assignee \( a \)
\( s_i \) = Severity of bug
\( c_s \) = Points allocated to severity \( s \)

4) Total Components Developer Works Upon: This measure is the total number of modules/components that the assignee has worked on during certain time period. This denotes the diversity in the work profile of the developer.

E. Experimental Set up and Dataset

To carry out our work, we performed our experiments with bug reports of two common open-source software projects—Eclipse and NetBeans. We chose these projects because they are very popular among the community of software engineering, developed around a similar time as OSS projects and have similar functionalities that make them a good choice to test our proposed Multi-layered Developer Social Network. In total, our dataset has 283,380 comments made upon 48,258 bug reports between 2001 and 2005. We chose this period as both the projects during this time were in their initial phase making them ideal to study their evolution. The complete details of the dataset are shown in Table [I].

In Issue Tracking System like Bugzilla (used by Eclipse and NetBeans), though the issue is assigned to one person i.e. Assignee, it is fixed collaboratively by OSS contributors. The collaboration happens through comments made on the bug report. Hence in answering our research questions, we constructed single-layered and Multi-layered DSN out of the comments of the bug reports in our dataset. However, it should be noted that to answer our RQ3, the node importance measures and performance metrics are calculated and analyzed only for assignees as they are most responsible for fixing the assigned bug/issue. We conjecture that the assignees with good node importance measure in MDSN are good performers. In particular, node importance measures of an assignee in different layers influences her performance differently. For computing various global network-based metrics and node importance based measures we used Gephi Network Analysis tool [20].

IV. RESULTS AND DISCUSSION

In this section, we discuss our results and their implications with respect to our research questions.

RQ1: How significantly the global network properties of DSN vary across the layers of the MDSN?

To answer this research question, we computed all the network measures defined in section III-B with the help of Gephi [20] and compared the global network properties of DSNs formed at each layer of MDSN. Past research [4] [5] has also used the similar approach to compare various networks. The difference in network measures across various layers of MDSN signifies the importance of individual layers in MDSN making it more useful framework to study the collaboration patterns among developers. Our results are shown in Figure 3. It can be seen from the figure that while density, average path length, modularity of the DSN vary significantly across different layers of MDSN, the clustering coefficient remains relatively stable across the layers. The modularity of the network describes the community structure of the network and past studies have leveraged modularity of DSN for community detection and discovering team structures in OSS projects [1] [21] [4]. Variation in modularity across different layers suggests that the different community structure and team structure could be discovered using our MDSN approach improving the knowledge about the team structure in OSS maintenance activities. Furthermore, other network measures e.g. network density, average path length etc. have been used to predict the defects in software modules [11] and hence it would be interesting to investigate if the accuracy of defect prediction models could also be improved by incorporating network measures computed based on MDSN.

RQ2: How does the evolution of DSNs differ at each layer? Do some DSNs evolve faster than others?
To answer this research question, we first split 5 years bug report data of Eclipse and NetBeans (2001-2005) into chunks of 6 months data. This way, we have 10 samples of bug report data for each of the projects. Then we compute the global network properties for each sample to see their evolution over time. Figure 4 shows the evolution of network properties of DSN over time for both Eclipse and NetBeans. It can be seen easily from the figure that the evolution of almost all the network properties at layer L1 (nodes in the same project if they comment on the same bug report) evolves faster than properties at other layers. This out-performance of these layers is observed for both NetBeans as well as Eclipse. Graph-based metrics such as density, modularity and their evolution have been used to study the software evolution and predicting some of its important aspects [22].

Our study extends the past study on DSN based software evolution and suggests that studying the evolution of DSN at various layers of MDSN can provide new insights to the software evolution research. Variation in evolution of DSNs at various layers also suggests that predicting future aspects of some DSNs is more difficult than others. For instance, predicting the developers leaving the project might be much more difficult in layer L2-D1 and L2-D2 in comparison of other layers where evolution is relatively smoother. Overall, the answer to this research question is affirmative based on the results shown in Figure 4 adding the value to our study.

**RQ3**: How significantly various metrics measuring the importance of the developers in DSN correlate with their bug fixing performance? How significantly these correlations differ across different layers of MDSN?

---

**TABLE (V) Correlation Analysis**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>Betweenness Centrality</td>
<td>-0.079**</td>
<td>-0.161</td>
<td>0.209**</td>
<td>0.306</td>
<td>0.742**</td>
<td>0.567**</td>
<td>0.744**</td>
<td>0.578**</td>
</tr>
<tr>
<td></td>
<td>Closeness Centrality</td>
<td>-0.195**</td>
<td>-0.434**</td>
<td>0.181**</td>
<td>0.464</td>
<td>0.336**</td>
<td>0.658**</td>
<td>0.338**</td>
<td>0.648**</td>
</tr>
<tr>
<td></td>
<td>Eigenvector Centrality</td>
<td>-0.161**</td>
<td>-0.443**</td>
<td>0.315**</td>
<td>0.656</td>
<td>0.482**</td>
<td>0.656**</td>
<td>0.475**</td>
<td>0.651**</td>
</tr>
<tr>
<td></td>
<td>Entropy Based Measure</td>
<td>-0.162**</td>
<td>-0.222</td>
<td>0.409**</td>
<td>0.005</td>
<td>0.635**</td>
<td>-0.087</td>
<td>0.631**</td>
<td>-0.087</td>
</tr>
<tr>
<td>L2 - D1</td>
<td>Betweenness Centrality</td>
<td>-0.141**</td>
<td>-0.386*</td>
<td>0.092</td>
<td>0.646</td>
<td>0.162**</td>
<td>0.472**</td>
<td>0.157**</td>
<td>0.489**</td>
</tr>
<tr>
<td></td>
<td>Closeness Centrality</td>
<td>-0.096</td>
<td>-0.424**</td>
<td>0.006</td>
<td>0.451</td>
<td>0.032</td>
<td>0.442**</td>
<td>0.035</td>
<td>0.448**</td>
</tr>
<tr>
<td></td>
<td>Eigenvector Centrality</td>
<td>-0.122**</td>
<td>-0.583**</td>
<td>0.086</td>
<td>0.48**</td>
<td>0.335</td>
<td>0.452**</td>
<td>0.034</td>
<td>0.485**</td>
</tr>
<tr>
<td>L2 - D2</td>
<td>Betweenness Centrality</td>
<td>-0.162**</td>
<td>-0.222</td>
<td>0.409**</td>
<td>0.305</td>
<td>0.635**</td>
<td>0.087</td>
<td>0.631**</td>
<td>-0.087</td>
</tr>
<tr>
<td></td>
<td>Closeness Centrality</td>
<td>-0.141**</td>
<td>-0.434**</td>
<td>0.106</td>
<td>0.521</td>
<td>0.175**</td>
<td>0.464**</td>
<td>0.172**</td>
<td>0.473**</td>
</tr>
<tr>
<td></td>
<td>Eigenvector Centrality</td>
<td>-0.092</td>
<td>-0.583**</td>
<td>0.086</td>
<td>0.48**</td>
<td>0.335</td>
<td>0.452**</td>
<td>0.345</td>
<td>0.485**</td>
</tr>
<tr>
<td>L3</td>
<td>Betweenness Centrality</td>
<td>-0.11</td>
<td>-0.18</td>
<td>0.223**</td>
<td>0.408</td>
<td>0.744**</td>
<td>0.642**</td>
<td>0.745**</td>
<td>0.647**</td>
</tr>
<tr>
<td></td>
<td>Closeness Centrality</td>
<td>-0.217**</td>
<td>-0.314</td>
<td>0.274**</td>
<td>0.641**</td>
<td>0.364**</td>
<td>0.651**</td>
<td>0.366**</td>
<td>0.654**</td>
</tr>
<tr>
<td></td>
<td>Eigenvector Centrality</td>
<td>-0.242**</td>
<td>-0.523**</td>
<td>0.311**</td>
<td>0.553</td>
<td>0.337**</td>
<td>0.545**</td>
<td>0.350**</td>
<td>0.525**</td>
</tr>
<tr>
<td></td>
<td>Entropy Based Measure</td>
<td>-0.232**</td>
<td>-0.212</td>
<td>0.365**</td>
<td>0.08</td>
<td>0.474**</td>
<td>0.002</td>
<td>0.472**</td>
<td>-0.012</td>
</tr>
<tr>
<td>L4</td>
<td>Betweenness Centrality</td>
<td>-0.255**</td>
<td>-0.631**</td>
<td>0.246**</td>
<td>0.524</td>
<td>0.428**</td>
<td>0.45**</td>
<td>0.436**</td>
<td>0.466**</td>
</tr>
<tr>
<td></td>
<td>Closeness Centrality</td>
<td>-0.347**</td>
<td>-0.656**</td>
<td>0.329**</td>
<td>0.442</td>
<td>0.285**</td>
<td>0.416**</td>
<td>0.287**</td>
<td>0.422**</td>
</tr>
<tr>
<td></td>
<td>Eigenvector Centrality</td>
<td>-0.393**</td>
<td>-0.788**</td>
<td>0.279**</td>
<td>0.385</td>
<td>0.204**</td>
<td>0.371**</td>
<td>0.203**</td>
<td>0.373**</td>
</tr>
<tr>
<td></td>
<td>Entropy Based Measure</td>
<td>-0.397**</td>
<td>-0.565</td>
<td>0.301**</td>
<td>0.164</td>
<td>0.215**</td>
<td>0.213</td>
<td>0.252**</td>
<td>0.222</td>
</tr>
<tr>
<td>Combined DSN</td>
<td>Betweenness Centrality</td>
<td>-0.255**</td>
<td>-0.631**</td>
<td>0.246**</td>
<td>0.524</td>
<td>0.428**</td>
<td>0.45**</td>
<td>0.436**</td>
<td>0.466**</td>
</tr>
<tr>
<td></td>
<td>Closeness Centrality</td>
<td>-0.347**</td>
<td>-0.656**</td>
<td>0.329**</td>
<td>0.442</td>
<td>0.285**</td>
<td>0.416**</td>
<td>0.287**</td>
<td>0.422**</td>
</tr>
<tr>
<td></td>
<td>Eigenvector Centrality</td>
<td>-0.393**</td>
<td>-0.788**</td>
<td>0.279**</td>
<td>0.385</td>
<td>0.204**</td>
<td>0.371**</td>
<td>0.203**</td>
<td>0.373**</td>
</tr>
</tbody>
</table>

*p < .05, **p < .01, ***p < .001
The main findings of this paper is the answer to this research question. To answer this research question, we first computed various node importance measures for the DSN at each layer as defined in section III-C and the measures to characterize the performance of the developers as defined in section III-D. Then we used the Pearson correlation coefficient to see how effectively and strongly these two sets of measures correlate with each other. We chose Pearson Correlation Coefficient to see the strength of association between two types of measures as it has been found useful by many past studies [23] [24]. Table V shows a summary of our results. The values of correlation coefficients where the p-value is less than 0.05 are specifically highlighted. To see the cumulative effect of node importance measures on the performance of the developers we merged the DSNs of all the layers into one. In this merged integrated DSN, a node exists between the pair of the developers if there exists a link between them in any of the layers - L1, L2-D1, L2-D2, L3, L4. In general, our results are encouraging. For instance, the Eigenvector centrality value of a node in DSN is negatively correlated with the average fix time suggesting that developers who enjoy good eigenvector centrality value fix the issue faster than their peers with lower eigenvector centrality. The value of the correlation coefficient between Average fix time and other node importance measures is also significant. It can also be seen that the correlation coefficient between Average fix time and other node importance measures is maximum for layer-4 out of all the individual layers. This is interesting because past studies show that predicting the fix-time of a bug in OSS is hard. Bhattacharya and Neamtiu [25] reported that many of the features/attributes considered by researchers to build the predictor in predicting the average fix time of the bug are not found relevant. Our results suggest that node importance based measures for assignee can prove to be good features for such predictors. Second, most of the past studies considered the node-based centrality at layer-1 only while our study suggests that similar centrality measures perform better if we leverage MDSN instead of single-layered DSN.

A closer look at Table V shows that node importance measures are also significantly correlated with the total number of components the developer worked upon in fixing the issues. This suggests that developers with high node importance measures gain diverse expertise in fixing the issues making them more crucial/important for the organization. A significant correlation between node importance measures of developers and aggregate priority points as well as aggregate severity points of the bugs fixed by them shows that node importance measures selected in our study are good measures to identify crucial and important developers (developers who are good to fix the bugs with high priority and high severity).

Interestingly, MDSN approach of investigating the impact of various node importance measures on their bug fixing performance provides new insight as many of the results are counter-intuitive, e.g. best correlation is found for layer-4 (where developers are connected if they have commented on...
two different bug reports associated with the same operating system). Though the correlation is found significant for both the projects making the finding general enough, the value of correlation coefficients are found to be higher with NetBeans data.

Overall, there are two takeaways from our results-first, significant correlation between various node-based measures and performance of developers suggests that these measures can be used to identify important developers. Second, the measures based on different layers of MDSN are differently correlated with the performance of developers, making the MDSN framework worthy enough to try for identifying the crucial and important developers in OSS.

V. CONCLUSION AND FUTURE WORK

In this research, we proposed MDSN to investigate the multifaceted nature of collaboration among the developers while they fix the bugs and collaborate through the Issue Reporting System. There are many takeaways from our research. First, since the structure of networks varies significantly across various layers of MDSN, replicating the past studies on community detection and identifying team formation in OSS on the MDSN framework may provide new insights. Second, Our results show that many node importance measures i.e. node centrality based metrics and graph entropy-based measures have a significant correlation with the performance of the developers in the bug fixing process. Further, such correlations vary significantly across the layers suggesting that MDSN could be more useful to identify important and crucial developers in the developer community of OSS. Though our results are consistent with both the case studies, we selected for our research, there are few threats to its validity. First, comments are not made only by developers on ITS (Issue Tracking Systems) and hence considering all commenters as developers could be a threat to the validity of our results. Second, ITS is not the only platform where developers collaborate. Past research has also used version control data to study collaboration among developers. Hence, performing our study on version control data can complement our study. We plan this in our future work.
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Abstract—Implementing an enterprise architecture (EA) project might not always be a success due to uncertainty and unavailability of resources. Hitherto, we have proposed a new metaphor —Enterprise Architecture Debt (EAD)—, which makes bad habits within EAs explicit. We anticipate that the accumulation of EAD will negatively influence EA quality, also expose the business into risk.

Recognizing the importance of business-IT alignment in enterprise architecture context, this paper proposes an application of portfolio-based thinking and utility theory for EAD prioritization. For proof-of-concept purpose, we develop synthetic data using coarse-grained estimates to demonstrate the application of the proposed portfolio-based approach which helps to determine the optimum selection of EAD to be resolved. The results show that our approach can help EA practitioners and management to reason their EA investment decisions based on the EAD concept, with adjustable enterprises risk tolerance level.

Index Terms—Enterprise Architecture Management, Enterprise Architecture Debt (EAD), Portfolio Theory, EA Portfolio Optimization, Utility Theory

I. INTRODUCTION

Technical debt is a metaphor that had been introduced by Cunningham [1]. In the software development industry, technical debt is regarded as a critical issue in terms of the negative consequences such as increased software development cost, low product quality, decreased maintainability, and slowed progress to the long-term success of developing software [2]. Technical debt describes the delayed technical development activities for getting short-term payoffs such as a timely release of a specific software [3]. Seaman et al. [4] described technical debt as a situation in which software developers accept compromises in one dimension to meet an urgent demand in another dimension and eventually resulted in higher costs to restore the health of the system in future.

Furthermore, technical debt is explained as the effect of immature software artifacts, which requires extra effort on software maintenance in the future [5]. The concept of technical debt reflects technical compromises that provide short-term benefit by sacrificing the long-term health of a software system [6]. In view of the original idea of technical debt that focused on the code level in software implementation, the concept had been extended to software architecture, documentation, requirements, and testing [7]. While the technical debt metaphor has further extended to include database design debt, which describes the immature database design decisions [8], the context of technical debt is still limited to the technological aspects.

Over the years, technical debt becomes increasingly important when organizations invest huge amounts of money in IT to stay competitive, effective, and efficient. However, it is vital to align IT and business in order to realize the full benefits and potentials of those IT investments [9]. From there, the concept of Enterprise Architecture (EA) has evolved as a method to facilitate the alignment of IT systems and business strategies within dynamic and complex organizations [10]. Consequently, the huge interest in EA resulted in vast scientific contributions that address a broad thematic spectrum [11], including EA frameworks, EA management, and EA tools. However, there is a lack of insight into the application of the debt concept to include not only the technological aspects addressed by technical debt, but also the business aspects. Adapting the concept of technical debt in the EA domain, hitherto we have proposed a new metaphor “Enterprise Architecture debt (EAD)” to provide a holistic view [12].

In the real world, debt is not necessarily a negative thing to incur, same goes to EA debt to be held in an enterprise. The danger of debt comes into place when there is no proper debt management approach to prioritize, which debt should be repaid as soon as possible. We predict that managing EA debt will be one of the critical success factors of EA implementation and, thus, there is tremendous need to allocate resource effectively to maintain the current level of profitability by properly managing EA debts that exist in an enterprise.

Numerous studies have been dealing with the approaches to prioritize technical debt in the domain of software engineering [3]–[5], [8], [13]–[16], and yet these studies do not address the business aspects as a whole EA. To fill the research gap, this study aims to extend the application of portfolio theory into the concept of EA debt. This will be achieved by focusing on the following research questions:

(RQ1) How can a given set of EA debt items be prioritized based on a portfolio approach?

The following list of research sub-questions are emerged from the main research question which is mentioned as above:
(RQ1.1) What attributes of EA debt should be contained in a portfolio-based prioritization model?

(RQ1.2) What are the process steps required to prioritize EA debt items based on a portfolio thinking?

This study proposes a portfolio-based approach to prioritize EA debt that exists in EA implementation by incorporating the portfolio thinking and utility theory into EA. This proposed approach contributes to the theoretical body of knowledge by providing a fundamental understanding on how EA debt items can be conceptualized and measured for decision-making. It is strongly believed that this approach can measure, manage, and prioritize debt on an enterprise-wide level, which can be valuable to EA stakeholders by avoiding massive interests on EA debt. In light of the novel introduction of the EA debt metaphor, it is foreseen that EA debt decision-making would be a worthwhile subject for future research in the EA field.

The rest of this paper is structured as follows: First, we introduce the facilitated key concepts of modern portfolio theory and utility theory. Second, we present in Section III how we apply the concepts of portfolio theory and utility theory (Section III-A), and depict a process, which guides the prioritization (Section III-B). Next, we demonstrate our approach on a fictitious case study in Section IV and present related work (Section V). Last, we conclude our work in Section VI.

II. KEY CONCEPTS

A. Modern Portfolio Theory

In the finance domain, Modern Portfolio Theory (MPT) was originally developed by Markowitz [17]. The goal of this theory is to develop an approach to determine an efficient portfolio with the maximum return at a given level of risk or the minimum risk at a given level of return. Based on this, decisions can be made of which types and amounts of financial assets in a portfolio should be invested or divested [17], [18]. The investments can be stocks, bonds, or other financial products that are characterized by a return at a certain level of risk. The development of MPT was based on the rule that investors should consider expected or anticipated return as a desirable thing, whereas variance of return as an undesirable thing. In MPT, a portfolio is a weighted combination of assets in which each asset’s return and variance of the return are used to measure the portfolio performance [17].

The fundamental concept behind MPT emphasizes the importance of evaluating the relationship between price changes in each asset and price changes in every other asset in the portfolio [19]. Each individual financial asset generates different level of return and risk and, thus, the introduction of MPT seeks to minimize the total variance of the investment portfolio’s return through the concept of diversification. The diversification allows investors to combine different assets whose returns are not perfectly positively correlated. By wisely deciding on the proportions of various financial assets, the advantage of diversification can be achieved through the portfolio return maximization for a given level of portfolio risk, or the portfolio risk minimization for a given level of portfolio return.

The expected return of a portfolio is expressed by the following equation [17]:

\[ E = \sum_{i=1}^{N} w_i \mu_i \]  \hspace{1cm} (1)

where \( E \) is the portfolio’s return, \( w_i \) is the weight of asset \( i \) in the portfolio, the sum of all weights \( w \) has to be 1, and \( \mu_i \) is the expected return of asset \( i \). On the other hand, the portfolio variance of return is calculated as follows [17]:

\[ V(E) = \sum_{i=1}^{N} w_i^2 \delta_i^2 + 2 \sum_{i<j}^{N} w_i w_j \rho_{ij} \]  \hspace{1cm} (2)

where \( V(E) \) is the portfolio’s return variance, \( \delta_i \) is the return variance of individual asset \( i \), and \( \rho_{ij} \) is the covariance between the assets \( i \) and \( j \). The portfolio’s standard deviation, \( \delta_P \) can then be computed as follows:

\[ \delta_P = \sqrt{V(E)} \]  \hspace{1cm} (3)

Often, MPT relies on historical variance of financial assets’ returns to measure the risk. Unfortunately, projects that involve non-financial assets commonly do not have well-defined historical variance for absolute objective measurement [19]. However, Omisore et al. [19] asserted that this does not eliminate the possibility of applying MPT to non-financial assets because the concept is transferable to a wide range of investments as long as the “risk” is expressed in terms of uncertainty about expectations and possible losses on forecasts. Therefore, in EA debt context, we express risk in term of “chance of interest growth”, which brings the risk of an increased amount of required effort to resolve an EA debt item in future phase as well as the negative impacts on the EA value.

B. Utility Function and Risk Aversion

In general, most investors require a greater return as compensation for taking a greater risk [19]. Nevertheless, investors differ in their level of risk tolerance, which means that they are risk averse to varying degrees and eventually leads to different utility functions [20]. The concept of utility function provides a way to select the optimal portfolio that yields the best trade-offs of return and risk, and gives the most satisfaction (utility) to the investors, taking their risk tolerance level into consideration [21]. This can be applied in the enterprise context where each profit-seeking enterprise differs in the amount of risk it is willing to accept at a given level of return.

To address the differences in enterprises’ risk tolerance level, our approach proposes to prioritize EA debt portfolio for repayment based on the portfolio theory along with the principle of expected utility maximization. The utility maximization principle states that a rational investor acts to choose an investment that maximizes the expected utility of wealth.
among a set of feasible investment alternatives [20]. The similar concept can be applied in the context of EA debt in which an enterprise should act to invest in paying off the EA debt portfolio that maximizes the expected utility of resources among a set of existing EA debt portfolios.

Since risk aversion is not an objectively measurable quantity that aims for absolute measure, there is no unique utility function, which comes into place. Carlsson et al. [21] reported that one of the commonly employed utility function is:

$$U(P) = R_P - 0.005 \times A \times \delta_P^2,$$

(4)

where $R_P$ is the expected return of a portfolio, $A$ is an index of the investor’s risk aversion coefficient (a higher index indicates a higher level of risk averseness), and $\delta_P^2$ is the variance of the portfolio’s expected rate of return, which is the square of standard deviation, $\delta_P$, a measure of portfolio risk. The risk aversion coefficient is meant to be positive for all risk-averse investors whereas a negative index indicates a risk-loving investor [18].

The factor of 0.005 in Equation (4) is a scaling convention and normalizing factor that allows us to express the $R_P$ and $\delta_P^2$ as a percentage value instead of decimals. Adhering the positive affine transformation property of a utility function, we are allowed to scale a utility function by translating it with the addition and/or subtraction of any constant [20]. To further scale down the size of variance for easy interpretation in our study, we reduce the factor of 0.005 in Equation (4) to 0.001.

In this work, we apply the altered Equation (4) to plot risk-indifference curves (also known as utility curves) which allows us to select the attainable and optimum debt portfolio by combining the curves with the risk-return trade-off plots. Having to say that the single point where one of the curves intersects the efficient frontier is the debt portfolio that provides the best combination of risk-return for the risk level that is acceptable for the organization.

III. APPLYING MODERN PORTFOLIO THEORY TO ENTERPRISE ARCHITECTURE DEBT

In the field of Information Systems (IS), it is common to apply theories that originate from a diverse set of disciplines such as psychology, sociology, economics, finance, and computer science for problem-solving at the intersection of people, information technology, and organizations [22]. Based on the definition of EA debt presented by Hacks et al. [12], this work suggests the application of portfolio thinking into EA debt context with the aim of expanding the visibility and understanding of the newly introduced metaphor.

Technically, EA is responsible for translating the organizations strategy into projects that result in the achievement of a target state of the enterprise [10]. The gap between the target (to-be) architecture and the current (as-is) architecture is to be filled by identifying and implementing projects, programs, or initiatives. However, the required resources to achieve the goal of a project, program, or initiative are limited in terms of budget, time and performance specifications [23].

With inadequate resources and other forms of constraints, there are situations where we need to compromise certain principles, goals etc. in the first EA life cycle phase. Any omission of business and IT aspects inevitably leads to an incomplete view of the EA concerned and may result in an EA debt. As described by TOGAF [24], the Architecture Development Cycle (ADM) is a method to develop an EA in a continuous and iterative manner. From there, we anticipate that the existing EA debt somehow needs to be repaid in the future EA life cycle phase and, thus, EA practitioners, IT representatives, and management are accountable to make decisions on which EA debt item needs to be repaid first in order to avoid higher future cost.

It is expected that the accumulation of EA debt in an EA project will significantly affect the quality of an EA such as its maintainability and agility in responding to the rapidly changing business environments. Oppositely, if the EA debt is managed effectively, it is expected to increase the EA value. In other words, EA debt is analogous to a financial asset that generates return at a certain amount of risk. We expect that EA debt prioritization helps to effectively pay off the EA debt and, in turn, the EA can be adapted towards the new business requirements.

In view of the similarity between financial investment and incurring EA debt, we realize a potential of mapping the concept of financial portfolio management to the EA debt context.

A. How to Measure EA debts

An organization, which intends to implement EA, consists of numerous EA projects for enterprise transformation, e.g. adding new business processes or retiring applications. This study reasons that EA debt items inevitably exist in each project. EA debt items could be the failure of removing outdated elements in diagrams, a missing implementation standard, undefined business role definitions, outdated technological structure, etc. EA debt prioritization is a decision-making process that involves determining, which EA debt portfolio is optimal to pay off in the current phase. By examining the EA debt items across business and IT layers, an enterprise can gain a better understanding of EA debt embedded along the process of EA implementation. Having EA debt properly assessed and being paid off in line with the long-term business mission and goals, we can ensure that the resources are utilized efficiently. In short, EA debt measurement urges a new way of thinking of technical debt as an integrated part of the organization’s business aspects.

In order to apply financial portfolio theory to EA debt, we need to quantify EA debt for measurement. Therefore, we derive a set of operational definitions in line with the financial definitions in portfolio theory that conform to the common assumptions of existing technical debt studies [5], [8]. Based on existing technical debt literature [5], [8], [14], [15], [25], each EA debt item has its associated principal estimate, interest estimate, and expected return. Despite the unit used for technical debt measurement in dollars, hours,
that can be saved by paying the debt at time $t$ at time
is not likely to grow or its growing rate is much lower than
$\delta$ cost, which can be expressed as interest standard deviation
but also the development phase. This uncertainty of interest
now not only bringing negative impacts to the planning phase,
IA
Each measurement attribute is summarized in Table I.
This study opts to use working hours as measurement unit.
EA entities embedded in EAM activities as well as interoper-
ability between architecture entities and architecture domains.
A reliable estimation of correlations could be done through
dependency analysis [5]. For simplicity, we consider that the
correlation coefficient would be either 1 (two debt items are
related to each other) or 0 (two debt items are unrelated to
each other). With the value of correlation coefficients, a
 covariance matrix can be created by computing:
\[ \rho_{ij} = \delta_d \delta_d \text{COR}_{ij}, \] (6)
where $\rho_{ij}$ is the co-variance between debt items $i$ and $j$.
With all the measurement attributes required in the MPT
model, the expected return, variance, and standard deviation of
an EA debt portfolio can be computed using the equations (7),
(9), and (10), respectively. The expected return of an EA debt
portfolio at time $t$ is the weighted sum of its EA debt items’
expected returns:
\[ R_p^t = \sum_{i=1}^{n} w_{di} R_{di}^t, \] (7)
with one constraint as presented in the following equation:
\[ \sum_{i=1}^{n} w_{di} = 1. \] (8)
On the other hand, the variance of the portfolio’s return, which indicates the probabilities that the set of EA debt items
will return different levels of benefits, is expressed as:
\[ \delta^2_p = \sum_{i=1}^{n} w_{di}^2 \delta_{di}^2 + 2 \sum_{i<j}^{n} w_{di} w_{dj} \rho_{ij} \] (9)
The EA debt portfolio’s standard deviation, $\delta_p$ can then be
computed as follows:
\[ \delta_p = \sqrt{\delta^2_p} \] (10)
As in practice, it is difficult to estimate and accurately model
the exact amount of consequences of an EA debt item. Initially,
when an EA debt item associated with each layer is identified,
the principal, interest amount, and interest growth rate is estimated subjectively according to the enterprise architects experience. These rough estimations can then be adjusted using historical data that was collected throughout the EA life cycle. The more accurate and detailed the data is, the more reliable the estimation. The following section demonstrates how the proposed approach can be applied to reason about prioritization decisions.

B. Application Process

To apply portfolio theory and utility function to prioritize EA debt items for debt repayment, we need to ensure that the considerations mentioned in Section III-A are taken into account in order to map the portfolio model to EA debt measurement. Following, we propose a series of steps to identify the optimal EA debt portfolio based on portfolio model (cf. Figure 1). On top of that, with the application of utility function, enterprise architects can reason and justify about EA debt repayment decisions based on the enterprises risk tolerance level. The basic steps of our proposed prioritization approach are stated as follows:

1) Identify a project involved in EA implementation to achieve the target (to-be) architecture and let $P$ be its EA debt portfolio.
2) Identify the associated EA debt items, $d_i$ | $\forall i \in \{1, 2, ..., n\}$. This step is important, as not only debt items in the IT domain, but also in the business domain are identified.
3) For each EA debt item, $d_i$, estimate the principal ($X_{d_i}$), interest amount ($IA_{d_i}$), interest growth rate/interest standard deviation ($\delta_{d_i}$), weights ($w_{d_i}$) and the correlations with other debt items ($COR_{d_i}$).
4) For each EA debt item, $d_i$, determine the values of portfolio model, which are the expected return ($R_{d_i}$) and the covariance matrix ($\rho_{ij}$) using Equation (5) and Equation (6), respectively.
5) Run the portfolio model on the available data to determine the expected return ($R_P$), variance ($\delta_P^2$) and standard deviation ($\delta_P$) of the EA debt portfolio.
6) Repeat steps 1-5 for all EA projects.
7) Identify the efficient EA debt portfolios. The efficient debt portfolios are the ones that lie on the efficient frontier and give the best return-risk trade-off if the debt is repaid at the current EA phase.
8) Determine the enterprise’s risk aversion coefficient. For simplicity, this study ranges risk aversion coefficients from 1.0 to 5.0, with the lower number representing higher tolerance to risk.
9) Apply the utility function (Equation (4)) to calculate the risk-indifference curves.
10) Identify and prioritize the optimum portfolio where the utility curve intersects at the efficient frontier.

IV. Case Study

For proof-of-concept purpose, we applied a synthetic case study and artificial data was generated accordingly based on the proposed steps described in Section III-B. Coarse-grained estimates of EA debt items’ properties have been made and we acknowledge that it is sufficient for measuring the EA debt items for preliminary prioritization decision-making. Estimates that are more detailed can be made when more real-world information is available upon which to base the estimates.

We considered that a Company ABC can choose from five projects to support the enterprise transition from a current EA to a target EA in order to improve business-IT alignment. Along the EA implementation life cycle, various types of EA debt items incurred in each EA project.

To provide a better understanding of our proposed approach, the following data demonstrates the application of portfolio theory and utility function in the context of EA debt prioritization to show how an optimal EA debt portfolio can be identified and prioritized for decision-making.

**Step 1:** Identify an EA project: Project A (also known as EA debt portfolio A).

**Step 2:** Identify the associated EA debt items across the four architectural layers. See Table II.

**Step 3:** Estimate the principal, interest amount and interest growth rate of each EA debt item. See Table III.

**Step 4:** Compute the expected return and covariance matrix for each EA debt item. See Table IV.

**Step 5:** Run the portfolio model to compute the expected return, variance, and standard deviation of the EA debt portfolio. See Table V first row.
**TABLE II**

<table>
<thead>
<tr>
<th>ID</th>
<th>EAD domain</th>
<th>EAD description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Business Architecture</td>
<td>Fail to remove the outdated elements in a use case diagram</td>
</tr>
<tr>
<td>A2</td>
<td>Application Architecture</td>
<td>Fail to document interface descriptions</td>
</tr>
<tr>
<td>A3</td>
<td>Data Architecture</td>
<td>Lack of data model for an application</td>
</tr>
<tr>
<td>A4</td>
<td>Technology Architecture</td>
<td>Missing implementation standard</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>ID</th>
<th>Principal</th>
<th>Interest amount</th>
<th>Interest growth rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>20 min</td>
<td>16 min</td>
<td>80 %</td>
</tr>
<tr>
<td>A2</td>
<td>16 min</td>
<td>11 min</td>
<td>70 %</td>
</tr>
<tr>
<td>A3</td>
<td>23 min</td>
<td>14 min</td>
<td>60 %</td>
</tr>
<tr>
<td>A4</td>
<td>8 min</td>
<td>4 min</td>
<td>50 %</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>ID</th>
<th>Weight</th>
<th>Expected return</th>
<th>Standard deviation</th>
<th>Covariance matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.25</td>
<td>16 min</td>
<td>0.8</td>
<td>0.64</td>
</tr>
<tr>
<td>A2</td>
<td>0.25</td>
<td>11 min</td>
<td>0.7</td>
<td>0.56</td>
</tr>
<tr>
<td>A3</td>
<td>0.25</td>
<td>14 min</td>
<td>0.6</td>
<td>0.48</td>
</tr>
<tr>
<td>A4</td>
<td>0.25</td>
<td>4 min</td>
<td>0.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

**TABLE V**

<table>
<thead>
<tr>
<th>Project</th>
<th>Portfolio risk</th>
<th>Portfolio expected return</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.65</td>
<td>9.5</td>
</tr>
<tr>
<td>B</td>
<td>0.467</td>
<td>9.333</td>
</tr>
<tr>
<td>C</td>
<td>0.4</td>
<td>12.75</td>
</tr>
<tr>
<td>D</td>
<td>0.567</td>
<td>15.67</td>
</tr>
<tr>
<td>E</td>
<td>0.2</td>
<td>8.333</td>
</tr>
</tbody>
</table>

**V. Related Work**

Despite the vast attention have been paid to technical debt, to our best knowledge, there is no existing approach to prioritize EA debt items as this metaphor is recently proposed by us [12]. Therefore, existing prioritization approaches have been studied in the context of technical debt.

Technical debt management (TDM) is composed of a sequence set of activities to prevent technical debt from being incurred or manage existing technical debt to maintain it under a desirable level [6]. TDM activities include TD identification, TD measurement, TD prioritization, TD prevention, TD monitoring, TD repayment, TD documentation, and TD communication [6]. Technical debt prioritization is considered as one of the TDM activities in which the identified technical debt items are ranked based on predefined rules to decide either immediate repayment or deferred repayment on the debt items [6]. Existing studies have discussed four decision approaches to deal with technical debt prioritization for complex decision-making: Cost-benefit analysis [3], Remediation cost analysis [16], Real Options [13] and Portfolio theory [4, 5]. Meanwhile, the systematic literature review on the financial aspect of managing technical debt conducted by Ampatzoglou et al. [25] concluded that the three most popular financial approaches are cost/benefit analysis, real-options analysis, and portfolio management.

**Simple cost-benefit analysis:** A simple cost-benefit approach was proposed to prioritize technical debt in terms of which classes should be re-factored first [3]. Each technical debt item consists of the estimations of three metrics: principal, interest probability, and interest amount. This approach prioritize code level debts based on the impact of the God classes on the software maintainability and correctness.

**Remediation cost analysis:** Moreover, the SQALE (Software Quality Assessment Based on Life-cycle Expectations) method with Sonar tool was proposed to analyze technical debt that associated with an application source code [16]. The authors proposed the synthesis of SQALE Quality and SQALE
Analysis model to measure technical debt in terms of the distance between the code's current quality state and its target state to indicate the quality of an application. On top of that, remediation index was used to represent the remediation cost of corrective actions required to resolve the non-compliance associated with each component of the applications software code.

**Real-options approach:** Another existing approach is incorporating real options thinking into the valuation of technical debt. Technically, the concept of a real option is about a right to make a future decision without any obligation depending on the way uncertainty is resolved. In other words, purchasing the real option is analogous to investing in paying off technical debt that facilitates future software changes. The real options theory was applied to effectively deal with unpredictable changes in system requirement engineering, time period, and development cost [13]. The proposed approach considers the risk associated with technical debt decisions to manage the value of an organization’s strategic flexibility.

**Portfolio theory:** Furthermore, a portfolio approach was proposed to assist in decision-making in which technical debt items should be repaid and which one should be held for technical debt management [4], [5]. The measurement units embedded in portfolio model, such as expected return, return variance, and return standard deviation are mapped to the context of technical debt management. Each technical debt item was viewed as an asset and the application of portfolio mathematical formulation into a portfolio of debt items helps software developers to decide which technical debt items should be repaid first in order to minimize the future maintenance cost. Also, the portfolio theory was integrated into goal-obstacle method to specifically deal with requirements compliance debt [15].

Our approach differs from those works in two aspects. First, we broaden the scope of technical debt to the entire organization and propose a mapping of EA debt properties to portfolio theory properties. Second, the existing literature on applying portfolio theory to technical debt lacks an explicit description of its application, while we do.

**Benchmarking and portfolio matrix:** Instead of prioritizing technical debt in general, Plösch et al. [14] focus particularly on design debt, which is incurred due to the violations and non-conformance of design principles on source code level. The authors developed a tool called MUSE in which a portfolio matrix is used to prioritize the identified violations and to communicate design debt. In the proposed approach, a benchmarking-oriented measurement is applied to derive a quality index and categorize each design best practice into Q0- to Q5-area based on the number of identified design best practice violations.

Based on the analysis of existing literature, it is found that the limitation of the aforementioned approaches is that the relative importance of business impacts or operations are not taken into account. Therefore, the concept of linking EA debt to enterprise architecture and applying portfolio thinking is novel. While Stochel et al. [26] suggested to regard each distinct type of technical debt such as process debt as a debt portfolio, we suggest to map each EA project as a debt
portfolio.

VI. CONCLUSION

Implementing EA is essential to enhance the business-IT alignment in a holistic manner. However, academia, software developers, and organizations have been focusing on technical debt, which deals with the quality issues on code, application, and system level. Considering the importance of EA in creating value to organizations, this work has explored a method to identify the optimal set of EA debt items, which should be repaid next. Therefore, we have elaborated on the necessary attributes of EA debts (RQ1.1) and on the necessary process steps (RQ1.2). To tackle (RQ1.1), we have defined a mapping from the EA debt domain to the used terminology in portfolio optimization (see table I). This mapping is used as input for the process (see figure 1) to prioritize the EA debts that answers (RQ1.2).

One of the limitations is that the portfolio-based EA debt model is developed based upon a high-level approach. This means any details, such as EA debt estimation tools and methods, are outside of the research scope. Therefore, estimation guidelines should be developed based on the professional experienced EA practitioners to provide the reference for estimating the debt principal and interest value of each assessed EA debt item.

In the meantime, coarse-grained estimations of EA debt measurement units have been made and we acknowledge that it is sufficient for prioritizing the EA debt items for preliminary decision-making. In real-world practice, EA practitioners are encouraged to substitute estimations based on historical measurements of extra costs required in EA debt repayment. More detailed planning can be made when more historical information is available upon which to facilitate the estimations.

Future research within this domain is two-fold. First, it is necessary to provide catalogs of EA debt items to enable practitioners to identify them in their EA. Those catalogs need to be validated and expanded. Further, effort should be invested to develop methods, which enable the practitioners to assess the measurement attributes that are needed to compute the optimal portfolio. Second, further means to prioritize technical debts need to be transferred to the domain of EA debts. Then, the different means need to be compared concerning their efficiency to determine the most efficient one.
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