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1 Introduction

Most humans perceivetheir environment primarily visually. Therefore, it is not
surprising that a significant part of science and engineering is concerned with the
development and application of visualization technigug#k Humaneyes provide a
spatialresolution of alout one arc second, which corresponds to about 0.03 mm at a
distance of 10 cnfminimum visual rangeand serve to visualizéhe surroundings. In
order to be able to resolve more details than possible with the human eye, technical
aids such amagnifying glasses and microscopes neededSince magnifying glasses
reach their limits in practical use for magnifying very small objetite first light
microscopes were developed in the 17th century by arranging lecleserly[2¢5].

With help of the first light microscops it was possible to discovetells the
fundamental structure of abiological unit that underlies all known organisi@.
Today's light microscopes are further developmentdhafse devices. In addition to
better optics, they use moda light sources (LEDs and lasgsteadof sunlight) and
digital detectors €.g.camera chips)7].

The fieldof modern lightmicroscopy especiallyfluorescence microscopyffers the
possibility to investigate biological structures and processes on different length scales
andwith differentcomplexitieq1]. The techniques presented in the course of this thesis
are intendedto complement the tools and methodssed in biological and biomedical
research With the supeiresolution andmesoscopiémaging systemdevelopedin this
thesis images of subcellular dynami@& and the anatomical structure of human liver
have already been successfully obtaiféd

Typically, light microscopy, including tfeorescence microscopyhich ispresented in

this thesis, is employed with light in the visible to né#rared spectrum(400 nm to

800 nm).Due to its wave nature and the related diffraction effects, there is a
fundamental resolution limit for opticalmaging systems such as microscopks.
general, this depends on the wavelength of the light, the aperture angle of objective
lens, and the refractive index of the medium between the objective lens and the sample.
This limitwas first formulated by Ernst Ak in 1873 and is known as the Abbe lifa@].
Microscopes optimized for high resolution typically achieve resoluttabout 200 nm

in the lateral direction[11]. The Abbelimit is of physical ogin and thereforeeven
applies tothe technical and opticdlighest qualityensbasedmicroscopes

Due to continuous development, various methods for contrast generatiiu@ding:
bright/dark field, phase contrast, polarization, fluorescence) are dvailan light
microscopesnowadays[12]. Fluorescence microscopy is used to generate specific
contrastsfor biomoleculesSamples can be stained with fluorescent molecules called



fluorophores, which are functionalized to bind specifically to the biomolecules of
interest. Noncovalent binding canebachieved by specific chemical structures of
fluorophores or by using specific antibodigsnother possibility i.e., labeling with
fluorescent proteinsis typicallyaccomplishedyenetically. A fusion of gene sequences
coding for the desired target cowaltly bindto a fluorescent proteinis introduced into

the target cell or organism@®obel Prize in ChemistB008[13]). In oppositionto other
contrast mechanisms, this enables the targeted observati@petific structures and is
therefore superior for answeringiomedicalquestions. For this reason, fluorescence
microscopy has becon@estandard technique usedlmomedicakesearchBoth, in vitro

and in vivo, fluorescence microscopy is used to andw@nedicalquestions[14]. The
structures imaged range from pieces of tissue to individual cells and viflsek3].
Typically, standard widBeld or confocal (laser scanning) fluorescence microscopes are
used toimagebiomedicalsampleq19].

In addition to(fluorescencelight microscopy, electron microscoggM) focused ion

beam microscopy(FIB)and atomic force microscopfAFM) have also established
themselves as imagingethods[12,20¢22]. While they provide structural information

at very high spatial resolution, they lack the specificity offered by fluorescent labelling.
For this reason, EM, FIB and AFM are often combined with fluorescence microscopy to
form the field of correlativemicroscopy In this way, specificity and very high resolution
can be combined in a roundabout wi8¢25].

Superresolution microscopy

Unfortunately, the length scale ahanybiological processes and subcellular structures
is well below the Abbe limi{26,27] The Abbe limit, however, makdsimpossible to
obtain information below this fundamental physical resolution liroit only using
optical imagingNeverthelessthere is a set of methods that can resolve structures
below the Abbe limit without violating. These methods are based ortheir shifting
spatial sample information into the time domain and/or introducing -grewn
information about the sample or illumination. These methods are collectively referred
to as supeitresolution microscopy (avpticalnanoscopy) and represent a widanging
interdisciplinary field of researcj28]. For thesuccessfutievelopmentof the broadly
applicablemethods to overcome the Abbe limit, the Nobel Zriin Chemistry was
awarded in 2014 "for the development of supersolved fluorescence microscopy"
[29]. The methods STED (stimulated emission depletigf®0] and SMLM (single
molecule localization microscopy31,32] consideredby the Nobel Prize are today,
along with SIM (structum illumination microscopy}33,34] among the three best
known representatons of superresolution microscopy[28,35%37]. Each of these
methods uses a different concept to overcome the Abbe limit.



STED belongs to the superordinate concept RESQ&¥arsible saturable optica
fluorescencetransitiong, which use deterministic switbable fluorophores[38].
Specificallyfor STEDthe focus of the excitation laser scanning over the sample is
enclosed by a second donshapeddepletion laser that suppresses the fluorescence,
reducing the effective excitation volume for thuorescence to about 50 nm in
diameterin typicalbiological applicationf28,39,40] The superordinate concef@MLM
uses the concept of stochastically switchafidnking)fluorophores[41]. To be more
precisely the intensity dstribution (point spread function) of individual blinking
fluorescence molecules (point emitters) is fitted using appropriatetions[32]. From
these fits, the position of the fluorescent molecules can be deteechwith a resolution
down to tens of nanometer§32,42] The field of SMLM includes, among others, the
established methods PALM (pheaativatable localization microscopj33], STORM
(stochastic optical reconstruction microscopy] and dSTORM (direct stochasti
optical reconstruction microscopy#5,46] STED and SMLM have in common that
usableadditional information about the sample, more precisely about shdtchable
fluorescent response of the sample, is known and can ultimately be convitiec
gain in resolution.

SIM uses the concept of structured and varying illuminatibaminating the sample
with spatially structured lightpatterns shifts high frequency information (small
structures) in frequency space (Fourimain) to lower freqiencies (larger structures).
This allows informatiorthat would actuallybe below the Abbe limit to beollectedby
the microscope[33,34] The most common implementation of SIM, introduced by
Gustagson and Heintzmanifi33,47] uses sinusoidal intensity distributions atieir
harmonics. In this cas® or 15 raw images with different phases and angles of the
sinusoidal pattern are needed wirectly extract the high frequency information and
shift them back to their originally high frequency position in frequencydomain
[33,34,48] The images reconstructed in this way achieve resolstifrmbout 100 nm
[28].

The three conceptsrespectivelytheir methods RESOLFTSMLM and SIMjust
presentedform a kind of foundation for supeesolution meroscopyln addition, there

is a great varietyof other methods(GSD MINFLUX, SOHipnlinear{ L a JthatXalso
enable supefrresolution. In general, these are derived from one or more of the
fundamental methods or the concepts behind th¢49¢59].

Regardless of the concept and the specific method, more time is required to acquire a
superresolution image compared to conventional microscopy methé&tther because

the sample has to be scanngubintwise (STED) obecause several raw image
acquisitions are needed to reconstruct one supesolved imaggSMLM and SIM).



Thus, the additional spatial resolution is ultimately achieved at the expense pbiain
resolution.

Depending on the application, the choice of the right sumesolution technique is
essential.There oftenis a tradeoff between temporal and spatial resolutipwhile
SMLM and STED allgarticularly highresolutions, they are not or dy conditionally
suitable for the investigation of living cell§0]. The main reason for thiss the
comparatively slow acquisition speed and the need for relatively high excitation
intensities, which often result in cell death or fluorophore bleachiB@61] SIM dos

not achieve theparticularly high resolutions of SMLM and STED, but it allows the
acquisition of severaluperresolution images per second. Depending on the system, it
is possible to achieve up to 8iperresolvedframes per seconavith SIM[8,62¢64].

For this reason, SIM is the supessolution technique, which is particularly suitable for
the study of living cellg0,65]

Mesoscopic optical projection tomography

In additon to the drive of superresolution microscopy for higher resolutions in
biological applications, there imarea of researcimoving in a different directioriThe

field of microscopic imagingnables the observation of biological structures and
processes on comparatively small length scales and sample sizes. The corresponding
counterpart for large biological organisms, such as the human body, is macroscopic
imaging. Its best known representais, Xray computed tomography (C[§6,67]and
magnetic resonance imaging (MRg], aremostlyassociated withmedical diagnostics

and researcheqg69¢72]. The area between microscopic and macroscopic imaging is
called mesoscopy or mesoscopic imaging. As with macroscopic procedures, mesoscopy
is concerned with obtaining thredimensional viumetric images.This provides an
advantage to the mostly sectidmased approaches of microscopy because rarer events

or anomalies are more likely to be observed due to the much larger volume vidwed.
addition, threedimensional tracing of anatomical atitures e.g. ofblood vesselsis
possible.

Optical projection tomography (OPT) is a technigue that allows mesoscopic imaging of
centimetersized samplessuch as (human) tissues, rodent organs, and rodent embryos
[9,73¢76]. It is the optical equivalent of computed tomograpf§6]. The images
acquired by an OPT setup, are projections of the sample from different viewing angles.
These are then reconstructed into virtual cresections through the samplevhichis
known as filtered backrojection. In this way, complete thregimensional images of
samplesare obtained withouthe need of being cut uespite the comparatively large
samples, optical projection tomography can achieve resolutions of tens of micrometers
down to7 um|[77]. To ensure the required transparency of the samples, they are usually
clarified by using orgnic solvents[73,78] Depending on the application, either
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absorption or flusescence can be used as contrast mechanisms, providing the
invaluable benefit of specificity in optical projection tomography as well.

Main contributionsto optical nanoscopy andnesoscopy of this thesis

The research presented here pertains to the implementation of microscope systems,
more specifically, to the still growing field of developing bespoke microscope systems
and the efforts irdemocratizingluorescence microscody9¢84]. Although many high

end optical imaging systesr(microscopes) are commercially available today (from-well
known optic manufacturers such as Zeiss, Olympus, LamchNikon), custosmade
systems are often needed to answer individual biomedical questions and to meet
specific requirements. In additionthe high purchase and operating costs for
commercial devices are a hurdle for individual research groups or small facilities, which
require costeffective alternatives[80¢83]. All costefficient custommade optical
systems developed within the scope of this thesis are described holistically and in detail.
Likewise, the software developed for simulations, imaging, or-postessing is open
source and freely available on GitHub. This should enable other scientists to easily
reproduce the presented systems and/or to further evolve them for their specific
application.

In the beginning of this thesis, the relevant theoretical kgwund of light and
fluorescence microscopy is introduced (sectihfl). Among other things, the imaging
process of optical systems, resolution limits and fluoreseewill be discussed.
Subsequently, the concepts of supesolution microscopy will be presentebly
introducing three prominently used supegsolution techniquesnamedSTED, SMLM
and SIM (sectio2.2). However, the focus is primarily on SId4, itis the particularly
relevant technique for this thesis. The theoretical basics are concluded with an
introduction to mesoscopic imaging via OPT (secfd). Both, the peculiarities of
acquiring projections (raw data) and the reconstruction by means of filtered back
projection are explainedn that note

In section 3 the implementation and further development of a SIM microscope is
described. The special feature of this microscope is the generation of illumination
patterns by adigital micromirror device (DMDJhese are of great interest due to their
smallstructure-size, lowcosts and extremely high speed. DMDs belong to the generic
term of spatial light modulators (SLMs), which act as robust and fast electronically
controllale diffraction gratings in SIM microscod&5]. Commonly, ferroelectric liquid
crystal onsilicon(FLCoS) are used as SLMs to realize fast cusiate SLMbased SIM
microscoped62,63,8€;89]. DMDs, in contrast to FLCoSs, exhibit theated blazed
grating effect (BGE) due to their jagged surface strucf@@91] It is responsible for
asymmetric intensity distributiom the diffraction pattern and therefore ultimately for
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poor modulation depths of the structured illumination in the sample. The BGE becomes
particularlyproblematicwhen it comes tanore than one color channel

Within the scope of this thesis, a matheratphysical model for the theoretical
investigation of the BGE wasvolved and transferred into a framework for the
simulation of DMDs with coherent ligf®2]. The simulation results could be verified
and confirmed by measurements in thabbratory. Based on these, a fast (60 super
resolved fps), compact and cesfficient DMDSIM microscope with one color channel
could be built, and put into operation [8]. Due to furtherdevelopmentsof the
simulations and the evaluation of their results, the DI8IM microscope could be
successfully extended to two colors time next step. If necessary, this can even be
extended b three colorsn the future The functionalityquality,and the achieved super
resolution below the Abbe limit of the DMBIM microscope, both witbne and two
color channels, was successfully demonstrated by various measurements on artificial
referencesamples and biological samples (cells). For the operation of the-SIMD
microscope the opesource software fairSINIGOR was further developed and
applied[63,93]

In section4, imaging of mesoscopic samples (ratlergans and human tissues) with
optical projection tomography (OPT) is presented. Since OPT systems are not
commercially available, a fluorescence OPT setup was built and put into operation. It is
based on a setup originally developed by David Ng{iyéhand differs primarily in the
choice ofanother highresolution 20 megapixel camera. The system can measure
samples up to 17.5 mm in diameter. Depending on the sample size, the acquired
projections and reconstructed cross sections can reach resolutions down to 10 um. Also,
for the fluorescence OPT setup, the functionality and quality were proven by
measurements of artificial reference samples and biological samples (mouse organs).
The fist biomedical relevant data was acquired from human liver tisatnich allows

the three-dimensional tracing of blood vessels and bile dutktesecould be compared

with light sheet data from the same samffj. Beyond this thesis and the work of the
author, the fluorescence OPT setup is in constant development and application. For
example, the setup has been extended to include mesoscopic light sheet illumination
and has ben used to investigate human nasal polyps and mouse embryos.

Sections3 and4 represent the scientific work related to this thesis and are built
around five publication§3 as firstauthor[8,64,92] 2 ascontributions[9,63]) in which
the author of this thesis was significantly involved (see Se@&jon
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2 Theoretical background

The general idea of light microscopy is the study of small (biological) structures. Photons
from the visible or neamnfrared range of the electromagnetic spectrumnse as
carriers of the information of the object being observed. The unavoidable diffraction
effects are essential for understanding the achievable resolution (Abbe limit) and the
image formation using optical systems such as microscopes.

In order to undestand the concepts and methods used later in this thesis, it is first
necessary to go into the theoretical background of microsc8pgrting with the basics

of light and fluorescence microscopy, it goes on to supeplution methods with a
special focudn structured illuminatiormicroscopyand ends with an introduction to
optical projection tomography.

2.1 Basics of light and fluorescence micapy

A fundamental understanding of the optical imaging process in microscopes is
important before delving into te concepts of advanced microscopy techniques. The
introduction to conventional light and fluorescence microscopy with fundamental
considerations of resolution limits and image formation prepares for the understanding
of optical projectiontomography and suer-resolution methods, especiallructured
illuminationmicroscopy.

2.1.1 Conventional light microscopy

The aim of microscopes is to observe objects with a certain magnification. Simple lenses
already offeran easyway to do this. If you place an object with the object sRat a
distance'Q(object distance) from a lens with a focal lengha real image of the object

with the image sizé is formed at the image distance (seeFigurel) The magnification
results from the ratio 06 to "Oand of wto "Q

6 W

* o

@
From geometrical optics, the application of the ray theorem results in the lens equation,
which describes the relationship betweén"Qand™Q
p PP

® Q0 @)
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Object
(Sample)

Real
image Lens

Figurel: Image formation by aingle convex lens

'[he lens with focal lengt mtimages the objectOon the right at distancéQonto the left side at distance
was real image®.

Modern microscopes are usually built with-ealled infinity optic{seeFigure2). The

first lens (objectivdens is positioned atts focal distance from the object aample

This means that the image distance b is infinite. With the b&lpe second lens (tube
lens), the image can be focused from infinity onto a camera chip. Instead of a camera
chip, a third lens (eyepiece) can also be used to view the sample with th®kjeetive
lenses, tube lenses and eyepieces usually do not sbaia single lens, but of a lens
system of several lenses. This serves to correct aberrations (imaging errors). In the
context of thissection however, it is sufficient to considéneseas a single thin lens.

The ratio of the focal lengths of the objae and tube lenses determine the
magnification:

0 5 (3)
fep fub f°bJ
Real image
N\ _ o Realimage L _____ e
W Object
_— — Sample
- ‘\;//// — ( ple)
Eye D ol Parallel region
Eyepiece Objective
Camera chip Tube lens

Figure2: Infinity optics

The light emanating from the object/sample in the focal plane is collected by the objective lens and
transmitted as a parallel beam at the angle The tube lens collects the parallel beams again and focuses
themin its focal plane. A camera chip can bsed toacquirethe image created at this point. Optionally,
instead of the camera chip, an eyepiece can be placed behind the focal plane of the tubdttciuxait
length to allow the image to be viewéy eye.
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Intermsof ray optics, each point in threbject and image plane can be assigned a parallel
ray bundle between the objective and the tube lens. The angle of incidence or angle of
emergence of the rays is related to the position in the object and image plane.

2.1.2 Resolutionand its limits

If a pointlike light source (e.g. a fluorescence molecule of a few nanometers in size) is
transmitted through an optical system, its image is hot point, but an extended structure.
Thisis due to the wave nature of light and the associated diffraction effects, which
smear the light distribution of each point source into an Airy disk. This intensity
distribution is called the point spread function (PSF,Sgere3).

a f, f, b f,

f
_al

Objective
lens
Aperture Tube lens
104 A —— Point spread
f \ function

0.8 [\
z [
2
9 06 /
£ | \
el | \
2 [ \
N | \
© 0.4 | \
; |
z 5/ \

0.2 / \

/ \
/,/ \ 0.61
ol N
1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
NNA

Figure3:Point spread function

(a) Schematic representation of a simple infinity optics microscope with a circular aperture diaphragm in
the back focaplane of the objective lens.is the maximum opening angle of the objectisaorresponds

to the radius of the aperture diaphragmsandi indicate the observation angle and observation radb}.
yz-crosssection through thecenter of a PSH94]. (c) xy-crosssection through thecenter of a PSF. (d)
Intensity distribution of lateral radial crosssection through theenterof a PSH-or better visibity of the
sidemaxima of the PSF, (b) and (c) are shown with a gamma correction of 0.5.
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To derive the PSiFom the wave propagation of lightve consider a point light source
which is located on the optical axis in the front focal plane dflaalizedobjectivelens
(fulfilling Abbe's sine conditiof®5]). The spherical waves with wavelengtemitted by

the point light source are collimated by the objectleas The maximum (hal®pening
angle! under which an objective lens can collect light is closely related to the size of
the aperture of the objective lens in the back focal plane. Often the size of the aperture
is limited by the diameter or the mount of the objective lefifie collimate planar
wavefronts of the light collected by thabjectivelens are diffracted at the aperture. The
resulting intensity distribution can be calculated in the far field (Fraunhofer
approximation) via the absolute square of the Fourier transformatibmhe circular
aperture diaphragm with radiu®as a function of the viewing angle[96]:

0°Ye 0°vYOot¢——— wih J'YO — ®)

0 is the first order Bessel function of the first kind. The highest intensity"O is
observed in the centet (). If the angledependent diffraction image is imaged with
the aid of a lens (tube lens), the observation angiesn be transferredo distances

in the image plair(e.g. on acamera chip). With sufficient distance between the back
focal plane of the objective and the tube lens, the sraaljle approximationi ( "Q&-

0 W& 17Fw) is fulfilled. For the intensity distributioim the image plande.g.on a
camera chipit follows:

: 0
0

0°YO 0°YOft cc—‘*’ (6)

N

W

If both, the point light source and the camera chip, are within the focal distance of the
objective and the tube lens, the twdimensional description of the PSF in theplane

is sufficient. If the point light source is above or below the focal plartkeofens, the
third spatial dimensiond) must also be taken into account. There are several models
for approximating optical systems that can be used to calculate tbheensional PSFs
[94].

For thecharacterizatiorof objectivelensesand optical systems, not the previously used
(half) aperture anglg is usually used, but the numerical apertuired. This additionally
considerghe refractive index of the immersionmedium between the objective and

the sample (air, water, immersion oil), whereby the effective opening angle of the
objective can be increaseth case there are different media with relevant thickness
(more than afew nanometers) between objective lens and sample (e.g. air and glass),
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the lowest refractive index applieshe NA decisively determines the width of the point
spread function and thus also the resolution of optical systems and microscopes.

066 ttoEl @)
The answer to the question at what distance two incoherent point light sources can be
distinguished from each other has become established as one of the common methods
for determining the resolution of an optical systenowtver, since this distance is not
clearly defined, two frequently mentioned criteria have become popular. The Sparrow
criterion (Figureda) describes thalistance from which a minimum is formed in the
center of the superimposed intensity profile of the imaged point light soui@gés The

Rayleigh criterionKigure4c) is defird by the distance at which the maximum of the
PSF of one imaged point light source is located in the minimum of the [&8kr

Q —_— Q e 8)

Sparrow limit Abbe limit Rayleigh limit

124 Sparrow limit (0.47 A/NA) 124 Abbe limit (0.5 A/NA) 12 Rayleigh limit (0.61 A/NA)
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Figured: Resolution limits in comparison

Top: Two-point light sources image by an optical system at a distanc® of (), Q (b) and

Q (c) are shown with a gamma correction of 0.5. Bottom: The intensity distribution of the cross
sections through theenterof the correspoding images. The red and black graphs each represent a single
PSF, while the blue graph indicates the superposition of the two PSFs. The dotted vertical lines in (c) indicate
that the main maximum of each PSF lies in the first minimum of the other.
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ErnstKarl Abbe chose a different approach to determine the resolution of optical
systems. If one tries to observe a coherently exposed grating structure through an
optical system, it can only be imaged if at least the zeroth and one of the two first orders
of diffraction can be collected by the optical syst§tf].

¢ ¢ 1 ¢ S I ©)

As shown inFigure5, we consider an optical grating with grating const&ntThis is
exposed to coherent light of wavelengttalong the optical axis (angle of incidence
m). For the angle of emergente of the m" diffraction order applie$99]:
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Figure5: Coherent Abbe limit

Coherent light of wavelengthfalls parallel to the optical axis on a grating located in the focal plane of the
objective lens. The diffraction orders collected by the objective lens are parallelised. In ¢hsey(ajing
constantisQ Q , so thatonly the zeroth order is transmitted, resulting in no image on the screen.
In case (b)the grating constant iSQ Q the zeroth and the two first diffraction orders are
transmitted, with the result that the grating is imaged on the screea simusoidal structure.
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Fora pand’ T1eq.(10)follows:

FTOET  iioEl 06 a1

The limiting caske 1 eg. (11) leads to the coherent Abbe limit:
Q = 12
0o
As shown inFigure6, if the optical grating is exposed at an anglethe angle of
incidence is always equal to the angle of emergence for the zeroth order of diffraction.

f [ (13

In order for the zeroth diffraction order to be acquired by the optical system, the
exposure anglg must not exceed half the aperture angle of the lens.

$ s T 14
a Fobg Fob b fuun —_—
Bi=0
B o | —
|
- — L —
) - ? —
™ ) T -
B ist e P
| / —
-\ . . —
- .
d2dse,, —_—
Objective
jens —
Back focal
Tube lens
plane —
b fobs foby b foub —
—
B1<PBoy —
Bo<Bon —
= —
A =~ o — —
) - — —
Y= T —
= T —
= _ L —
- H i —
d2dgobe = —
Objective —
lens —
Back focal Tube lens —
plane —

Figure6: Coherent Abbe limit with angle of incidence

Coherent light of wavelengthfalls at the maximum opening angle of the objective | on a grating
whichis inthe focal plane. In case (a) the grating constar®is ‘Q , so that the zeroth, one first and
one second diffraction order are transmitted. In case (b), the grating constant is exen@larfy , so
that the zeroth and one of the firgliffraction orders are transmitted. In both cases, the grating is imaged
as a sinusoidal structure.
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The following relation results from elL0) for the first diffracion order:

fT 0BT OBET :tt OBl OE K (19)

The limiting case | andr leads to what is generally known as Abbe limit
(Figure4b) [10]:

- (16)

c¢O O
This limit applies not only to coherent exposure but also to incoherent expoAs
shown inFigure7, one way to model incoherent light is to have coherent light coming
from all directions. The relationships shown above apply to each of these directions.
Based on eql15), each angle of incidenge produces an image with the resolution:

———— 1
¢t OE OFEI (17
Summing up all these images, we get the image that is imaged by the optical system
with incoherent light. We assume that the numerical aperture (effective opening angle)

of our exposure) 0 is at least equal to that of the lens.
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Figure7: IncoherentAbbelimit
Incoherent light is modelled as coherent light of wavelengftom all directions 1 [T )and

exposes a grating located in the focal plane. The grating constédht i£2 . All angles of incidence for
which the zeroth and one of the first diffraction orders is transmitted contribute to the contrast of the image
as a sinusoidal pattern.

20



In this case, all angles of incidente r i contribute to the image and thus
also to the resolutionFrom eq(17), this leads to:

Q I ETQ ———————
et OEI O Erl

(19)

00 00O cO ©

For decreasing structursizes, however, the achievable contrast decreases more and
more until it finally falls to zero faR [65]. Figure8 serves as a comparison
between a coherent and incoherent image with a diffractionited optical system.

Which of the three resolution criteria presented is the supposedly correct one remains
controversial to this day. In the further course of this tisegie (incoherent) Abbe limit

(eq. (16)) will be considered as the one resolution limit. The argumentation based on
structures (gratings) with grating constants and #ssociated spatial frequencié@

pXQis more appropriate in the context of this thesis than the argumentation about
point light sources. In addition, all microscopy images shown in this document are
subject to incoherent image formation.

Coherent image Incoherent image

Figure8: Comparison of coherent and incoherent images

Simulated image of the test object (a) througtdiffractionlimited optical system with coherent (b) and
incoherent (c) illumination incident parallel to the optical akis (1). While the contrast in the coherent
image decreases abruptly with decreasing strucirmes, the contrast in the incoherent image decreases
gradually.
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2.1.3 Optical transfer function and image formation

The secalled optical transfer function (OTF) indicates how well an optical system can
map the spatial frequencies k of an object. For the idealised coherent case, with angle
ofilluminationf 1, the OTF is constant 1 for spatial frequencies whose alesoealte

is below the coherent abbkmit, otherwise ({96]:

a P 00
AP QO o) —

0" 0 ot ) s (20)
. N -

In general, theincoherentOTF of an optical system can be calculated by the Fourier
transform of the PSF or by autocorrelating the back focal plane aperture of the objective
lens.The Fourier transform dhe PSf an idkalized optical systerteq.(5) & (6)) yields

the correspondingncoherentOTH96]:
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Figure9: Coherent and incoherent OTF

Representatioof an idealized coherent (red) and incoherent (blue) OTF of an optical system.
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In general, the OTF is a compledued function that can be divided into the modulation
transfer function (MTF) and phase transfer function (PhTF). TheMidsponds to the
amplitude and the PhTF to the phase. OTF and MTF are often used synonymously in
microscopy, typically usirtge term OTF also when referring (only) the amplitude (MTF)
and explicitly stating when the phase component (PhTF) is of interest

0y 0 y@tqt (22
The shape of the incoherent OT$eeFigure9) also clarifies why the contrast in the

incoherent @se continues to decrease with increasing spatial frequency up to the Abbe
limit. In frequency space, the frequency of the Abbe limit is called thefidtequency:

. P gbO
Q g (23)

Mathematically, the formation of the imag® i in the spatial domaire can be
described as a convolution (convolution operatd): of the sample’Yip (including
illumination"Op ) with the point spread function "Y'®:

Obp YeiOp 20°Y® (24)
In Fourier spac@(frequency domaihwe get

Ob 0B YRzO®ilYR YR:zOo®ij'Y® (25

~

Using the convolution theorem for Dirac delta function® @,
Yoz'o0 of it oYe iOp YRz 2 @ YO (26)
we obtain, for spatially constaiituminationOp O
(O] YRz BE{Ot0 Y@ OotYatl Y 27

Equation(24) in the spatial domain an(27) in the frequency domain are equivalent in
their meaning. The description in Fourier space, however, has certain advantages that
make procedures such as deconvolution augerresolvedSIM microscopy possible
(section2.1.5& 2.2.3. FigurelOillustrates the formation of the image ispatialand
frequencydomain
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FigurelO: Image formation irspatialandfrequencydomain

With spatially constant exposure, the formation of an image (c) can be described mathematispditiah
domainas the convolution of the sample (a) with the PSF (b). Equivaleritlgirency domaithe Fourier
transform of the image (e) can be desedbas multiplication of the Fourier transform of the sample (c) with
the (incoherent)OTF (d). The Fourier transform and its inverse enable the change bedpaital and
frequencydomain

Sofar, we have only considered twdimensional OTFs from the fogahne of an optical
system. Outside the focusx( 1), the image formation can still be described by
equations (24) and (27), as long as a thredimensional OTHsee Figure 11) is
considered. This is also obtained by the Fourier transformation of the tiraensional

PSF (se@.1.2. Threedimensional OTFs usually have thecatled missing cone. This
describes the disappearance of the OTF n@ar mfor 'Q 1 This means that low
frequencies (coarse structures) can be poorly resolved along the optical axis (z). This
"missingcone problem" manifests itself in practice as a background orobficus
signal.

a

OTF
support
region

Figurell: Three dimensional OTF

(a) Schematic representation of the scope of a thfieeensional OTF (blue) and the missing cone (red). (b)
Examplary representation of eeal OTF[100].
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2.1.4  Fluorescence microscopy

For a long time, microscopy was limited to unspecific contrast generation with methods
such as brightield, darkfield, polarization, and phaseontrast microscopy. It was not
until the development of fluorescence microscopy that it became possible to specifically
obtain a strong contrast of the desired structures in biological sanps.

Fluorescence

The discovery and first description of fluorescence goes back to George Gabriel Stokes
in 1852[102]. Fluorescent molecules (fluorophores) are usually described using the
Barn-Oppenheimer approximation and the FranrCkndon principle. The change of
state of the electrons (approx 1 i) compared to the nuclei (approg. T i) can

be assumed to be instantaneo{01]. This results in the sealled Jablonski diagrams,
which visually describe the electronic energy levels and the possible transitie@as (
Figurel2a). A distinction is made between the singlet staMgth spin multiplicityone,
which is important for fluorescence, and the triplet statd®ith spin multiplicitythree,
which is importat for phosphorescence. The energy of a photon results from the Planck
constant h and its frequency, which can be determined from the speed of lighand

the wavelength_.

o — (28)

Through the absorption of a phot _ , valence electrons can be brought from the
singlet ground statéY into one of thevibrationallevelso of the excited singlet
states™Y [101]. Due toradiation lessvibrational relaxation, howeverthe higher
vibrational levelshave a comparatively short lifetime, so that the electron is in the
lowestvibrationallevelv of the excitedstate™Y  after approx.p 1 i [103,104] If
the electron is not in the it excited state, but in a higher one, it can reachfistate

by means of internal conversion. After a lifetime of appgxt i [101], a fluorescence
photon_ is emitted during the transitio from“Yu to avibrationallevel0 of the
singlet ground statéy.

In the case of strong spiorbit coupling, an actually spiiorbidden transition from an
excited singlet state to a triplet state and finally"¥is possible through soalled inter
system crossingl01]. Since the transition fromY to °Y is also spidorbidden, the
lifetime in”Y can last from a few microseconds to one second after excitdti@5].
During the transition froniY0 to a vibronic leveb of the singlet ground statéy,
a phosphorescence photgn is emitted[103,104,106]

There are three rules for fluorescencwhich do not apply without exception and
therefore serve more as a guideline for understanding fluorescence:
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1 Y I a Kdle(Dae to the venshortlifetime (approx.p 1 i)of higher(p 0)
vibronic states,fluorescence transitios usually take place from the lowest
vibronic level (0 v ) of the first excited singlet state. Therefore, the
wavelength of the exciting photon has no effect on the wavelength of the
fluorescencd107].

9 Mirror image rule Due to the FranckCondon principlethe absorption and
emission spectra of fluorophores often exhibit mirror symmetry to each other
(seeFigurel2b)[101,106]

1 Stokes shift Due to theradiation lesgransitions between the absorption and
emission of a photon, the energy of the emitted photons is smaller than that of
the absorbed photons. As a result, the wavelength of the emissionishiéed
compared to the absorption, _ (seeFigurel2b)[102,106]
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Figurel2: Jablonski diagrani absorptionand emission spectrum @tiorophores

(a) The Jablonksi diagram illustrates the possible transitions of valence electrons in fluorescent molecules.
Upon interaction with a photon , the molecule can be brought from the electragifgletground state

"YU to the first exited singletstate "YU . Due to radiationlessibrationalrelaxation, the electron is in

the vibrationalground state’Yu shortly afterwards (Kasha's rule). If the molecule is excited into a higher
singlet state™Y, it can also reachy by intemal conversionWith strong spirorbit coupling, the actually spin
forbitten transition from™Y to the triplet state”Y is possible through intersystem crossiiige emission of

a photon_ during the transition fromYu to "YU is called fliorescence. Phosphorescence describes
the emission of photons during the transition fromiYo to"Yu . Due to the energy dissipation of the
non-radiative transitions before the fluorescence and phosphorescence transition, the wavelength of the
emitted photons is greater than that of the absorbed ones (Stokes shift). (b) Absorption and emission
spectrum using the example of Alexa Fluor 488. An almost rsiyrametricalshapeof the two spectra is
recognizabldmirror rule). Thevavelength diffeencebetween the maxima of the absorption and emission
illustratesthe Stokes shift.
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Equivalent to radioactive decay, the fluorescence process can be described by an
exponential decay laj®9]. The number of excited fluorophorésat time 6results from

the number of excited fluorophords attimed mand the mean lifetime of excitation

t.

6o 0 tQ7 (29
The emission of a photon by an excited fluorophore is (usually) an independent
stochastic process, meaning the time of each emission is random and not influenced by
other emissions.Thus, the phase information of the absorbed (possibly coherent)
photons canot be obtained.Therefore fluorescence can be considered incoherent.

Consequently, the resolution linfior fluorescence microscopy the(incoheren) Abbe
limit from eq.(16).

Biological structures are fluorescent themselves (autofluorescence) due to the nature
of cellular structures and components. Fotample,amino acids such as tryptophane,
tyrosine and phenylanine in high concentration can lead to significant
autofluorescence in proteins. These can be observed in a fluorescence microscope
without further preparation (staining). Nevertheless, autofluorescence is usually very
weak. However, if desired structwserequire visualization, strong stable efficient
fluorophores should be added to the molecule of interest. The staiti@g also
provides the necessary specificity. Depending on the fluorophore, these are
functionalized either directly or with the help dags such as antibodies or small
structures with affinity to the desired molecul¢$01]. Fluorophores can reach the
molecule of interest through diffusion in a medium containing the target. These can
stain the desired structures through nerovalent interactions or covalently bound after
induced chemical reactions. Another important possibility for fluorescent staining is the
genetic engineering of the gene coding for of the desired target proteirgena coding

for a fluorescent protein of choice, such as eGFP (enhanced green fluorescent protein)
[108]. The resulting chimeric gene expresses the protein of interest fused to a
fluorescent protein. Due to its great importance in the research applications in biology,
especially cell biology, the Nobel Prize in Chemistry was award@@08 for the
discovery, furthedevelopment,and application of GFR3]. If the fluorophores used
have weak signal, the autofluorescence, whicadaiallyweak, may be strong enough

to causeundesirable norspecific (background) signal.

With the longer exposure, one often observes a bleaching of the fluorophores. The
reason for this is usually the reaction of a fluorophore in the triplet state with molecular
oxygenU . The reaction product issually not fluorescent and therefore bleached.
Fluorophores that bleach comparatively little are called photostable. If the application
permits, these should be used primarily for fluorescent labelling.
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As of today there is a wide range of fluorophoresth different properties[109,110]
Especially for advanced techniques, it is sometimes necessary that the fluorophores can
be made to blink111], or that they can be specifically switched off (quench[ag}].

Wide-field fluorescence microscope

Modern standard widefield microsco@ssentially consists of four componengslight
source, an objective lens, a tube lens, and a camera. Fluorescence microscopes
additionally have a special component, a dichroic mirteesereflector transmitlight
depending on the wavelength and areadtable in various configuratiorid12]. For
example, a simple dichroic mirror could reflect all wavelengths below 500 nm and
transmit all above. Thus, thanks to the Stokes shift, the light of excitation (usually lasers
or LEDs, e.g. a 488 nm laser) can be separated from that of fluorescendeofa.Alexa

Fluor 488,Figure 12b). This makes it possible to use the objective lens for both
illumination and detection (seEigurel13) [101,103,106]

Widefield fluorescence microscopes can be operated in different illumination
configurations depending on hotlie excitation light is shone into the objective. If it is
focused in the center of the back focal plane, the result is a collimated transmitted light
illumination known as epilumination Figure 13b). This allows structures to be
acquired anywhere in thield of view but comparatively much unwanted background
signal is obtained from outside the focal plane.

The further out the focus is created in the back focahplathe larger the anglg at
which the excitation light falls into the sample. Whgrbecomes so large that total
internal reflection occurs at the interface between the cover glass with refractive index
¢ and the sample with refractive index (eq(30), g ¢ ), light no longer
propagates into the samplé-jgurel3c). To achieve this, two technical conditions have

to be fulfilled: The objective lens must support a sufficiently large opening gnge
called TIRF objectives), and the refractive index of the immersion medium between the
objective lens and the sample msiube greater than that of the sample.

A
g AOAGE] (30)

On the sample side, an evanescent electromagnetic field of the excitation light is formed
at the interface, which decreases exponentially with distance and penetrates about
100nm deep into the samplfl13]. This TIRF (total internal reflection fluorescence)
exposure excites only fluorophores within this evanescent field and is therefore
particularly well suited for imaging structures within the samiblat are very close to

the coverslip (bottom). Background signal is practically-existent here, since only
fluorophores within the focal plane are excitgdl4].
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Figurel3: Widefield fluorescence microscemand illumination configurations

(a) Schematic representation of a wifleld fluorescence microscope. The excitation light from the light
source (laser) is expanded by a telescope and, if necessary, purified by an excitation filter. After redirection
by a mirror, the light is focused by means of a lens via the reflection at the dichroic mirror into the center of
the back focal plane of the objective (éhimination). The collimated fluorescence light collected by the
objective is transmitted through théichroic mirror and cleaned up by a detection filter before being focused
through the tube lens onto the camera chip. (b) Schematic representationitfiepnation. The excitation

light is focused into the center of the back focal plane of the obgedéins, flooding the sample with
collimated excitation light. (c) Schematic representation of TIRF illumination. The excitation light is focused
very far out in the back focal plane, so that total internal reflection occurs at the interface between the
cowrslip and the sample. Fluorophores are excited only very close to the coverslip within the sample (about
100 nm) by an evanescent field. (d) Schematic representation of the HILO illumination. The excitation light
is focused outside in the back focal plahet in such a way that there is no total internal reflection, but a
slightly oblique excitation light sheet inside the sample. (e) Schematic representation of the illumination in
a confocal laser scanning microscope (CLSM). The collimated excitatide 8fbne into the back focal

plane of the objective, causing it to be focugethe focal plane in the sample (diffraction limited). Scanning
mirrors can be used to vary the angle of incidence in the back focal plane, allowing scanning of the focus
overthe sample.
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If the advantages of TIRF illumination are not to be used close to the cover glass, but
rather deeper in thesample HILGhighly inclined and laminated optical sheexposure

is a compromiseHigure13d) [115]. The focus in the back focal plane is-adhter,
similar to TIRF illumination. The anglat which thesampleis exposed remains smaller
than in TIRF exposurg ( ¢ ). As a result, a slightly oblique excitation light sheet

is formed inthe sample, which produces less background signal companeditsfield
illumination.

Another possibility of illumination is offered by light sheet fluorescence microscopy
(LSFM) or single plane illumination microscopy (SP14,117] Here, a thin (a few
micrometers thick) light sheet is usuabjoneinto the sample perpendicular to the
detection objective. The simplest way to generate this is to focus an expanded
collimated laser beam along one directioning a cylindrical lens. Since the
fluorophores are excited only within the thin light sheet, light sheet images aaeey

low amount ofout-of-focussignal and allow better sectioningtesolution) than wide

field images. For the same reasqwhotobleaching and phototoxicity of the whole
sample is significantly reduced

Light sources

While the first microscopes used the sun as a light source, today various artificial light
sources can be used for illuminatidrhe first representative for thisere incandescent
lamps. These heat a filament by means of electric curres incoherent
omnidirectional blackbody radiatiom to 3400 K in halogen lamp&18]) isemitted by

them. Since it is blackbody radiatiore., approximatelywhite light with a very broad
spectrum, incandescent lamps are natrysuitable for fluorescence excitation. Spectral
filtering can be used to obtain anarrow enough portion of the spectrum for
fluorescence excitatigrbut then a large part of the light output is lost.

The successor to incandescent lamps were-dissharge lampsHere, a gasn a
transparent cylinders ionized by means of an electricaliarge. The transitions of the
electronic energy levels of the atoms or molecules of the ionized yiglds an
incoherent omnidirectionakemission at specifispectral lines emitted by the lamp.
Appropriate splitting and/or filtering of thse spectral ling results in nearly
monochromatic light. This is well suited for fluorescence excitation, particularly because
the visible emission spectrum (especially 405 nm, 436 nmnsd@&nd 58 nm [119])

of mercury vapor lamps is compatible for excitation of varitwsrophores.

Nowadays, modern microscopes that do not require a coherent light source mainly use
LEDglight-emitting diodes).A Nobel Prize in Physiegas awardedn 2014 "for the
invention of efficient blue lighemitting diodes which has enabled brigimd energy
saving white light sourceg120], which greatly enhanced the applicability of LEDs for
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scientific and general lighting applications by greatly enimnthe available spectrum

LEDs are based on semiconductor diodes whose band gap corresponds to the spectral
energy of the desired light. The incohereard for most applicationsmonochromatic

(20nm typical spectral widthlight is emitted omnidirectiond}, but in contrast to
incandescent lamps and gas discharge lamps, it can easily be given a direction with the
help of appropriate optics due to the comparatively small luminous surface. LEDs are
efficient, costeffective and have a high light output. Rbiis reason, they are widely

used not only in microscopy bitave replaced most other forms of illumination in
everyday life.

Lasers(Light Amplification by Stimulated Emission of Radiation) are thto dight
source as soon as the microscopy techniqueduequiresor benefits froma coherent

light source. The principle of operation of lasers is based on the pumping medium (gas,
solid crystal or semiconductor), which has a migiiel system, pumped by dexterna)
energy source (e.g. an LED), so thapbpulation invasion occurs. The pumping medium

is usually surrounded by two mirrors (one fully reflective, the other partially reflective)
aligned parallel to each other, forming an optical resonator (cavity). Stimulated emission
triggers an avalanche effe whereby the atoms or molecules of the pump medium emit
photons coherently (sam&vavelength, phase and direction). The optical resonator
further enhances this effect.

Diode lasersare often used in microscopes and are nowadays available in many
wavelengths. Diode lasers use an LED semiconductor as pump medium, which requires
a more complex band structure than for ordinary LEDs. Due to the dimensions of the
LED semiconductor, thezsi of the optical resonator is correspondingly small here,
resulting in lower coherence lengths of the emitted laser lighawever, for most
microscopy applications, even a low coherence lengtisigallystill sufficient. Diode
lasers are comparativelyéxpensive and enable very high output powers (up to 1 W
and more). An important feature that distinguishes diode lasers from gas orstatil
lasers is the possibility of tuning the lasing wavelength via the diode temperature. The
main reason for thissi the temperature dependence of the refractive index of the
semiconductor and the length of the laser cavity.

Diode lasers can furthermore be used to pump a sstiade crystal. This leads to the
term DPS%diode pumped solid state) lasers. These then have the lasing wavelength of
the solidstate crystal and a much larger coherence length than pure diode lade&S D
lasers are usually spectrally cleaned to ensure that no light from the pumping diode
laser leaks out.
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Detectors

Wide-field fluorescence microscopes typically use semiconddot@ed camera chips
as detectors. These consist of a tdnensional pixelarray of lightsensitive
photodiodes that convert incident photons of the visible spectrum into electrical
charges using the internal photoelectric effect.

The basis of the square pixels is a (usually positively) doped semiconductor (e.g. silicon).
Above his is an insulating layer (e.g. silicon dioxide). The top layer of each pixel is an
electrode made of an optically transparent and conductive material (e.g. polycrystalline
silicon)[121]. By applying a (positive) voltage to the electrode, a potential well for the
minority charge carriers (electrons) is formed in the top of the semicondubritoident
photons, whose energy is greater than that of the bandgap of the semiconductor, can
lift electrons from the valence band to the conduction band in the depletion region via
the internal photoelectric effect, creating an electrbole pair. The reased minority
carriers (electrons) accumulate in the potential well of the pixel, while the majority
carriers (holes) flow away into the interior of the semiconductor. The number of carriers
in the potential well is proportional to the amount of photoimgeracted, as long as the
potential well is not full. Nowadays there are two dominant types of camera chips (CCD
and CMOd)L22], which differ primarily in the process of reading out the charge carriers
(hereinafter electrons) collected in the pixels.

CCOchargedcoupled devicethips have one readout ampéf. Each pixel is therefore
read out via the same electronics. By switching electric fields, the electrons of each pixel
are shifted one line down. At the bottom is a nlight-sensitive shift register. From the
shift register, the electrons of each pixare shifted one by one into the readout
amplifier, where they are finally amplified and counted with the help of an ar@eg
digital converter[123]. CCD cameras have a comparatively low dark current, which
results in agood signato-noise ratio. Therefore, they are particularly well suited for
images with few photons (1 to 5) per pixel. If the chip is exposed during the readout
process, saalled rolling readout effects occur, which can, however, be avoided by
shifting the electrons to a lighinsensitive duplicate of the chip that is subsequently
read out(frame-transfer camera If a pixel is overexposed (potential well overfilled),
electrons can get stuck during shifting, causingalted blooming as an artifact. Dt

the low speed of CCD chips, they are not well suited for observing fast dyrjagdgs

An emCCDelectron multiplying charged coupled deviad)ip is a CCD chip with an
additional electron multiplication register. There, the electrons are amplified with the
help of high voltages. This makes it possible to detect even $hgltens, but then the
noise of the readout electronics increases significaithb].
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CMOYcomplementary metabxide semiconductor) chips are active pixel sensors (APS)
in which each pixel has three transistors. Two of these transistors are used for electronic
communication with the radout electronics via a row and column matrix. Each column

of the chip has its own readout amplifier and anafligital converter, so that they can

be read out in parallel. For this purpose, each pixel is connected row by row to the
readout amplifier resposible for each column. During this process, the electrons do not
leave their pixel, which is why a reset of the pixels, after the readout, is necessary before
the next acquisition. By switching the third transistor of a pixel, the electrons in the
potential well can flow away. CMOS chips allow high frame rates compared to CCD
chips. Since each pixel has its own transistors and each column its own amplifier and
analogto-digital converter, inhomogeneities occur in the images due to the respective
manufactuing tolerances. However, these can be measured and corrected in the
camera's firmware or software. Higjuality CMOS cameras calibrated in this way are
known as sCMOS (scientific CMOS) and are characterized by high speed, low noise,
homogeneity, wide dynara range (grayscale) and high quantum efficiency (probability
of detecting a photon).

Wide-field fluorescence microscopes can be operated with both CCD and (s)CMOS chips
[126]. While in the past, CCD and emCCD camera systems outperformed CMOS sensors,
as of today, advances in CMOS design and manufacturing te@miave made them

the preferredtechnology for most scientific and commercial imaging applications.

Every camera has a certain amount of unwamedse There are three main causes of
noise éhot, readout and dark current), which can vary in severity depending on the
camera.Shotnoise, also calle®oissonnoise, is caused by the statistical nature of the
detection process Since each photon is detected only with a certain probability
(quantum eficiency), the numbed of detected photons has an uncertainty 0 if

0 1 p. The reaebut noise arises from the electronics of the readt process and can

be reduced by the quality of the corresponding components (amplifier, arditptl
converter). Tie mainly thermally induced dark current noise is based on the tunneling
of electrons into or out of the potential well and can be reduced by cooling the camera
chip. Readout noise and dark current are influenced by the camera sensor, and for
example, beter sensordesignsand temperature control (cooling) can improve these
factors. However, shot noise is a fundamental effect of lggantization and cannot

be improved upon by technical development. éfstoday, when usinga high quality
sCMOS sensgpthe dominating noise contribution is shot noise.

TheNyquistShannon sampling theoreratates that a spatial (or temporal) signal must

be sampled at twice itmaximumfrequency(band limit)to fully reconstruct if127,128]

Thus, for use as detectors in microscopes, the size of the pixels projected into the
sample should be at most half the resolution limit (€16)). This results in a projected
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pixel size of at mosb(eq. (31)). By considering the quadratic nature of the gl an
additional factorli¢ might be considered for the diagonalhe adjustment of the
projected pixel size can be realized by choosing a tube lens with a corresponding focal
length depending on the focal length of the object[t22].
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At this point it should be mentioned that the NyquShannon sampling theorem
actually only applies to point sampling. Strictly speaking, the value of a camera pixel is
the integrated signal over its square area. In addition, when imaging incoherenity (as
fluorescence microscopy), frequencies close todheoff frequency (eq(23)) are very
strongly attenuatedwhich in turn suppresses aliasing artifacts. Thus, its often viewed

as an acceptable compromiseif the projected pixel size is approximately equal and not
strictly smaller than half the Abbe limit.

Confocal laser scanning microscopes

Confocal laser scanning microscopes (CLSM), in contrast to the classifieldid
microscope, do not illuminate the entire field of view simultaneously, but with a focused
laser beam. The laser focus is created by shining collimated light into the back focal
plane(seeFigurel3e). The illumination volume is diffraction limited and therefore has
the intensity distribution of a point spread function (PSF). Since only one point is
illuminated, it is sufficient to use a point detector such avatpmultiplier tube (PMT).

To acquire a twalimensional (or threadimensional) image, the laser focus is scanned
over the sample using two scanning mirrors (one each forxtaand y directions)
synchronized with the detectdd9,99]

Common sanning microscopes are very slow compared to widlel micioscopes. The
acquisition speed varies depending on the scanning speed, the desired resolution, and
the field of view. Typically, only a few frames per second (fps) are possible. At high
scanning speeds, very high local intensities are required to exaitdltlorescence,
which is technically difficult to realize and can damage the biological sdfr§p9]

By inserting a pinhole in the intermediate image plane in front of the detector, a large
part of the outof-focus signal can be blocked, while signal within the focus is hardly
blocked[129]. In additian, there is a gain in resolution the smaller the pinhole is closed.
With an infinitesimally small opening, the theoretical -@it frequency doubles, which
cannot be achieved in practice due to the very strong attenuation of high frequencies
that are lostin the noise. In addition, with a closed pinhole, no more light reaches the
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detector, so no image can be acquirdd0]. Because both the excitation volume and
the detection of the fluorescence are diffraction limited, the effee PSF is the product
of the PSF for excitatiom "® b and the PSF for detectian™® b :

Op YotOp 2 00 bi0O™O b Y t'Op 20 "0 b (32
Neglecting the Stokes shift between excitation and détm, the effective PSF can be
taken as the square of the actual PSF. This effective PSF is narrower, which is why the
effective optical transfer function (OTF) becomes widedgenerally leads to a gain in
contrast and resolution. If the PSF is appmaged by a Gaussian bell curve and squared,
this results in a reduced halfidth by a factor of/¢ for an infinitesimally small pinhole
[19], which is oftenmentioned as a resolution criterion for confocal (and similar)
microscopes:
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In practice, this maximum resolution is not achieved with classical confocal
microscopes, since the aperture in the detection must be completely closed for this
purpose and thus all signal is blocked before detedi@®]. Modern systems based on
the confocal approach are known under the generic term ISMadamscanning
microscopy). They often use small camera chips, with few piggs3@ concentrically
arrangedpixel9, instead of a point detector with a pinhole. This allows the pinhole to
be digitally adjusted, solving the closed apert®blem. Ultimately, however, such
systems must always make tradeoffs between background reduction, effective
resolution gain, signab-noise ratio, and speed.

Whether confocal or ISM microscopes are considered stgmlution is ultimately a
matter of definition. They achieve resolutions just beyond the Abbe limit but are still
diffraction limited. Their strengths lie primarily in higbntrast and lowbackground
images and are therefore standard equipment in many laboratories alongsidefiide
fluorescence microscopes.
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2.15 Deconvolution

Based on eq(24), we know that the formation of an image in a microscope can be
described as a convolution of the sample (multiplied by the illumination) with the point
spread function (PSF). The (fluorescembjssionO b of the sample can be understood

as multiplication of the sample by the exposure. Considering the noise of the detector
(camera) a noise term i must be added:

Ob YptOp z0'Y® t¢b ObzZOYP ¢b (39

In frequency space, the result is therefore:
0. O0ViHi'Y@® ¢ @ (39

The idea behind deconvolution is to get a better smoothed or sharper image by undoing
the convolution operatiorjl31]. It should be noted that for the ranges where the OTF
is zero (above the cuiff frequency eq(23)) no information is detected and therefore
cannot be recovered without further assumptions. This means that deconvolution
generally does not provide an increasaésolution butcan only incrase the contrast
of attenuated signal§l31]. Nowadays, a wide range of algorithms are aldd{132].

A popular approach for the estimatiom i of the real signalO ip is done by the
convolution of the measured sign@ ip with a filter function"Oip :

6b OPzOP P 0@ OBQtO®D (39)
For most methods, the thredimensional PSF (or OTF in frequency spaedgrisentary
for deconvolution. Ideally, one measures this for the particular microscope with which
the image was acquired. Often, however, it is not possible to measure the PSF or it

requires a lot of effort. In this case, various models (e.g. the Béolf Model) are
available to estimate the P$$4,131,133]

An intuitive but at the same time naive choicé©b is to simply invert the convolution
by dividing the OTF in frequency space:

N - p
O O — 3
5N 37)
This leads to:
. 0 ® N )
0@ — 0 —— (38
0 "Y'@ 0"Y@
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With this approach, the noise is amplified very strongly, since the noise usually has high
frequencies and especially at these frequencies the OTF is very small and thus the noise
term grows disproportionatly.

Wiener deconvolution

A cleverervariant is the Wiener deconvolution, also called Wiener filter. In contrast to
eg. (37), it is also suitable for filtering imagestkia poor signato-noise ratio. The
original idea of the associated filter function is based on minimizing the mean square
deviation betweerO i and0 i and ultimately leads t§¢134]:
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With 0 '@ as power spectral density andv0 Y@ 0 @1 @ as frequency
dependent signato-noise ratio. Without noise or when the sigralnoise ratio is very
high, the Wiener filter simplifies to division by the OTF, ag3f). Since the signdb-
noise ratio is mostly unknown, this value must be estimated by an appropriate
parameter in practical applications.

RichardsonrLucy deconvolution

Using the maximum likelilawl approach with &oisson distribution for the noispgL35]
yields the iterative Richardse_ucy deconvolutiofil36,137]

O
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0 "0 b (40)

With 0 ™@ b as the flipped PSF (mirrored at the origin). The assumption of Poisson
noise is legitimate especially when the dominant noise is shot noise. However,
acquisitions with other noise distributions (e.g. Gaussian distribution) can also be
filtered using Rich@sonLucy deconvolution.
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2.2 Superresolution microscopy

The field of superesolution microscopy, also known agptical nanoscopy,
encompasses, with more or less sharp delineation, all those microscopy technigues that
enable spatial resolutions below the Abbe limit. Depending on the method and effort,
resolutions down to a few nanometers are possil2@,36,138]

First of all, however, it must be emphasized again at this point that the Abbe limit is
physically fundamental. Even with the highest quality components (objective, camera,
...) spatial frequencies above the enff frequency eq.(23) are attenuated to zero.
Therefore the information reaching the camera is always bdindted. Thus, no
structures below the Abbe limit can be resolved with a single acquisitiosbdtract
terms, superresolution microscopy is based on converting spatial sample information
into temporal information. Therefore, many techniques require more than a single
image of the sample to decode the temporal information back into spatial information.
From eq.(24), it is known that the PSF is convolved not only with the sample, but with
the product of the sample and illumination. By introducing additional information about
the illumination or the fluorescent response of the sample (and often its deterministic
or stochastic variation over multiple acquisitions), additional information about the
sample can be obtaing@0].

In 2014, the Nobel Prize in Chemistry foretldevelopment of superesolved
fluorescence microscopy was awardf2®] to Eric Betzid139,140] Stefan W. Hell
[30,57,141]and William E. Moerngl42,143] Due to the continuous development of
superresolution techniques, diverse methods are available tod#y]. These can be
classified into three basikechniques SMLM, STED, and SIM. Each approach brings its
strengths and weaknesses, which is why different methods are suitable depending on
the application[28]. In most cases, compromises must be made between imaging
speed, resolution, and observation time due to bleaching of fluorophores or
degradation of the mlogical sample (cell death). Each method or microscope requires
specific conditions. Accordingly, supeisolution measurements are often associated
with high costs, special knelwow, adaptations of the microscope, and/or special
sample preparation. Indition, not all methods are liveell compatible and some
require fluorophores with special properties, such as nonlinearity or blirfB&@0]
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2.2.1 Stimulated emission depletion

STED (stimulated emission depletion) microscopy is based on confocal micraseepes
section2.1.4) [19]. The idea of the methbwas developed in 1994 by Stefan W. Hell and
Jan Wichmanfi30]. The first experimental realization was achieved in 1999 by Thomas
Klar and Stefan W. Hell45]. By using the dontghaped STED beam, the linear
response of the sample to light is modified. Sgealfy, the STED beam causes excited
fluorophores to transition from theYu level to a high vibrational level of the
ground state'Y with a probability that depends on the STED intensity. As a result, these
fluorophores are no longer availablerfluorescence and are effectively turned off.
With sufficient intensity, the usual fluorescence can even be completely suppressed
[146]. The STED wavelength is chosen as shopoasible so that the transition from
"YO to "YU is favored. However, care must be taken to ensure that the STED
wavelength is sufficiently redhifted relative to the excitation wavelength to avoid re
excitation of the fluorophore$147]. The use of digh quality optical long pass filter
with a steep slope just above the STED wavelength ensures that only the fluorescence
photons and not the STED photons are detected.

The donutshaped STED beam is shaped using a special phase mask and positioned so
that the excitation focus of the confocal microscope is in the center, at the minimum,
of the donut. In order for the scanning mirrors to allow scanning of the sample for both
the excitation and STED beams, it is necessary for the two beams to have been
supermposed beforehand with extremely precise alignment. Only ultrashort
(picosecond) pulsed lasers are suitable as light sources for the STED beam so that the
required local STED intensities can be achieved. The STED pulse is irradiated
immediately after excétion todepletethe excited fluorophores in the STED donut. This
reduces the effective excitation volume in the center of the STED donut, which
ultimately results as a narrowing of the point spread function (PSF). Since the size of the
STED donut is diffction limited, it cannot be reduced arbitrarily. Nevertheless, the
effective excitation volume and thus the PSF can be reduced by increasing the intensity
of the STED donu80,148] The STED resolutizesults from an additional STED term
in the denominator of the Abbe limit:

Q Q —
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Here,"O corresponds to the fluorophorspecific saturation intensity at which the
probability of a fluorescence process has droppel fQ[149]. By hcreasingnaximal
focal intensity’'O , infinite resolution can theoretically be achievig®0]. However,

in practice, technical hurdles exist that lif@  and biological samples are damaged
or destroyed at such high intensities. Typically, resolutioh420 nm to 60 nm are
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achieved with commercial STED microscode8]. With custommade STED
microscopes optimized for the specific biological applicatresolutions below 50 nm
can be achieve{B9,40] By artificial preparation with carbon dots, even resolutions of
30 nm could be achievefd51]. The highest resolution of 2.4 nm could be achieved
when studying nosbiological nitrogen vacancies in diamorjd52].

Since STED is based on confoai@roscopes, this method has a low acquisition speed.
In addition, a compromise must be made between the achievable resolution and live
cell compatibility, due to photdoxicity. Once the very complicated STED microscope
with its sensitive and precise tgpmechanics is in place, it is possible to directly
generate superesolution images. These do not necessarily have to beosessed

or reconstructed, as is the case with many other sugsiolution methods. STED offers
a wide range of biological apphtions [148,149,158155] Despite the high STED
intensities required, it is possible to obtain life cell imagesl dynamic processes
[156,157] During observations of colloidatystal nanostructures, STED was able to
achieve up to 200 frames per second (fi€§8]. Due to continuous developmente

first two-color STED microscopes now eki$9,160]

In the zoo of superesolution methods, STED belongs to the generic term RESOLFT
(reversible saturable optical fluorescencetransitiong. RESOLFT describes all those
methods thatdeterministicallysuppress the fluorescence process using lig6l].
However, STED is by far the best knoRESOLFED method. Among others, GSD
(groundstate depletion, uses triplet states) and the use of fluorophores (often proteins)
that can bedeterministicallyturned on or off also belong to the RESOLFT methods
[57,161]

2.2.2 Single molecule localization microscopy

SMLM (single molecule localization microscopy) is based on the stochastic blinking or
switching of fluorophore$32]. This can be considered as additional information about
the fluorescent response of the sample, which can ultimately be converted into
additional sample information. The basic idea is that very few individual (separable)
fluorophores are active at any @in time, so the position of the fluorophore can be
determined by fitting the point spread function (P$82]. Usually, Gaussian fits are
used toapproximatethe PSF162,163] Thelateralxy position, height, and width of the
PSF resulting fra the fit provide information about the&y position, photon number,

and defocus of the fluorophore. The error estimate of the fit results is related to the
achievable resolution and depends on multiple parametfi®4]. The localizatio
accuracy, depends mainly on the number of photosemitted and detected by the
fluorophore[140]:
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X (42)

P
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Thomson et al. and Mortensen et al. demonstrated that localization accuracy is as
follows[165,166]

P S (43)

Using the Gaussian standard deviation of the PSF, the area of a camera pix&i

and the average background noise per pixel b. The higherthe higher the labeling
density must beto ensure that areas without localization are not due to missing
fluorophores butin factcorrespond to the structure under investigation. In biological
applications, tens of nanometers of resolutiare achieved32].

To obtain a superesolution image, several thousand individual frames are usually
acquired in which only a few fluorophores are active. Thisaded blinking41] ensures

that there is sufficient distance between the fluorophores in each individual frame so
that their PSFs do not overlap, i.e. they can be separgtéd,168]

To achievehie blinking of fluorophores, there are different approact#STORMdirect
stochasticoptical reconstructionmicroscopy)[45,46] uses special fluorophorg469],

which after a certain average amount of emitted fluorescence photons are randomly
switched to the triplet stat€'Y by intersystem crossing and thus are not available for
fluorescence for a longer time until the phosphorescence process is compEI&@RM
(stochasticoptical reconstructionmicroscopy)44] is based on a similar approach, but
the fluorophores are not switched off randomly after a certain number of fluorescence
processes buaire switched off stochastically for a longer time by illuminatiathvan
additional (usually blue) lasePALM(photo-activated localization microscopy}#3] also

uses switchable fluorophores (mostly proteins) that are switched off by deffb4].

By a pulse with an additional activation laser (often 405 nm) these fluorophores can be
activated stochastically. The pulse duration can be used to adjusntimeber of
activated fluorophores. After activated fluorophores have been excited by the
excitation laser and have subsequently completed the fluorescence process, they are
usually photedestroyed and, in contrast to dASTORM and STORM, cannot be reactivated
or exdted. While dSTORM and STORM use mostly red lasers for excitation, PALM uses
rather blue lasers for excitation. There are also methods that work with much higher
blink rates.SOFI(superresolution optical fluctuation microscopyas an exampleis
based @ the temporal correlation of the pixels and not on a localization approach
[58,170,171]
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Regardless of the specific method for blinking, all that is needed for SMLM is a standard
wide-field fluorescence microscope equipped with the appropriate lasers and a good
camera. Especially due to the development of themeea market in the last 10 years,
SMLM can be implemented comparativehexpensively Thus, SMLM images could
already beacquiredwith industry-gradeand cell phone camerd81,172]

Strictly speking, the measurement result of an SMLM image is not a stgssived
image, but a list of localizations. From this list the sugsolved images can be
rendered with various settings and filtef$73]. The creation of the localization list is
computationally and time consuming, while the rendering is comparatively fast.
QUuickPALM[174], RapidSTORNWL75] and ThunderSTORNL76] are available as
appropriate software, each with special features and drawb&tkg].

There are a variety of biological and medical applications for SMIZB;182]. The
comparatively long acquisition time and high laser intensities for one sigsetved
image make the technique especially interesting for fixed samples. Nevertheless, there
is sane live cell compatibility conditionally at, for example, 60 nm resolution and 25 s
per superresolved frame[168,183] There are also approaches to generate super
resoluton SMLM images in real tim@84]. By introducing asymmetries along the
optical axigz dimensiofinto the PSF, it is possible to obtain thg&ienensional SMLM
imagedq185,186] Multi-color acquisitions are also fsile to a certain exterjii87,188]

2.2.3 Structuredillumination microscopy

The third basic supeaesolution technique is Sicturedlllumination Microscopy (SIM).
This is based on sample illumination withryingsinusoidalntensity patterns and can
recover sample information above the eoff frequency[28]. The (linear) SINIL89]
presented hee, developed by Heintzmann et f47] and Gustafsson et B3], permits
doubling of lateral resolution down to about 100 nm and further enables axial resolution
enhancement down to 300 nrf28]. SIM has established itself in the zoo of super
resolution techniques and continues to be developed to@#y65,190] Since STED and
SMLM require high excitation intensities, very long illumination tiraed/or special
dyes(fluorophoreg, SIM could establish itself mainly as the supolution method
for live cell experiment§28,65,86,87,190]The excitation intensities required for SIM
are comparable tahose of a widefield microscope For the reconstruction of one
superresolved imagepnly 9 or 15 individual raw images with different glkashifts and
orientations of the illumination pattern arerequired to unmix the frequency
components introduced by the structured illuminatif8B,3448].

Nonlinear SIM, which requires fluorophores with a Harear response of fluorescence
to illumination intensity typically achieved by employirgyvitchablefluorophores and
introducing an additional (also structureslyitchingwavelengthenables resolutions as
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low as 50 nm{52,191] The tradeoff is a limited selection of suitable flaphores, a
higher number of raw images needed, amdre complex instrumentation.

SIM can also be combined with SMLM, resulting in a doubling of localization accuracy
[49¢51]. Here, all drawbacks of SMLM, mainly teepnhigh count of raw images needed
for a reconstruction, still apply.

The superposition of the structures of the sample with the illumination pattern results
in socalled moiré effects, from which actually hidden information about the sample can
be obtaired [33]. lllustratively, by illuminating the sample with sinusoidal patterns,
which have a spatial frequency close to the-offtfrequency, higHrequency sample
information (above the cubff frequency) is shifted to lower ones. This allowsrthto

be collected by the optical system (microscope) and recovered using a reconstruction
algorithm. In order to understand SIM, it is necessary to know the mathematical basis
behind the process. The following explanations are based on the lecture bfdboel
Mdller, who is the leading developer of the SIM reconstruction software fairSIM
[192,193]

General principle

From section 2.1.3 we know that the image formation in a microscope can be

formulated via the convolution of the sampl¢™® with the illumination patternO®
multiplied by the OTE34,194,195]

0® YRR ijY® (44)

In generalasinusoidal illumination patteriQ; B can bedescribedasa sum of cosine
terms:

b O Of tAT O awp %o (45)

The followingdefinitionsare used

A 1 : Wave vector, spacing amdientation of the SIM pattern
0 N: Pattern orientationindex
o 0: Amount of orientations
A %o : Phase shift of the SIM pattern
0 ¢&:Phase shift index
o 0: Amount ofphases
A & : Harmonic index
o 0 : Amount ofharmonic
A @& : Modulation strength of a certain harmonic
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Figureld: Exampleof SIM illumination patterameasuredn the sampleplane

SIM illumination patternsacquiredvia the detection camera of a twleam SIM microscope with an
excitation wavelength of 631 nm. To obtain good visibility of the pattern, a reflective metal surface was
positioned inthe sample plan@ ¢ KS LKl a8 akKATdia |yR 2NASy{dlGdA2ya
Although the frequency of the pattern here is close ® Atbbe limit, the images are very high in contrast
thanks to the coherent imaging process. In the case of incoherent imagingith a fluorescent surface

layer, the contrast would be much worse.

It is important that the sum starts at  mand not at 1,yielding theaddtion of a
constant offset intensity @ . Thus, by choosingo appropriately, negative
illumination intensities can be mathematically excluded, which are physically
impossible. For the description of a simple sinusoidal patiern p is chosen (see
Figureld). For the followingalculationsthe representation of the illumination pattern

in frequencydomainvia the Fourier transform is essential:

' 0 HptQ ] o atw (46)

Here, the sum over cosine terms becomes a sum over the multiplication of an
exponential function with two delta peaks. The exponential function reflects the phase
shift %0 , while the two delta peaks represent the frequency and the orientation of the
pattern. In frequencylomain the image formation for a SIM microscope results in the
following:

0 ® O “ffQ f ®am 2R {0 Y@ 47
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Using the convolution theorem for Dirac delta functions @), the convolution of the

delta peaks @ afp with the sampleY® can be described as a shift of tk@mple
information to the positions of the delta peaks:

O ® O G tQ Yo am (oY@ (48)

This transition of convolution into a shift of sample information is the central aspect
that makes SIM microscopy possible. By shifting high frequency sample information to
lower frequencies, this information is preserved when imaged by a{iaritkd optical
system (microscope). However, to obtain a supEsolution image, it is necessary to
make this higHrequency sample information visible. More precisely, the sample
information shifted to lower frequencies must kmeparated (band segpation) and
shifted back to the higloriginalfrequencies. Teband sepration process is based on a
linear system of equations which can be derived from (d§). For this purpose, it is

useful to define the band vectol| , ® with & 08 th n80 entries (with
double 0):

.20 Y B YR ap {0 Y@io (49)

These measuremen® ; @ can be taken as the measurement vecteg :

Ta 200/ @ (50)
Furthermore, we define a bargkparationmatrix [
F° O Wi 0 (51)

In a summation notation, eq48) for 1’ measurementgesultin the following linear
system of equations:

O @ 0 tY; @ (52)

Equivalently, the linear system of equations can be formulated compactly:
Ta & _ﬁ| . 9 (53

To obtain{| . @ this system of equations can be solvedigertingthe band separation
matrix [

Ir ITATP2 JllATP2 (54)
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In order that_ﬁ is really invertible and thus the system of equations becomes uniquely
solvable,0’ 0 p measurementsO ; @ with different phase shift$6% must be
acquired[194]. For the matrixgto be well conditioned, the phasés should be equally
spaced, so usually implementations aim to achigéve Et— %o . For the

casel pwith 0 o (e.g. for thethree-phasetwo-beam SIM), eq(54) looks as
follows:

R WRQ wrQ O @ YRio Y@®i0
CWR WRQ WRQ O; @ Yo p 0 Y®iO (55
oy WrQ wrQ (T Yo i t0 Y@t

The parametersd ; and%. can usually be calculated or estimated from the raw SIM
images.Note that the separatedands’Y; @ can be extracted from the raw data

Ta ® without knowledge of thewvavevectorp , so the bandseparation step can be
carried out without knowledge of the precise pattern orientation and spacing.

In the right part ofeq. (55) (the band vect0|%| . @ the first row corresponds to the
wide-field spectrum. The second and third rows correspond to the frequshiied
spectra containing sample information above the-offtfrequency. These can now be
shifted back to the position in frequency space:

ViR YR ap t6Y®IO © Yy R ap YRI§ Y@ ap i0 (56)
The resulting frequency space thus becomes la(Bi&yurel5a,c,d), which results in a
resolution increase along the orientation of the wave vediorin the spatialdomain
(Figurel5b,f,g). For an isotropic resolution increase it is therefore necessaagduoire
the sample with different orientationg (mostlyd o) with0 0  p phase shifts
%o of the illumination patern each(Figurel5e,h) [195]. The numler of required SIM
raw images is therefore formed by the productioind G . For the two most frequent

SIM realizations, the following requirement of SIM raw images results for the
reconstruction ofone superresolved image:

 TwobeamSIM:0 p© § owithd oA 9 SIMraw images
0 Pure sine pattern, only the fundamental frequency without additional
harmonics
 ThreebeamSIM:0 ¢© 0 uvwithd oA 15 SIMraw images
o Sinusoidal pattern, composed of the fundamental frequency and the
first harmonic
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Figurel5: SIMOTF effective SIMPSFand image formation

(a) Example OTF with ideal modulation contrast of a-b@am SIM microscopeé p, with the two
frequencyshifted SIM bands( ph p), the widefield band ¢ mh ) and the resulting entire SIM
OTF. Thevhole SIM OTF is much wider than that of the wiidd, so highefrequency information is
preserved. (b) Widéeld and effective SIM PSF, the effective SIM PSF is obtained by the (inverse) Fourier
transform of thetotal SIM OTF. The effective SR8F is much narrower than that of the widdd, resulting

in higher lateral resolutior(c) Lateralwide-field OTF in frequendomain (d)LateralSIM OTF in frequency
domainford  pangles. (e)LateralSIM OTF in fregncydomainfor0 o angles, each 60° apart, so that
the OTF increases nearly isotropically with respect to the-fieteOTF. The SIMTF fills the frequency
space significantly more than the widield OTF, which provides in an increase in resolutiarptio a factor

of two. (£h) Simulated image formation of a tesbjectin widefield (f), with SIM fob  p angles(g) and

with SIM for0 o angles(h). The high frequencies (fine structures) in the center of theotgsctare
attenuated much more irthe widefield and fall to zero sooner than is the case for SIM. This allows
structures to be resolved that cannot be seen in the i&ld.
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Both therelativephase shifts and thpattern orientations should be equidistant to each
other to allow the bespossible reconstruction. For a tameam SIM microscope, for
example, this meani84]:

3% % %o %o %o %0 %o =" 3ﬂ r] |’] r] r] I’] I’] ormd

Display and deconvolution of SIM images

A simple, yet at the same time naive, representation of a SIM reconstruction in
frequencydomainwould be the sum over the bagifted spectrdYy; @ amp :

h h
Y k) Yi ® amp Yat) Y@ amp i0 (57
h h
Just as with widdield images, the attenuation by the OTF in each band can be partially
compensated for SIM images by means of deconvolution. A simple division of the bands
by the OTF and the intensit¢) however, would unintentionally strongly amplifiye
noise. To circumvent this problem, the Wiener filtering from(&§) can be used, which

allows the SIM reconstruction to be represented as follows:

B M vi e oap tOUY®@ A
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Herel is the Wiener parameter which describes the sigimahoise ratio based on
Gaussian noise and must be chosen accordingly. The Gaussian noise is a sufficient
approximation for the dominatin§oisson noise if the sigrn#b-noise ratio is sufficient.
Often,"Y ® is further multiplied by an apization functiond @, which serves

to reduce the ringng artifactsof the first side maxima of the SIM P&#g(rel15b) and

make the filtered SIM reconstruction look like a witkdd image with more resolution

[194]. One of several possibilities for'® is:

k)
P 5 L 98
In particular, this minimizes the noise in the reconstructed images. This ultimately leads
to the superresolved standard representation of SIM reconstructi{8%194}

Y s® Y Bio ® (60)

Filtering of SIM data is also possible with other filters (e.ghdRisonrLucy
deconvolution eq(40)) and can be a better or nicer representation, depending on the
case[196]. The representation and filtering of SIM reconstructions are constantly
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developed further whereby today among other things special rélteor SIM (e.qg.
Hessian filtering197]), different reconstuaction algorithmg198,199] and tools for the
quality analysis of SIM reconstructions are avail§b0g].

The reconstruction procedure presented above can be performed among dks
203]with the software "fairSIM[193]. In addition to the reconstruction algorithm, this
software contains many other features, such as estimatibthe parameters required
for the reconstruction from the raw imag§$99,204]

Figurel6: SIM compared to widéeld and Wienefiltered widefield

Actin cyteskeleton of U20S imaged at approziely 525nm fluorescencf©3] using a (threebeam)
DeltaVision OMX v4 SIM microscope reconstructed via fajt9B}l widefield (a, d), Wieneffiltered wide

field (b e), and SV reconstruction (d) inthe spatialdomain(a-c) and frequencgiomain(d-f). In the spatial
domain it can be seen how the SIM reconstruction can resolve structures not seen in tHeeobjder
Wienerfiltered widefield. The frequency space of thededield initially appears to be larger than that of

the Wieneffiltered widefield, but these regions are above the -oiit frequency in the widéeld and
therefore contain only noise and no sample information, which is why they were specificallg diiia

the Wieneffiltered widefield. The frequency space of the SIM reconstruction is significantly larger than that
of the widefield or Wieneffiltered widefield.

Besides the Gustsgon & Heintzmann approach of SIM microscopy presented here
[33,47] deconvolutiorbased approaches also exig§P05]. These often work with
numerical, iterative solvers to obtain additional sample information, given a known
structured illumination. Methods that work with unknown structured illuminations are
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called blind SIM206]. The use of neural networks in recent research has significantly
improved the quality of SIM reconstructiorsspecially in terms of noi¢07].

lllumination and pattern generation

Usually, the illumination patterns required for SIM microscopy are generated by the
interference of two Figurel7b) or three Figurel7c) mutually coherent laser beams

within the sample[33,208] This allows the generation of high contrast (modulation

depths) sinusoidailllumination pattern, whic are desirable for good reconstructions

with few artifacts[48,199] Usually, the illumination of the sample takes place through

the objective through which the fluorescence is also codldcFor this purpose, two or

three coherent laser beams are focused into the back focal plane of the objective in

such a way that they interfere with each other in the sampler twobeam SIMthe
spatialwavelength of the pattern produced in the sampdegiven by the wavelength
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Similar to the Abbe limit for detection, the NA of the objective lens limitssibatial
wavelength of the pattern generated in the sampla generate the focused spots in
the back focal plane,ften optical gratings or spatial light modulators (SLM) ased,
on which a grating is displayed, which are irradiated by a collimated lsseFigure
17a). The resulting diffraction orders are coherent with each other andeasvllected
by a lens (L1) and focused as a Fourier pl&itering with a Fourier mask can be used
to filter out all unwanted diffraction orders if required, for example when using binary
SLMsthat produce spurious interference ordershe filtered Fotier plane of the
focused coherent beams is then projected through a telescope (L2, L3) into the back
focal plane of the objective, producing the desired pattern in the sample by
interference. The pattern generation in the sample can alsaubderstoodof as a
Fourierfiltered mapping of the grating into the sample. To obtain a pattern with the
highest possible modulation depths (contrast), the polarization of the individual beams
must alsobe controlled so that the polarization of the beams in the samgpleleally
parallel to each othef209,210] The achievable resolution increase can be calculated
from the wavelength of the pattern in the sample and the wlangth of the
fluorescence:

(62)
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Figurel7: SIMMicroscope

(a) Schematic setup of a tAmeam SIM microscope. The collimated coherent excitation laser is directed at
areflective grating or SLM at the smallest possible angle. The diffraction orders produced by theograting
SLMare focused into the Fourier plabgthe lens L1. All diffraction orders except th#and +%! (and Oth

for threebeam SIM) are blocked b Fourier filter. Through the telescope of L2 and L3, and the two
dichroic mirrors DC1 and DC2, the filtered Fourier plane is projected into the back focal plane of the objective
lens The objectivéenscollimates the two focused beams from the back fgtane so that they interfere

with each other in the sample plane, producing a sinusoidal intensity distribution. The fluorescence is
collected by the objectiens separated from the excitation light using the dichroic mirror DC2, spectrally
cleaned bythe detection filteDF) and focused onto the camera chip usingtilitee lens L4. For reasons of
polarization conservation, a dichroic mirror DC1 (same batch asde€Zectior.l)) is used between L2

and L3 to deflect the excitation beams. (b) Exposure scheme for-aesm SIM microscope. By focusing

two coherentbeams into theuter back focal plane of the objectivibey interfere collimated in theample

plane. The result is a laterafiyiresinus patternonly the fundamental frequencwhich has no modulation

along the optical axis. (c) Exposure scheme for a thezen SIM microscope. By focusing three beams (two
outside, one centerd) into the back focal plane of the objective, they interfere collimated irséineple

plane. A sinusoidal pattern of two frequencigsndamental& first harmonig in a 1:2 ratio is created
laterally. In addition, there is an axial mddtion of the pattern along the optical axis.

Modern SIM microscopes use both gratings and SLMs for pattern generation.
Mechanical gratingf33] (e.g. made of glass) are efficient in light yield for the desired
diffraction orders, but unlike $ds have a fixed grating constant, orientation, and phase.
Therefore, the use of mechanical motion to adjust these quantities during operation is
necessary. Spatial light modulators (SLMSB] can circumvent this problem. They
have a pixel structure and can adjust tfisplayed gratings without mechanical motion.
SLMs for pattern generation in SIM microscopy are further subdivided. Liquid crystal
displays (LCDs) assign a freely selectable phase shift to each pixel. Binary LCDs such as
Ferroelectric Liquid Cristal oni&in (FLCo$37,88]can only assign two different states
(phase shifts) to each pixel. This makes them less efficient in light output for the desired
diffraction orders, but much faster than LCDs (<400us switching dgde§3,211]

51



FLCoS SLMs also do not allow continuous display of patterns, esat displayed
pattern must be rebalanced by the negative of the pattern within a few milliseconds,
which is an undesirable drawbadkor Digital Micromirror Devices (DMDE12], the
pixels correspond to small micromirrors that can flip between two orientations. The
resulting jagged surfacef ®MDs leads to the scalled "blazed grating effect” and
therefore makes them problematic, especially when using multiple excitation
wavelengths. Nevertheless, DMDs are interesting, especially for-shiggd SIM
microscopes, due to their very high spee@%0um switching cycle) and comparatively
low cost.

Optical sectioning an@D SIMmicroscopy

Fromsection2.1.3we know thatan ordinaryincoherent widefield OTF has a smalled
missing cone for lateral frequencies close to zero FEgarel8a,b). By illumination with
SIM patterns, the widdield OTF4 copied laterallyglong™Q) in the frequencydomain

and shifted to the positions of the SIM delta peaks, which increases the effectively
usable frequency space and thus the achievable resolutidhe illumination pattern
chosen for the twebeam SIMcorresponds tahe maximumresolution increase by a
factor oftwo, missing conesppearsfor lateral frequencies near zero as well as near
the widefield cutoff frequency (sed-igurel8c).If, on the other hand, the resolution
increase is chosen to be slightly smaller than the maximum factvafthe copies of
the widefield OTF caused by the SIM illumination are not shifted quite so far outward.
As a result, the widdield and SIM OTFs then overlap, avoiding the missingsqsee
Figurel8d). During reconstruction, the algorithm can be adjusted accordingly with a so
called OTF attenuatioor notch filtering(seeFigurel9 & Figure20), so that frequencies
lying in the missing cone of the widield are not filled with information from the wide
field OTF, buwith information from the SIM OTF. This allows better axial resolution
along the optical axis (optical sectioningprthree-beam SIM, there is an additional
harmonic {  ¢). In addition to the laterally shifted copies of the wifield OTF, the
three-beam SIM OTF also has axially shifted copies Fsgere18e) [34]. Thus, the
missing cones from (c) are filled and disappear. Thus, with the theaen SIM, even
with full lateral resolution increase by a factortefo, a higher axial resolution (optical
sectioning) can be achieved than is possible in ¥ield or withtwo-beam SIM.

Threebeam SIM is generally more suitable when axial resolution is important. However,
this usually involves more complicated opttechanics and is slower due to the 15 raw
images required per z slice, instead of 9 for #aeam SIM. Also, ¢ine zstacks of the
sample must be acquired with 15 images per slice, respectively, which also takes time
and exposes the sample to more excitation light in terms of phoxicity. Therefore,
two-beam SIM microscopes are particularly useful for obserfaisigdynamic processes

in living cells.
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Figurel8 ThreedimensionaSIMOTF

(a) Schematic representation of the scope of a thtiseensional OTF (blue) and the missing cone (red). (b)
Exemplary representation ofreal OTH100]. (c) Schematic representation of the scope of albwam SIM

OTF with the maximunincreasen resolution by a factor of twoThe widefield OTF (blue) is copied by the

SIM illumination to the SIM delta peaks (magenta dots) resulting in the SIM OTF (beige). A missing cone is
produced not only for lateral frequenciesameero, but also for lateral frequencies near the wieél cut

off frequency. (d) Schematic representation of the scope of éoeaon SIMOTF with a resolution increase
slightly below themaximum factor of twoBecause the widield and SIM OTFs nowaslap, the missing

cones disappear. The magenta dashed circles indicate the position of the delta peaks (magenta dots) from
(c). (e) Schematic representation of the scope of a thesen SIMOTF with the maximum resolution
increase ofwo. The widdfield OTF is copied not only laterally but also axially to the magenta points. This
results in no missing cones, which is why the sectioning, i.e. the axial resolution, is generally better with the
three-beam SIM than with the twbeam SIM.

In addition to the preiously mentioned possibilities, it is also possible to combine TIRF
(section2.1.4 and twebeam SIM to form TIREIM[213,214] in which the two SIM
beams for pattern generation both totally reflect at the interface between cover glass
and sample. This limits the penetration depth of the illnation pattern to about 100

nm within the sample, thus defining the axial resolution. A combination of light sheet
microscopy with SIM has also already been demonstrated to improve optical sectioning
[215]. SIM, with an appropriately designed microscope, even allows the detection of
multiple zsections in parallel, making the acquisition ftacks much fastgf16,217]
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Figurel9: Optical sectioning in SIM images, with a standard SIM pattern

U20S cells stained with Vybrant Oigell membrang excited at 631 nm. Raw images (a) show a fine SIM
pattern, with a pattern spacing of 305nm (Abbe limit approx. 265nm for 700nm emission), the widefield
image (b) hints at significant owtf-focus backgrand. A SIM reconstruction without OTF attenuation (c)
shows severe owdf-focus artifacts, but also a reconstruction using OTF attenuation (d) still shows
patterning artifacts that are likely due to owf-focus background not being sufficiently suppressescthe
overlap between SIM bands needed for this to work is too lowHigeee20 for increased overlap by using

F 021 NESNJ { La LJ (Fig&étgkéndroni dddplibkcatidd].NJ mn > Y ®
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Figure20: Optical sectioning in SIM images, with an optedizcoarse SIM pattern

U20S cells stained with Vybrant Ojgell membrang excited at 631 nm. Raw images (a) show a coarser

SIM pattern, with a pattern spacing of 360nm (Abbe limit approx. 265nm for 700nm emission), the widefield
image (b) hints at signifant outof-focus background. A SIM reconstruction without OTF attenuation (c)
shows noticeable owtf-focus artifacts (but less severe thanRigurel19, hinting at mege OTF overlap
between the SIM bands) and a reconstruction using OTF attenuation (d) quite successfully suppresses
artifacts that usually arise from owdf-focus light. When directly comparing the raw data (a) and the
reconstruction with optical sectioningl), it also becomes very apparent that background is removed in
regions where the raw data shows less or (to the eyes) no SIM pattern modulation. This is expected, as
regions with ouof-focus background still receive SIM modulated excitation lightgusiherent excitation,

the pattern is stable over a wide axial range), but-ofifocus detection does not have enough resolution

to still show this pattern. Using the OTF attenuation, this allows to remove such background contributions,
andleadtotheddd Sy SR | NBI a 20 aS NIISdqire faken floR oudpulflictidd]S o I NJ mn
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2.3 Mesaoscopic imaging with opticaprojection tomography

After the previous introduction to superesolution microscopy, it might almost seem
that it is always about obtaining even higher resolution images of biological samples.
However, better resolution usually comes with a smaller Field/iefv. In optical
microscopyand nanoscopythe sample size is usually between 100 pm and 1 mm with
resolutions from 5 um down to a few nanomet€al8]. Especially when imaging
comparatively large biological samples (e.g. whotientorgans), superesolution and
classical microscopy methods thus reach their limits.

The counterpart tomicroscopy for small samples are the macroscopic three
dimensional imaging technigues, such asa)X computed tomography (CT96,67]
positron emission tomography (PHZ)9]and magnetic resonance imaging (Mgg],
among others. Usually, these methods ased for diagnosis in medicine and can image
the whole human body. Depending on the respective method, different levels of
specificity and resolutions between 0.2 mm and 8 mm can be achjezéd

The range of threelimensional imaging techniques between microscopic and
macroscopic techniques is called mesoscd@al]. The two besknown techniques are
micro-CT[222] and micreMRI[223] with resolutions down to about 50 uif220]. Due

to the different contrast mechanisms, the techniques have different specificities in
imaging. Both techniques have applications in in vivo veterinaegicine, including
small animal cancer researd224]. Other representatives of mesocopy include
functional ultrasound imaging[225], optoacoustic tomography[226,227] and
bioluminescence imagin@?28].

Lightsheet microscopy[229] or Ultramicroscopy [230] is the most widely used
technique of mesoscopic fluorescent imaging. Here, a thin light sheet is used for
fluorescence excitation in (usually) optigaltransparent samples, whereas the
fluorescent light is collected perpendicular to the light sheet. While the field of-light
sheet microscopy is more concerned with increasing resolution towards super
resolution[215], the efforts ofUltramicroscopyare to develop imaging capabilities for
small animal$231¢238]. In some cases, cellular resolutions can be achi§2&4].

Optical projection tomography (OPT) is a solid alternative to Ultramicroscopy and is
based on the same principle as computed tomography [f5]) The main difference

lies inthe wavelength of the electromagnetic radiation used. CT usey¥(10 pm to

10 nm), whereas OPT uses visible light (400 nm to 700 nm). The technique was
developed in 2002 for 3D imaging of mesoscopic samples (5 20mm) by James
Sharpe[240]. The achievable isotropic resolution of centimesized samples is down

to 6.8 um[77]. Fluorescent dyes can be used for specific contraf2i@). OPT has been
successfully applied to observe the zebrafish vasculature in[244. Furtrermore,
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mouse pancreas, mouse brain neuroanatomy and mouse embryos could be examined
[76,24Z245].

To obtain an OPT image itriecessary to take projections of thensparentsample
from all directions with respect to one axis of rotation. In medical CT, the detector is
rotated around the patient for this purpose. In OPT, on the other handtrtmesparent
sampleis usually rota¢d with the help of a motorized stag246,247] In practice, 400
[240] to 1200[245] individual projections are acdied for this purpose, representing
the raw data.Final OPT images are usually computed using filtered-exj&ction
(FBP)f the raw data[248]. However, there are also more advanced approaches to
reconstruct the raw dat§249,250] Since biological tissue is generally tainsparent
(10-20 pmpenetration depthfor light [221]), samples are often cleared using organic
solvents to minimize the scattering and absorption of ligi#,251]

2.3.1 Transmissiorvs. emission OPT

Basically, there are two differ¢ physical mechanisms how the contrast of the
projections (raw data) can be generated. In transmission OPT (tOPT), the sample is
homogeneously irradiated with light. The shadows cast by the absorbing tissue generate
the contrast, similar to Xay or CTacquisitions The tissue of the sample absorbs the
radiation from the light source. LambeBeer's law describes the absorptian of
radiation (e.g. Xay or light) when passing through a medium with the material and
wavelength dependent absorption coeficit Awith the thickness1[252]:

.. 0
o) IICTO Ad (63)

Here with the radiation intensitjOin front of andCbehind the medium. In emission
OPT (eOPT), the sample is illuminated homogeneously with fluoresegniting light,

but here the contrast is created specifically via fluorescent dyes or autofluorescence,
comparable to emission computed tomography.

2.3.2 Tomogmaphicreconstructionfrom projections

This sectiond.3.2Tomogaphicreconstructionfrom projectiong is largely based on the

lecture "Reconstruction from parallel projections and the Radon transform" by Richard

J. Radke, Professor in the ECSE (Electrical, Computer, and Systems Engineering)
department at Rensselaer Polytechnic Inge (RPI) in Troy, NY, URA3].
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In order to understand how an image of a 2D obj&dfw can be reconstructed by
taking multiple (400 1200) 1D projections of the object, it is first important to describe
the projection itself mathematically (sdeigure21). Usually, straight line equations in a
two-dimensional coordinate system are described as follows:

AR ATANA) (64)

However, if you want to describe a line using polar coordinates,the arbitrary
projection angle—and the distance of the line to the origipthe folowing equivalent
form can be used:

WAT S WOE+ o (65)
Radon transform

Each value of a projectian 0 can be described as a line integral of the obj&xt
along a straight line (e65)) using the Diradelta function] and is called Radon
transform:

0 o Qo t) GAT 6 OOE+ 0 QQw (66)

This was introduced in 1917 by Johann Ra@%4], who also provided a formula for
the inversetransformation.

o

Figure21: Projection as Radon transform

Schematic representation of the projection at anglef a 2D section aén object"Qafty (ShepgLogan
phantom) by line integralsFigure created using the Radon Transform Fiji pl[&5H6].
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A simple but at the same time naineethodfor the inverson the projection or Radon
transform is the direct imerse Radorransform This simply copies the values of the
projectiond o (Figure22a) to all locations of the corresponding straight linEgg(re
22b):

Q o 0 AT S WOE+ (67)

Since all depth information along the projection kr{eq. (65)) is lost when taking the
1D projection of a 2D object, it can only be recovered bagkprojecting many
projections from different angles. This is the reason why so many images (200)
are needed to produce aatisfactory baclprojection. The projection® and 0
taken at 180° to each other logically contain the same information:

6 o 0 o 69)

Therefore, it is sufficient to sum up or integrate the bgckjections over a half circle,
which leads to the direct inversion of the Radon transform:

Qo 0 AT S OOE+ Q— (69)

Fop(X/¥)

Figure22: Direct hverse radon transform unfiltered backprojection

Threeacquiredprojections (a) for— ¢ 1@ ¢ fpJy midenerate via the direct inversion of the Radon
transform, the unfiltered backrojection (b). Each projection is copied along the direction of its acquisition
throughoutthe entire depth of the reconstruction space. The unfiltered dpagjection (c), okdined from
180raw projections withl® step size, produces a blurred image ofdhfect Figure created using the Radon
Transform Fiji plugif255].
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As can be seen iRigure22c, an image of the object can be reconstructed via the
(unfiltered) backprojection. However, this image is vesiurred, which leads to a kind

of halo around theobject and prevents fine structures (high spatial frequencies) from
being visible.To reduce these unwanted effects, the filtered bgrkjection, which
includes an additional filter step, is a good meth®He central slice theorem is essential
for this.

Central slice theorem

As shown below, the central section theorem (also called Fosgliez theorem or
projectionslice theorem) states that the 1D Fourier transform of a 1D projection
corresponds to a 1D central section through the 2D Fourier image@dobjecf{256].

The 1D Fourier transform of a 1D projection o is:

0 Q Qofo t] WAT 6 OOE+ 0 QaRwQ Qo (70)
Qoo 1 AT © WOE+ 060Q NoQ@®w (71
Qa0 Q@ (72)

By a change to the following polar coordinates in Fourier space
N ATS and © OEF
(73)

with @ Q@ Q@ and — AOAGAI

it becomes clear that the Fourier transform of a projection (Radon transform)
corresponds to a central section with angldn the Fourier space of the object (see
Figure23a,b):
0 Q "Qafwo tQ Q8
(74)
QO QAT -OhOEH
If many projections of the object are taken at different angleshis results in just as
many central slices of the Fourier space belonging to the object, which all intersect at
the origin. The information density is thus very large for low frequencéss Q T,
while it decreases outward for high frequencies ($&égure23c). For this reason, the
unfiltered backprojection appears blurred (seéigure22c), which can be avoided or
reduced by an appropriate filtering.
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Figure23: Central stie theorem
(a) One projection at angleas Radon transform 6 of the Shepg.ogan phantom. The Fourier transform
of 0 0 corresponds in Fourier space (bjte centralslicewith angle—By taking many projections (Radon

transforms) at different angles-the Fourier space (c) can lieetl up with centratlicesHere it is noticeable
that the data density in the center is much higher than at the outer region

Filtered backprojection

Via the inverse Fourier transform, the object can be reconstructed from the Fourier
image"QQRQ :

"Qaftd "0 QRQ tQ adQ do (75)

Due to the polar coordinates in Fourier space (€8)) applies:

dgoado o — (76)
This transfers ed75) to:
Qo AT OO EF tQ Mo— (77

Using the Fourieslice theorem (eq(74)), this leads to:

"Qoftd 0 QfQ e — (78)
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Equivalent to eq(68) is also valid in Fourier space:
0 Q 0 T (79)

Therefore, eq(75) can also be written as follows:
"Qaid S QtQ NQ— (80)
With the equation of straight line5) this results in the filtered baefrojection:
QG S®W tQ Qo— (81)

The integral ovefQis here just the inverted Fourier transform @f "Q multiplied by

the filter function S (called RamLak filter). Since in practice not infinitely many
projectionsd are available for a reconstruction with the filtered bamlojection, gaps

in the Faurier space still occur for high frequenciésee Figure 23c). These cause
reconstruction artifacts which can be reduced by attenuating high frequencies of the

filter functionSG° SEQQ:
QW @O0t QitQ Qo— (82

The ShepiLogan filter with'QQ | "Q& dQis often used to attenuate higher
frequencies (se€igure24).
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Figure24: RamlLak vs. Sheppogan

When comparing the two filter functions, it is noticeable that the SHeygan filter attenuates the high
frequencies comparedtthe RardLak filter. This reduces possible high frequency reconstruction artifacts
that can occur with the filtered bagkrojection.
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Practical implementation

Based on eq(82), the following algorithm can be formulated for the mathematically
correct reconstruction of an object via its projections:

1. Calculation of the 1D Fourier transfoin ‘Q of each projection) 0
2. Multiplication with the filter functionsQQ

3. Calculation of the inverse 1D Fourier transform

4. Integrate (summing up) over all angles to get the objecto

Socalled sinogams havestablished themselves as a representation of all 1D
projections of a 2D object. They have the respective projection argiethex-axis and
the projection coordinated on the y-axis. Figure25a shows a 2D object whose 1D
projectionscan be seeis a not yet filtered sinogranfigure25b) and filtered sinogram
(Figure25c). The baclkrojection of the filtered projectionsHigure25d) resuls in a
sharp and norblurredimage of the objectRigure25a) compared td-igure22c.

At At

C d
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> >

Figure25: Main reconstruction steps of the filtered baatojection algorithm

The2Dplane of theobject(a) isacquiredvia projectionsRadontransforms) from all angles—Each of these
1Dprojections is then mapped into a matrix called a sinogram (b). This sinogram is then filtered (c) column
by columrwith a filter (in this case RamLakfilter) in the Fourier domain. The bapkojection of the filtered
sinogram yields the filtered bagkojection (d), which corresponds to a comparatively sharp representation

of theobject Figure created using the Radon Transform Fiji plug[2%%]

Sinces® s valid forQ 1 the DC value of the filtered bagkojection is lost. This
means that the brightness scaling of each filtered backection must be chosen
freely. This becomes problematic if reconstructions are to be compared with each other,
as is he case, for example, with the reconstruction of 3D objects.

Projections of 3D objects are twdimensionaland can be considered as a string of 1D
projectionsof crosssectionsalong the rotation axis. For example, the rotation axis of a
3D object could balong they-axis in space. For captured 2D projecti@ffigure26a),
each row of pixels (in thedirection) then corresponds to the 1D projection of ax2D
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crosssecion of the object at locatiory. Thus, for each pixel row asinogram(Figure

26c) and reconstruction(Figure26c) of an xz crosssection of the 3D object can be
created independently of the other pixel rows. Stackingtherosssectionsn an image

stack then results in the reconstruction of the entire 3D obj€agure26d). In order to

be able to compare e.g. two neighborirgcrosssectionsit is necessary to match the
brightnesses of the reconstructions (e.g. by histogram matching algorithms, see section
4.2).

Figure26: Reconstrution of threedimensional samplega filtered backprojection

The projections taken from the sample at different angle®sult in a stack of projections (a). This is
transformed into a stack of sinograms (b). Each sinogram belongs to a pixg) tiiéhe projection stack.
From this, a virtual crossection through the sample can be calculated using filtered-pealection. The
result is a stack of cross sections. This can be used to createdthreresional models and visualizations.
Like for examig in this case a maximum intensity projection (d).

The filtered baclprojection presented here is based on projections with parallel beams.
However, modern CT systems do not use parallel beams bealkd fan beams, for
which the filtered backprojection must be adapted accordingl®57].

2.3.3 Depth offocus and resolution

OPT systems are basically wiiEdd microscopes (see secti@nl) with a comparatively
small numertal aperture (NA). This is necessary because the point spread function (PSF,
see sectior?.1.2 must be extended along the optical axis so that it roughly correspond
to the sample thickness. This @ssential because otherwise the conditions for
tomographic reconstruction (see secti@rB.2 are not given. The extended PSF can b
considered as the line integral of the Radon transform (66)) through the sample,
which is ultimately detected by a camera pixel. The extent of the PSF along the optical
axis is called depth of focus (DOF) and can be defined as f¢A68}s

00 "0¢ = Q < (83

00O UtooO
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Here with the refractive index of the surrounding sample medium, the (emission)
wavelength_, the pixel sizéQof the detector and the magnification of the optical
imaging systerd . For projected pixel sizes (sampling rates) below the Ny@hiahnon
sampling theorem (eq31)), the DOF can be approximated as foll§R&9]:

00708 i- (84)
T00

The thicker the sample to be examined, the larger the NA must be selected. This is at
the expense of the achievable resolution (see secfidn? [259]. Howeverthe DOF
can also be set to about half the sample thickness. The focal plane of the objective lens
must then be placed in the center of the front half (1/4) of the sample. However,
projections must then also be taken along a full 360° rotation, insteach@f180°
required according to eq82) [260]. This allows the NA to be chosen larger, increasing
the achievable resolution. In practice, the NA can be set by the radifign aperture
in the back foal plane of theobjectivelens with focal lengtfiQIt is important to note
that the smaller the aperture is chosen, the more light is blocked, resulting in less light
reaching the detector (camera chip), which results in a poorer stgrabise ratio.In
paraxial approximation, the NA can be determined as follows:

66 (85)

For the DOF and the achievable resoluf@tine following expressions result:
00 0O¢ t-— and Q — (86)

Over the range athe DOF along the optical axis, it is imperative that the magnification
remains constant, otherwise the acquired projections will not satisfy the Radon
transform This property of an imaging system is ahtielecentric. This can be ensured
by positioning the aperture diaphragm in the back focal plane (Fourier plane).

2.3.4 Image artefacts

The filtered baclprojections of OPT images can be afflicted with various artifacts that
degrade theguality. For example, it is important that each projection is taken under the

same lighting conditions. Otherwise, unequal weighting of the projections will occur,
resultingin shadowing of the reconstructed image$1]. However, by using LE[262]

with high quality power sources, fluctuations of the light source can be avais].

In fluorescence (emission) OPT, photobleaching of the fluaymgs additionally occurs,
which also results in shadelike artifacts in the filtered bacgrojections[261]. This can
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be avoided in the pogprocess before reconstruction by exponential brightness
correction. However, an increase of the noise level musadeepted.

Norruniformities in the photon response of the camera pixels lead to concentric ring
artifacts in the reconstructiong261]. These can be circumvented mainly by choosing a
high-quality camera (e.g. SCMOS, see secfoh4). Possible hot or cold pixels should
be filtered out in the acquired projections during pgsbcessing. Median filters or
binning can be used to reduce pixel variations, but with regard to the iSty§hannon
sampling theorem (eq(31)) a loss of resolution may occur. The edges of the camera
chip (or the selected region of interest) also produce concentric rititaets on the
outside, but these can be eliminated by subtracting a reconstruction without a sample
[261].

The positioning of the center of rotation for the filtered baatojection is of major
importance. If this is not precisely matched, shaddwe smearing arfacts will occur
[261]. To avoid this, reconstruction with different centers of rotation with the goal of
minimal variance in the reconstructed image is a good option. Furthermore, there are
correlationbased approaches that can determine the centerrofation from the
acquired projections.
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3 DMDbasedcoherentSIMmicroscopy

This section3 DMD basedcoherentSIMmicroscopy) and its subsections arbased in
major parts on the following publicatien

Markwirth, A.,Lachetta, M, Monkeméoller, V., Heintzmann, R.,
Hubner, W., Huser, T., & Miller, M. (20Mglecrate multicolor
structured illumination microscopy with simultaneous riiale
reconstructionNature communications,0(1), 11.

Lachetta, M, Sandmeyer, H., Sandmeyer,3chulte am Esch, J.,
Huser, T., & Muller, M. (2028imulating digital micromirror
devices fopatterning coherent excitation light in structured

illumination microscopyPhilosophical Transactions of the Royal

SocietyA,379(2199), 20200147.

Sandmeyer, A.1,achetta, M.* Sandmeyer, H.,Ndner, W.,
Huser, T., & Mler, M. (2021)CostEffective lve Cell Structured
lllumination Microscopy with VidelRate ImagingACS Photonics

8(6), 16391648 (*equal contribution)

Lachetta, M, Wiebusch, G., Hubner, W., Schulte am Esch, J.,
Huser, T. & Muller, MDual color DMESIM by temperature
controlled lasewavelength matchingOptics Expressccepted
submitted September 2021.

SIM is based on the spatial modulation of fluorescence excitation light, which is
achieved by the targeted interference of coherent laser beams in the sample plane
[195]. For this purpose, spatidjht modulators (SLMs) are often used as robust and fast
electronically controllable grating85]. In paricular, for highspeed SIM, the use of
ferroelectric liquid crystal on silicon SLMs (FLCoS) is very poje2#3,86;89].
However, their main drawbadk, the necessary compensation of each pattern shown
by the corresponding negative, which limits illumination and system timing. In addition,
FLCoS SIM systems are oftess coseffective and only available in a limited number

of models androm currently one manufacture(Forth Dimension Displays)

Digital micromirror devices (DMDs) form a special subcategory of SLMs based on a pixel
array of electremechanical micromirrors. These can tilt between two predefined states
(e.g.x12° tilt angle[264]), allowing them to steer and modulate light. Compared to
other SLMs (such as FLCoS), DMDs are widely available in various versiens, cost
effective, extremely fast (10 kHz switching time) and, depending on the coating
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insensitive to light polarization. Therefore, they are popular not only in consumer
electronics such as video projectors, but also in scientific applications such as SIM
microscopy49,265%,268]. Choosing a relatively small pixel size (<10 um) from the wide
range of DMD modslenables compact designs of SIM systems that are less complex
and significantly less expensive compared to similarly fast FLCoS systems.

When using coherent light sources (lasers), as is usually the case for SIM, DMDs have a
disadvantage that cannot be gkected. Due to the tilted micromirrors, DMDs have a
jagged surface, which introduces the-called blazed grating effect (BGEP,91]

Unlike other SLMs, when designing a DbH3ed SIM microscope, it is inmpent to
understand and consider the BGE. Otherwise, an asymmetric intensity distribution will
occur in the Fourier plane, resulting in poor interference contrast for pattern generation

in the sample plane.

Within the scope of this thesisnhiorder to understand the BGE, DMDs were
mathematicallymodeled, and different approaches were developed to simulate the
diffraction patterns (Fourier plane) generated by coherent ligite evaluation of the
simulation results allowed to first design anptimize a fastcompactand costeffective
one-color DMDSIM microscopeThis setup also has the capability for instantaneous
parallel GPtbased reconstruction of the raw images into supesolution SIM images
that can be displayed in real time, duringcaisitions To enable this, the operating
software of a FLCoS SIM microscope was adapted and ported accordaggy. on the
simulations, it was subsequently possible to find setup configurations that enable
multicolor SIM microscopes with a DMD as SOMis could be demonstrated by
extending theone-color DMDSIM microscope to two colors.

3.1 Coherentillumination of DMDsand blazedgrating effect

3.1.1 Description of the blazed grating effect

To obtain an ideal interference contrast (high modulation depths) engdample plane

of a twobeam SIM microscope, the two laser beams interfering in the sample should
have the same intensity (and polarization). Otherwise, poor interference will occur,
resulting in a superposition of the sinusoidal pattern with a constaisedf As a result,

the signal to noise ratio (SNR) of the reconstructed signal drops, as it is directly linked
to the modulation depth of the SIM pattern. Thissultsin a poor reconstruction with
undesirable artifact$48,199]

When using incoherent light (e.g. an LED) with DMDs, the interference effects of the
phase shift produced by the micromirrors can be neglected. Thus, the DMD can be
considered as a reflective amplitude modulating SLM for the incoherent [242%
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When coherent light (laser) is used, the DMD narlonger be described as amplitude
modulating, but must be considered as a phase modulating SLM. Unlikbas€®
SLMs, the phase shift of DMDs is not constant over a pixel, which is ultimately the cause
of the BGE. A ondimensional description of the@®E can be traced back to Harvey &
Pfisterer[90]. However, due to the twalimensional nature of DMDs, this model needs
to be extended. Texas Instruments (a large manufacturer of DMDs) provides a white
paper that serves as an introduction to the BiGEthe use of DMDs with lasef269].

In parallel with this thesis, a (sefanalytical framework for modeling DMDs was
developed by Brown et a)270]. This is based on the same physioaldel describing

the interaction of electromagnetic waves with the DMD surface. The results shown in
this thesis are consistent with those of Brown etf{2¥0].

Briefly and illustratively, the BGE arises from the fact that the entire diffraction pattern
of the DMD results from the superposition of an envelope with the grating diffraction
(seeFigure27), similarly as it is the case in thébungdoubleslit experiment. The
envelope corresponds to the diffraction pattern of a single micromirror Esgere27b),
whose intensity distribution in the far field can be described simplifieddaycafunction
[269]:

. 0. .. OET=0E+
O— i @ “—O0E+ (87)

_ «LOEF

Here with—as observation angl&) the slit widthrespectively thanirror edge length
FYR < & ¢ @héréightlTe @afing diffteBtion splits again into the
native diffraction orders and the diffraction produced by the displayed patterns. The
native diffraction orders result from the native grating structure of the DMD with the
pixel pitch as the grating ostant (sed-igure27a), while the diffraction pattern of the
pattern displayed on the DMD forms around the native diffraction orders Esgere
27d) [271,272]

The positions of the envelope and the native diffraction orders both depend on the
angle of incidence, but they do not move congruently to each other. The position (of
the center) of the envelope results from the reflection at the surface of a micromirror
and depends on the angle of incidence and the tilt angle of the micromirrors. Therefore,
there is an envelope for both the ON and OFF states of the micromirrors. The positions
of the native diffraction orders result from the interference of all micromisror
(independent of the OMNDFF state), which can be described as diffraction at a reflective
grating and thus depends on the angle of incidence, the pixel pitch (grating constant)
and the wavelength. This has the consequence that the center of the envelaopest
cases does not coincide with the position of a diffraction order, which then in turn has
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the consequence that the diffraction images of the patterns displayed on the DMD show
asymmetric intensity distributions (séegure27d). When using a DMD as SLM in a SIM
microscope, this effect is undesirable. Therefore, the blaze condition must be fulfilled
when using DMDs in SIM microscopes. The blaze condition isduffilles center of the
envelope coincides with the position of a native diffraction order. Since the pixel pitch
and tilt angle for a DMD are usually constant, the angle of incidence and wavelength of
light remain as adjustable parameters to satisfy thezbl condition.

N

Figure27: Simulatedblazedgrating effect of DMDs with coherent light

(a) Diffraction image of the native DMD grating without consideration of the envelope. (b) Diffraction image

of a single micromirror (envelopig)the "on" position on the DMD. (c) Diffraction image of the native DMD

grating resulting from multiplying (a) with (b). (d) Diffraction image of the DMD integrated over typical SIM

patterns (inlays) for three SIM angles. All diffraction images shown iraréogarithmic intensity

representation and were simulated by using 50 x 50 micromirrors at 631 nm wavelength using parameters

2F¥ GKS 5[ttt [ AIKG/ NI Fi 9268 Thepaser beant Bits th&MDLsyrtade NHzY Sy (i & |
perpendicularly o 7 1)1 The diffraction images have a field of view of 17.5° x 17,8 (

o B ¢ v).Jimages (&) were simulated using the grating approach, while image (d) was simulated

using the analytic phase shifting appitaFigure taken from our corresponding publicatj6g].
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3.1.2 Theblazed grating effect in the laboratory

To approach the BGE from more thjast the theoretical sidemy colleague Dr. Alice
{FYRYS&8SNJ YSI adz2NBR GUKS yIFiAZBS RAFFNI OGAZ2
6500 atvariousangles of incidence{gure280 @ { Ay O0S GKS 5[ tt [ A3IK
many other DMDs, has the tilt axis of the micromirrors along the diagonal, the DMD was
rotated 45° so that the incident and emergent angles are parallel to the optical table.

The angle of emergenteof the brightest diffraction order (main order, mathematically

4™ diffraction order along the 45° diagonal) of the DMD and the intensity of the four
nearest diffraction orderss{deorders, sed-igure28b) were measured. It was observed

that the intensity of the side orders changes asymmetrically when the angle of incidence

| is varied (sed-igure28c,d). For theOFF statet | ¢ ® J p & nearly symmetric

intensity distribution of the secondary orders is obtained (blaze condition fulfilled). For

the ON position, no clear incident anglecould be determined under which the&de

orders show a symmetric intensity distribution. The anglermoktrgencé of the main

order changes almost linearly as a function of the angle of inciderfseeFigure28e).
FromFigure28c-e it can be seen that the ON and OFF states of the DMD do not behave
identically, which is due to dérent tilt angles for ON and OFF. In the data sheet of the
5[t [ AAKG/ N FGSNM cpnnz GKS GAtG Fy3af s
behavior of theside orders confirms the BGE described before. If the (invisible)
envelope is centered in the matiffraction order(blaze angle: ¢ ® )] the blaze

condition is fulfilled and a symmetric intensity distribution of #ideorders results.

Slightly elliptical polarization after the DMD

During the measurements, it was also noticed that the DMiDhtly changes the
polarization of incident laser light. Specifically, thpdBarized light in front of the DMD
was slightly elliptically polarized behind the DMD. Presumably, this effect stems from
the cover glass located immediately in front of thecromirror array. Since the
polarization can have a significant effect on the modulation depths that can be achieved
in the sample plang209,210] it is reconmended to restore the desired polarization
(e.g. by using a linear polarization filter).
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Figure28: Investigation of the blazed grating effect of a coherently illuminated DMD

(a) Schematic drawing of the experiment. All mirrofshe DMD are tilted in one direction, where a tilt

angle of +12° represents the Gditel YR GAf G Fy3t S 2stateb isthe inddBtINB & Sy i &
angle, whereas is the diffraction angle of the ma{@t") diffraction order. (bPPhotograph of the experiment

in the laboratory. Here, the entil2MD is rotated by 45°, so that the diffraction pattern is also rotated. The

side diffraction orders of the underlying structure are labeled with symbols and colors whicalsoe

representedn (c) and (d). Normalized intensity measured at sl diffraction orders if all mirrors are

switched to the OF&tate (c) or Obstate (d). (e) Absolutealue of the diffraction angle of the main

diffraction order depending on the ang incidence . Figure taken from our corresponding publication

(8l.
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3.2 Coherent DMD simulation software

For the use of DMDs in coherent Sthtroscopes, it is necessary to understand the BGE
in order to be able to consider it correctly in the design of a corresponding setup.
Measurements in the laboratory (séggure28) are only suitable to a limited extent for
this purpose, since the parameters (wavelength, angle of incidence, ...) can only be
adjusted with great effort or comparatively low precision. For this purpose, a simulation
framework wasdeveloped within the scope of this thesis, which is able to numerically
simulate the interaction of coherent light with the DMD surface and the resulting far
field (intensity distribution). The simulations are based on a physical model of
propagating (coheent) electromagnetic fields interacting with the mathematically
modeled DMD surface. From this, three simulation algorithms can be derived, each with
different assumptions and thus constraints on the simulated systamhalso different
numerical complexy, i.e. simulation runtime Along the 45° diagonal of DMDs, an
analytical description of the BGE could also be found, which is particularly relevant for
practical implementation in the laboratory. The simulation framework is motivated by
DMDbased SIM mioscopy but is generally applicable to other light pattern
applications.

3.2.1 Mathematical and gnysicalmodel of DMDs and coherent light

Choice of coordinates

First of all, it is important to find suitable coordinates to describe vectors (rays) and the
resulting diffraction patterns. It has been found useful to place the DMD in the center
of a Cartesian coordinate system (x, y, z) so that the DMD surface lies withig-the
plane Figure29a). When describing diffraction patterns in the-fald, a paraxial small
angle approximation is usually adopted, allowing for a Euclidean Cartesian coordinate
system (x, y, z) of the diffraction space. This approximation is generallytisbiesafor
vectors pointing toward or away from the DMD. Angular coordinatd$ Y can be
chosen that can be associated with the x and y axes of a Cartesian coordinate system
(Figure2%). The normalized vectod® GO and® & RO R  with the
angular coordinatess( i ) and ¢ i ) are used to describe the angles of incidence
and emergence:
®itOAd
@ h »tOAN with @
®
wiOAd
A+ h (I)'t'QATi with @
®

(89)
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To obtain a diffraction pattern for one angle of incidemi¢is necessary to consider all
angles of incidencé(e.qg. 45° x 45°).

a z

X

Figure29: Visualization of angle parameterized vectors

(a) Visualization of light input and output vectors in thelifhensional space of the DM[®) Visualization
of the tip/tilt angular coordinate system used to represent directionality of e.g. the diredimms@ Figure
taken from our corresponding putdition[8].

DMD surface modeling

DMDs are essentially a tadimensional array of small tilting micromirrors. The surface
area of aguadraticmicromirror@can be parameterized using its edge lengttand the
parametersi and o (seeFigure30a):

@i it with 7 i Ooht o 0 (89)
The tilting of the micromirrors can be described as a rotation by the @anateund the
normalized diagonal axi® & F R = plpfit using the following rotation
matrix:
¢ p AItO A0 t& p A0 ¢ 0BT &¢¢ p AlTO & ORI
g p AirO ¢ OB1T & p AitO AitO ¢¢&¢ p A0 & ORI (90)
¢ p AifO ¢ ORI ¢¢ p AifO & ORT & p AirO AirO

Yoo ¢
¢
To be able to move the individual micromirrors to their corresponding position on the
DMD, the native grid of the DM & G & hx h is used. The micromirror
pitch & 0 "Qis given by the edge lengtt and the gap’Qbetween the

micromirrors. Thus, each micromirror on the DMD can be described by the following
expression (sekigure30):

® 5 r 5 AP Yr 5 t@if & & o f (91)

74



a y“ b75 M-
2m-g+ g, ) ) ) WEARRRRYRYNNNN
ingle mirror single mirror AEERRRRRNEEEN
' WENEARRARNNYNN
N T s N o
\\\\\\\\\\\\\
50 pm+ \
mx=0 t Q'\
m=w-+g | my=1 §
WT  single mirror single mirror §
25 pm+ \
N
LY
mx=0 4 ’ mx=0
0 my=0 s my=1 + > 0pm
0 w m 2m-g *

Figure30: Surface modeling of DMDs

(a) Physical dimension and rotation axis of the micromirrors. (b) Resulting pe§jie of the DMD surface,
which corresponds to phase del&jgure taken from our corresponding publicatjh

Coherent lignt propagation

For modeling the diffraction behavior of monochromatic coherent light (laser) in the far
field, the far fieldFraunhofer approximation is suitable. This allows the time
independent scalar description of the electric fields planar wavefronfswhich

depends onthe intensity distribution ofthe beam profile O é®@ O &id
projected onto the DMD:

00 @@ ©O &eiQ with B oaf— Q@& A — (92)

Here withO as input amplitude ant§ as resulting phase, which depends on the path
lengthd & '@ @3and thewavdength_ (Figure31l).

z , 4
r a Virnd
7 b_ \ // b r;
\ /’l‘
. y
L . - \/

Figure31: Phase shift of planar wavefronts to the DMD surface

(a) General determination of the phase shift for different points of a planar wave front, whickdisnt on

the DMD in directiomand is diffracted in directiod This approach is correct in the fild/Fraunhofer
approximation.Figure taken from our corresponding publicatj8a].
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Consequently, for the electric field diffracted at any defined point on the DB
following is obtained:

O @i 5 RPMh 0 5 & 5 AP

C

- ©3
tAGB—8 1  fibh t@ &

To obtain the resulting fieldlistribution of the diffraction pattern it is necessary to
integrate over each individual micromirror and then sum up the fields of all
micromirrors 0 X0 ):

o & g R R 0 & & g fifd
A (94)

tAGS—8 5 [ g, Fff t e @ Qo

This expression depends on many parameters and cannot be further analytically
simplified without additional assumptions. In order to be ablectdculate diffraction
images of a DMD in adequatime, it is possible to makeertain assumptions, which

can simplify and accelerate the calculation. Depending on how these are chosen,
different numerical simulation approaches (ray tracing, analytic psagéng, grating)

with different systenconstraintscan be derived froneq. (94).

The diffraction patterns shown in the followisgctiors were generally simulated with

an array of only 50 x 50 micromirrors. Of course, the algorithms can also consider
significantly more micromirrors. However, the diffraction orders then become smaller
and smaller, whereby a clear visualization becomes noticeably wdFsirier
broadening) When choosing a comparatively small angular section of the diffraction
space, with a correspondingly high angular resolution, more micromirrors can and
should be takerinto account.

3.2.2 Ray tracing approach

The first approach presented here is the ray tracing approach. Here, the sum and
integral of eq.(94) is approximated by a Monte Qarsimulation with random rays.
Further assumptions or restrictions are not necessary. Since each ray has to be
calculated individually, the required computational effort is relatively large and thus the
simulation is comparatively slow. To generate andent collimated Gaussian laser
beam, a Gaussian probability distribution is used to genasatendom beams with the
following equation of line:

| B o6d with . hova and Q 0 (95
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Here with® as support vector anébas normalized incidence direction vector with the
parameterd. For simplicity, alR lie in a plane through the origin, which is wByand
@are perpendicular to each other ar@d t & 1. The support vecto® of each ray is
randomly Gaussian distributed. The intersectippintsip & hd AR of the
rays ®with the DMD surfac@can be determined by solving the following linear system
of equations:

G an AIrOEp Aitd oo a
. C C & o4 = )
2 . P x oo P o s Dot @ B
On a =p A0 = p A0 OB xi Q (96)
oy C c y c‘) "Q
L TUT \—p_OEI ioEl d')é((y(yoo’
o %8 %4 -

This system of equations is underdetermined without restriction to one micromirror.
Therefore, each micromirrodi( i ) must be considered individually to solve it:

e p AlrO P p AITO oo
e o Gi 0 G
“p AltO Ep AirO @& o Q4 a (97)
@18 C & 4 0 n
o Porr Loei oY
o WUQ g .

This system of equations can be solved analytically for each micromirror (sdendhy
intersection.nb[273]). The only valid solution can then be found by restrictiremd 0

to the mirror edge lengtlt . If there is still more than one solution left, the solution with
the smallesb is the validone, sincethe resulting intersection of the ray with the DMD
is the first one in the ray direction.

Since the Gaussian beam prefils already considered by the Gaussian random
distribution of the beams an intensity & p can be assumed for all beams,

which eq.(93) simplifies as follow:

O, dédhph O dwph {0 dph

¢ Q

“ 0 . i (98)
APS—Bip & IACD—8ip &

An illustration of the phase shift of individualysis shown inFigure32. Summing up
the individual rays yields the final ray tracing equation with which the field distribution
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of the resulting diffraction pattern can be calculatéthus eq(94) can be rewritten as
follows:

AoS—Bip & o 99)

0 et 5 MR R
With respect to the beam profile and in particular the assumption of completely
monochromatic (i.e. coherent) light, the ray tracing approach can be easily extended.
The beam profile can be adjusted by changing the support vector distribution. By
introducing a wavelength and phase distribution of the individual beams, the
monochromatic coherent boundary condition could be softened (e.g. for LEDs as light
source).

Figure32: Schematic representation of the ray tracing approach

Modelingof rays and their phase shift, which are incident on the DMD in the direbtionl diffracted in

the direction@® For the sake of clarity, only one angle of emergence is shown for one angle of incidence. To
obtain a complete diffraction image for oaagle of incidence, however, it is necessary to consider all angles
of emergenceFigure taken from our corresponding publicatjea].

3.2.3 Analytic phase shifting approach

For theanalyticphaseshifting approach, we assume that the field amplitude across a

micromirror is constanC: @&@f  HM ©'C ¢ @&f | .Moreover, itis
assumed that each micromirror is either in tilt stf° or[ , which is a reasonable
assumption for the steady state of a micromirror of a DMD. The desired Gaussian beam
profile can be approximated adjustingC: ¢ overthe different micromirrors. Since

usually enough mirrors are illuminated, the approxiioat error is negligibleWith
these assumptions, the integral over a single micromirror from (84) becomes
solvable for andl and leads to the analytic determined field distribution (see
dmd.nb[273]):

0 & R AgS— N & tifh té @ Qo (100)

¢

Instead of calculating the field distribution for each micromirror, it is possible to
calculate the field distribution once f¢ and[ for a reference micromirror on the
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DMD and then shift the phase with respect to the reference micromirror accotding
the grating positiond Fa ) (seeFigure33):

0 . @Fh APB_tba B fd @ (101)
This simplifies ed94) to:
h
O @ ; P D A 0 y &
R @02
to et p hoh
to ; ahdah

This expression is significantly less computationally intensive compared to the ray
tracing approach (eq(99)), while only small negligible approximations were made.
Chronologically, this was the first simulation approach implemented and was therefore
used to design and optimize tlome-color DMDSIM microscopesgction3.4).

4 D,
z ; shift-
\ N D it

Figure33: Schematic representation of the analytic phase shifting approach

Simplified modelling of diffraction images in the form of wave fronts reflected by micromirraess e
diffraction image of a single mirror is analytically knowigure taken from our corresponding publication
[92].

Ray tracingvs. analytic phase shifting

Both the ray tracing approach and the analytic phaseislgifipproach can be used to
simulate arbitrary patterns on the DMPigure34 compares the simulation results of
the ray tracing approach for differemmountsof rays withthose of theanalytic phase
shifting approach. The more rays are used for ray tracing, the more distinct the
diffraction orders are compared to the background noise. From about 10G68&®n
(with 50 x 50 micromirrors)there is hardly any qualitative féBrence between ray
tracing andanalytic phase shiftg. Therefore, both approaches are well suited to
perform simulations with patterns (e.g. for SIM). However, due to its noticeably shorter
runtime, the analytic phase shiftg approach is usually prefable. However, the ray
tracing approach remains interesting for variations of the beam profile or the
introduction of wavelength and phase shift distributions (incoherence).
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Figure34: Comparison betweeray tracing andanalytic phaseshifting approach

(a) shows a 50x50 pixel section ofypical SIM pattern, which is displayed on a SLM (DMDg) ((how
diffraction images of (a) which have been simulated using the raytracing approach with 100, 1000, 10000
and 100000 rays. (f) sk the diffraction image of (a) which was simulated using the Analytic Phase Shifting
ApproachAll diffraction images shown are in logarithmic intensity representation and sierelatedvia
an array of 50 x 50 micromirrors at v o &€ & Each micromirnohas a size of 7.56 pm x 7.56 pm.

T ¢ p (blaze condition) was chosen as angle of incidence. The diffraction images are shown for both
angless andi with an angle range ofl5° to 15°Figure taken from our corresponding publicatjeg].
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For the sake of completenedsigure35 demonstrates that not only SIM patterns can
be simulated with theanalytic phase shiftg approach, but also any other patterns on
the DMD. Of course, the same is true for the ray tracing approach, but it require
significantly more computing time.

Figure35: Comparison of diffraction patterns generateith a DMD

(a) Different DMD patterns. From left to right: Horizontal lines; MR example; MABIM calibration
pattern[202,203,274]concentric circles. (b) Diffraction images of the DMD patterns shown in (a), simulated

with theanalyticLJK &S & KA TG F LILINBF OK ¢gAGK pn P pn YAONRYAN
incidence 7 ¢ p(Blaze condition) as chosen. The diffraction images are shown for a range of
bMdyc (2 (o &HcE 0F A NIR biy dpaxis). The intemsity distrifuiohl&orresponds to a
logarithmic scaleFigure taken from our corresponding publicatjeg].

3.24 Gratingapproach

In addition to the assumptions of thenalyticphase shifing approach, we assume in
the following that the field amplitude of the incident wavefront is constant over the

entre DMD'Q ; @& j p). Furthermore, we assume that all micromirrors

are in eithef or7 state. The field of a single magnirror O @y h_
from eq. (100) can now be viewed as an envelope over the field of the native DMD
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lattice 'O @ i i) R . The field of the native DMD lattice is given by the
sum over the phase shifts from ¢d.02), which can be written down as follows:
h
0 & i O 0 ;@

“de, 5 ’ A 5 ’
A@é— » wa O o a

; (103
p A 26593 oo p A 6659% &
p A o524 o p A o524 &
Thus, eq(94) can be written as follows:
o @ PR AR O @th fh to g L (104

Similar to what is known from the Young doullé experiment, the intensity
distribution of the total diffraction pattern can be calculated as multiplication of the
intensity distribution of the singleslit diffraction (single micromirror diffraction)

O with the nativegrating diffractionO (seeFigure36):

O O s © to 0 to (105

Figure36: Schematic representation of the grating approach

In the upper row the native grating of the DMD array (a), and a single mirroy éloe shown schematically.

In the lower row the corresponding diffraction images &l and their product (f), which resulits the
diffraction image of the entire DMD, are shown. All diffraction images shown are in logarithmic intensity
representation and were generated with an array of 50 x 50 micromirrors at 532 nm wavelength. Each
micromirror has a size of 7.56 um x 7.56.j4m i ¢ p (Blaze condition) was chosen as angle of
incidence. The diffraction images are shown for both armgleand]  with an angle range ofl5° to 15°.
Figure taken from our corresponding publicatjeg].
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Due to the restriction of all micromirrors tme intilt statef or[ the grating approach

is not able to simulate arbitrary patterns on the DMD in contrast to the ray tracing
approach and the analytic phase shifting approach. On the other hand, the approach is
very efficient in terms of computational effort and the asstethcomputational time.

It is particularly well suited for investigating the general diffraction properties of a DMD.

3.25 Blaze condition approach

Restricting the incidence angles to the 45° diagonal perpendicular to the tilting axis of
the micromirrorséandthat all micromirrors are either ih or[ state, the problem
of BGE and finding the blaze angle to fulfill the blaze condition simplifies to-a one
dimensional analytically solvable problem. As seerfrigure37a, the DMD can be
considered rotated by 45°, which satisfies the following for the incident and the
emergent angles along the 45° diagonal:

@ Ohoh and « 7

B o (106)

@ whwho and - 7

Due to the 45° rotation, the transition from the previously used angular coordinates
(« i) to the angles and! (seeFigure37b) lends itself to the description of the
incidence and emergence angles:

| AOA @ADA} nr AOAGADA}M (107)
The axi®® ph phr is defined in the direction of the 45° diagonals. Along this, a new

effective lattice constand m_‘d is obtained. As illustrated iRigure37b, this results

in a pah length for planar wavefrontgollimated coherent ligh@jiffracted by the DMD
of:

a a & a OF1 OET (108

As it is known for diffraction at gratings, this path length must be just the integer
multiple of the wavelength_to get perfect constructive interference:

¢ _ a Oyl o#gl (109
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Figure37: Blaze condition approach

(a) Schematic illustration of a DMD rotated by 45° around th&iz Furthermore, the tilt axes of the
micromirrors, the grid constants m and m' and the coordinate axis k are shown. (b) Graphicsmegiren
of the calculation of the phase shift for light, which is incident alongti@ane on a DMDEigure taken
from our corresponding publicatid@?2].

The blaze condition is satisfied exactly when the emergence angle for perfect

constructive interference coincides with the emergence ahgle of the center
of the envelope’( T ). can be determined by the reflection
of| at the micromirror surface:
f | q) (110

By substituting eq110) into eq.(109) the generally norinteger lattice diffraction order
for the diffraction angle of the enveloge can be determined:

R« S A

¢ — OB1T OEN ¢ (111

In caset is an integer, the fidiffraction order lies in the center of the envelope. The
blaze condition is therefore fulfilled. To visualize the blaze condition, the quantity
introduced with the help of the sine function:

v OEI“s OE+— O0ET OETN « (112

A blaze condition is always satisfied when 1t The choice ofO E& “ slends itself to
visualization, since both negative and positive deviations are considered equally
nonlinear (small deviations around Ttcontribute more strongly).
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3.2.6 Discissionof the different amulation approaches

All the approaches presented are used depending on the problem and have certain
advantages and disadvantagdsgure 38 shows that the ray tracing approach, the
analytic phase shiftg approach,and the grating approach deliver qualitatively the
same results. The positions of the individual diffraction orders are identical in all three
approaches.

Figure38: Simulation approaches in compariso

Comparison of the diffraction images (from left to right): Ray tracing approachr{alytic phase shiitg

approach (b), grating approach (c). Simulated at 532 nm, with | ¢ p (blaze condition)for a

micromirror pitch of 7.56 um and a micromirror tilt anglefof p ¢ With 50 x 50 micromirrors
O2NNBalLRyRAYy3a (2 (GKS RAYSyairzya 27T [#6&Fhexdffracton][ A A K G/
images are shown for both angles andi with an angle range of15° to 15°Figure taken from our
corresponding publicatiof92].

The ray tracing approach is the most flexible with the fewest assumptions or constraints,
but it is also the slowest. Therefore, it is particularly suitable for further development
for the investigation bpatrtially incoherent light, as is the case for LEDs. As of now, the
introduction of wavelength and phase distributions for modeling the incoherent case
has not yet beenimplemented butwould be comparatively easy to implement. In
addition, with a corresponding extension, it would be possible to use this approach to
investigate the influence of deformations of the DMD surface (i.e.-flainsurface
structure) and the influence of arbitra incident (collimated, convergent or divergent)
beam profiles.

Both the ray tracing approach and tlamalytic phase shiftg approach are able to
consider arbitrary patterns on the DMD. However, since the latter is much more
efficient and faster, it is preferable in the general coherent case (se&i8n The
extensions proposed for the ray tracing approach could also be implemented for the
analytic phase shiftg approach under restrictions, but the required computational
effort would become immense, so that there would be no more advgesacompared

to an extended ray tracing approach.
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Compared to the first two approaches, the grating approach seems unimportant at first
due to its lack of ability to consider patterns on the DMD. However, it is much faster
compared to the previous twoTheefore, it is particularly suitable for the general
investigation of the diffraction properties of a DMD. It allows the search for blaze angles
satisfying the blaze condition for arbitrary entrance and emergence angles in an
efficient way and provides vadble insights for the design and optimization of DMD
based SIM microscopes (secti®sm).

Due to the reduction to one dimension along the 45° diagd®ahe blaze ondition
approach is suitable for visualizing the blaze condition for different wavelengths
against different angles of incidenceThe practical implementation of DMaased SIM

systems often takes place along the 45° diagd®as well,as this simfifies the opte
mechanical construction of the setuphus this approach provides important insights,
especially for multicolor DMDased SIM microscopy, despite its seeminglyréaching
limitations (seesection3.5). Since it is a purely analytical approach, it requires negligible
computational power, making the results instantaneously computable.

All four approaches presented were implemented in theaJanogramming language as

well as partially graphics card accelerated via CUDA and are provided as a Fiji plugin
[273]. Table1l compares the four approaches and summarizes their strengths and
weaknesses.

Ray tracing Analytic phase | Grating Blaze
shifting condition
Capable of + Yes + Yes - No - No
patterns
Speed -- Very slow - Slow + Fast ++ Instant
(Time CPU/GPU) | (84 min/------ ) | (7.5 min/3 sec) | (3.2 sec/1.2 sec)
Use case Incoherent Specific DMD- | Native pattern Analysis of
light patterns under different the
conditions diagonal

Tablel: Comparison othe fourdiscussed approaches.

This table gives a compact summary of the discussed approaches. The runtimes for the approaches were

measuredwitp 1 B pn YANNBNR |G | NBaztdziazy 2F wmpnn B wmpn
ncon nPRodpn DIT HAGK F bxL5L! DSC2NOS D¢ mncn cD. @
Mnn nnn Nlegad ¢KS NHzyGAYSa Cdppfoadd, lthidBumBel d yiikofsAtiiel v G & R

resolution and the computer useflable taken from our corresponding publicat[8a].
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All four approaches have contributed to the understanding and handling of the BGE in
relation to DMD based SIM microscopy. The simulation results shosection3.3have

led to the design and optimization of a cuelor DMD SIM microscopeection3.4).

With further simulation results shown isection3.5 it was subsequently possible to
extend theone-color DMDSIM microscope to two colorsdction3.6). A subsequent
extension to three colors is also being planned based on the simulation results.

3.2.7 Softwarearchitecture and FijiPlugin

The four simulation approaches presentadte previous sections were implemented
using the Java and CUDA programming languages. A Fiji plugin is avaitiviepen
sourcelicensefor easy access without required programming sk&3]. The results of

the algorithms invoked via the Fiji plugin are stored on disk as TIFF files and can be
opened and further processed via Fiji. The underlying software architecture is presented
in the followingFigure39.

Abstract extends F|J|'P|Ug|n

Simulator —
DmdSimulationCore ] RayTracingSimulator
M —[1AnalyticPhaseShiftingSimulator

Dmd | —

int Ny, N, GratingSimulator
double w, g —
+getCoordinates(...) 11 BlazeConditionCalculator

DmdSimulationCore extends
Dmd dmd
Vector inBeam A z
boolean[N,][N,] tiltStates GpuDmdSimulationCore
void setInBeam(...) JCudaEngine gpuEngine
+Image[] simulateAnalyticPhaseShifting(...)| |SimulationKernels
+Image[] simulateGrating(...) SimulationFunctions

Figure39: Schematic overview tfie coherent DMD simulation framework

The four simulation approaches presented above were each implemented within a separate Java class and
embedded in a Fiji plugifseeFigure40). In addition to being called via Fiji, the simulations can also be
started via the command line or a development environment. &Rldort is currently implemented only

for the analytic phase shiftg approach and the grating approach via call from command line or
development environment. The classes of the simulation approaches are derived from an abstract
superclass, the Abstract®ilator. This includes a method to start a simulation and the class
DmdSimulationCore, which contains the surface model of the DMD and provides the basic mathematical
algorithms for the simulations. In addition to the CPa$ed DmdSimulationCore, theraiso a GPtased

variant, the GpuDmdSimulationCore. The simulation algorithms for the GPU were implemented as CUDA
kernels, which can be called via the interface to CUDA, the JCudaRi&ihe
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A quick guide to the installation of the Fiji plugin can be found insthmplemental
material of the corresponding publicatigi®2]. After successful installation, all four
simulation algorithms are available via the plugins menu of Fijikgpae40a). Due to
the required computing capacity, the ray tracing approach and d@halytic phase
shifting approach simulate only a single diffraction image (seeFégure34).

The grating approach, on the other hand, is designed to compute many diffraction
images and examine them at runtime with respect to the BGE and the possible
fulfillment of the blaze condition. For this purpose, the position of the brightest
diffraction order and the distance to the center of the envelope are stored Fgere

52b). The stored data can then be further processed via the "Diffraction Space Analysis"
to images likd=igure53, so that statements can be made about the diffractioglas in

the diffraction space at which the blaze condition can be fulfilled.

The blaze condition approach is primarily used to investigate the blaze condition along
the 45° diagonal for different wavelengths and angles of incidence and emergence. As
a resut, images similar toFigure 54b are obtained.After selecting a simulation
approach, an input mask appears in which the system constraints can be défigert(

40b) before the simulation is started.

&) Analytic Phase Shifting Approach X
(Fiji Is Just) Image) facros X

»
a File Edit Image Process Analyzem Shortcuts » b
»
»

General Options

I8 o|c|o| /)« N A uities s

"Multi-point* or point (right click to switch; double click td  New

Storage Directory [D\dmd-simulator-images\fij-piugin-test

| DMD Options

Compile and Run
Install Strg+Umschait+M

No, mirrors X {50

No. mirrors Y |50

Lattice Constant [7560 pm

Install Plugin
Fill Factor [0.920

3D Viewer Miror Tit Angle  [1200 *
Analyze Tilt State Image (*bmp) [D\dma-simulator-images\interesting patterns\circles-50.omp
Bl

BIOP

»
» Incidence Parameters
»

BigDataViewer \/
»
»
»

Wavelengh [532  nm

Beam Size Mutipiler [0.50
Phin [210 -
Bio-Formats sk B1o =

Cluster
Diffraction Parameters

Coherent DMD Simulator

Ray Tracing Approach Phioutstan [150 *

Analytic Phase Shifting Approach Color Inspector 3D Phi OutEnd

Grating Approach DeconvolutionLab2 Theta OutStart [150
Theta OutEnd |15.0 ]
Blaze Condition Approach Examples —

OutStepsize [0020 *
Feature Extraction

HDF5

Diffraction Space Analysis

OK | Cancel

Figure40: Plugins menu of Faind input masko start a simulatio

(a) After opening the plugins meraf Fiji, the four presented simulation approaches can be started via the

tab "Coherent DMD Simulator" with a few mouse clicks. The results are saved on the hard disk as TIFF files.
The "Diffraction Space Analysis" is used for further analysis of thesre§tifte grating approach{b) Input

mask before starting a simulation, exemplified by #imalytic phase shiftingpproach.
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3.3 One-color simulation results

The simulation results shown in this section are all based omnléytic phase shiftg

approach becausethis was the firsbne developed and implemented. The simulations

were all performed with a wavelength 682 nmforthe DMD5 [ t + [ A 3K G/ NI F (!
(Texas Instruments)264] to advance the development of the ormlor dmdsim
microscope (see sectidh4).

By calculating the diffraction pattern of a single micromirieig(ire4la, for OFFand
ONstate[ and| ), the envelope could be visualized for the first time using the
simulations. As expected, the envelope has the intensity distribution béarsd two
dimensional sinc function (e7)).

By simulating 100 x 100 micromirrors, all in the Qfefe, it was possible for the first
time to display the native difaction pattern (superimposed with the ORvelope)
(seeFigure41b). Apart from the fact that the brightest diffraction order has the shape
of a cross due to the logarithmic intensity representation, the simulated native
diffraction pattern qualitatively caesponds to what can be observed in the laboratory
(seesection3.1.2. Through various comparisons between the simulation results and
the experience with DMDs in thaboratory, it can be assumed that the simulations
produce valid results.

Figure4l: Wave propagation and interference pattern simulation of a DMD surface

A fully coherent light sourde simulated illuminating th®MDheadon @ngle of incidence 0°) and with a
Gaussian intensity profile (b and c). The diagrams show the reflected intensity plotted against the output
angle Figure29), on a logrithmic scale. (a) Diffraction pattern of a (hypothetical) single mirror, in its two
possible tilt stateséfealé is OFF andmagenté is ON). (b) Diffraction pattern of the DMD surfg&80 x

100 micromirrorsyvhen all micromirrors are oriented into the same OFF poditiativediffraction order$.

(c) DMD displaying a typical SIM pattern, while illuminated with coherent light. The full diffraction pattern
arises from the inert diffraction properties of the DMmechanical mirror size and tilt) with the pixelated
and binary SIM pattern superimposed. The three colors indicate a different SIM pattern for each typical
angle used for SIMEigure taken from our corresponding publicat[8h
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Regarding the use of a DMD as SLM in a SIM microscope, the next logical step was to
simulate typical SIM patterns (three angles, each rotated by 60the@DMD (se€igure

41c). As expected, the diffraction orders of the native diffraction pattern are modulated

by the structure displayed on the DMD.

For the simulation of Figure41, no further thought was initially given to the angle of
incidence and the BGE. LookingFegure4ic, it seems at first glance that the BGE is
negligible, since the diffraction orders appear equally bright. However, this is a fallacy,
since for the simulated wavelength of 532 nm the angle of incidenee of | J
fortuitously lies near a blaze conditiof L J see Figure 42d,e). With an
appropriately chosen intensity plot, it would be noticeable that th&s diffraction
orders of the SIM patterns have an asymmetric intensity distribution, which would
result in poor modulation depths in the sample plane.

The effect of the BGE on the intensity of th& diffraction orders of the SIM patterns

is again clearly illustratein Figure42a-c using simulation results. The closer the center
of the envelope is to a native diffraction order, the more symmetrical the intensity
distribution of the 1% diffractions order relevant for SIM becomes. The distance
between the center of the envelope and the brightest native diffraction order can be
considered as a metric for satisfying the blaze condition. If a native diffraction order and
the center ofthe envelope are exactly on top of each other, the blaze condition is
fulfilled.

Diffraction images without patterns on the DMD (all micromirrors in-6&tafe) were
simulated as a function of the angle of incidence wi®° to +40° for andj
respectively. The distance between the brightest native diffraction order and the
envelope was determined for each diffraction image and plotted as a heat Rigyré
42d). The dark ringhaped structures iffigure42d mark angles of incidence where the
blaze condition isulfilled. The 45° diagonat ( 7 ) is of particular importance
here, because the tilt angles are then perpendicular to the plane of incidence (and thus
also the plane of emergence), which makes practical implementation in the laboratory
much easier. ©©m Figure42e it can be seen that the blaze condition along the 45°
diagonal is fulfilled for o thd b thi @ Jwhich according to eq110) for ¢

p ¢ tksults in theemergence angles| @8 p «hJuv YhJy tIThe smaller the
emergence angle, the smaller the shear of the SIM pattern and thus the ellipticity of the
Fourier plane. Thesmallest possible emergence angle ( @ Jwith | o mJfor
which the blaze condition is fulfilled, is the ideal basis for the setup shown in s&cfion
Here, the slight shear could even be neglected due to the small anglaefyence
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Figure42: Simulations of DMD wave propagation for optimized use with SIM

Forall panels, the envelope of the OFF state is the relevant(ap&.isualization of the diffraction orders

generated by a SIM pattern (magenta/blue/white) and the envelope (cyan). The top row shows the

undesired case for SIM: The Oth diffraction orderhef $IM pattern (native diffraction order of the DMD)

and the center of the envelope do not coincide. TH& diffraction orders of the SIM pattern show an

asymmetric intensity distribution. The lower row shows the ideal case, the blaze conditiofi:dTifraétion

order of the SIM pattern (native diffraction order of the DMD) and the center of the envelope coincide. The
1st diffraction orders of the SIM pattern show a symmetric intensity distributioifly c), crosssection

plots through the SiIMliffraction orders are plotted for the undesired (blaze condition not satisfied) and

desired (blaze condition satisfied) caghMisalignment betweeithe brightest nativadiffraction order and

centerof the envelop, depending on the input angles and gl 45°diagonalcrosssection (dotted line

in (d) plot in(e)). Alignments close t80°and 5°0on the 45° diagonafield equal intensities in the SIM side

orders. The 45° line was chosen as it allows for an easy alignment of all angles in onelameqihted

to a table).Figure taken from our corresponding publicat[8h

91



3.4 One-color DMD-SIMmicroscope

In parallel to the development of the simulations and the gradually emerging knowledge

(see sectiorB.3), my colleague Dr. Alice Sandmeyer #relauthor of this theks started

to develop the (twebeam) onecolor dmdsim microscope. While Dr. Sandmeyer's

focus was mainly on the optical setup and measuremettits, athor was primarily

responsible for the simulations, the (electronic) control and the operating softwaee. T
theoretical ideal incidence anglejof o mtfdund in sectior8.3provided a solid basis

for the first iteration of the later final setup (sdeigure43a). The onecolor dmdsim

microscope features inexpensive green 532 nm excitation laser (which is actually used

in light shows), the DMB [ t 1 [ A 3 K { /(T&ka¥F insiriNdenjd264])asiSLM,

and an industngrade CMOS camera (detailed component Tigtble4 in sectionA.|).

This makes it a lowwost compact (40 cm x 90 cm) higheed SIM microscope that sets

new standards in terms of speed (60 supesolved fps). The industgrade CMOS

camera is an appropriate choice because it has been used successfully in super
resolution microscopy beforf81,2761p 2 A G K | G2GFf O2ald 2F | 62
below the cost of typical custommade FLCe8 1 a8 SR { La YA ONB&O3 D& o
andcommerdi f {La az2fdziAz2zya oYdzZ GALX S mnn (evo®

The microscope is operated with the opsaurce software fairSINIGOR63]. This

runs on a computer, which is responsible for conteaiguiringand live reconstruction
(seeFigure43b). A microcontroller (Arduino Uno) forms the core for the precise timing
of DMD, laser and camera. A detailed description of the operating software and the
timings using the microcontroller can be fadiin sectior3.7.

In addition to the DMD, the industrgrade global shutter CMOS camera used plays a
significant role in the high achievable speed of the-co®r DMDSIM microscope. As

a rule, sCMOS cameras with a rolling shutter are used for scientific microscopes. This
significantly reduces the global exposure time of the camera chip due tootlieg
readout and reset process. For example, FH@s®d SIM microscopes with rolling
shutter cameras achieve a duty cycle of only 28% at 63 s@setution fps, because

the camera chip is only completely sensitive to light for 0.5 ms, while 1.78 ms is actually
available for each raw imag@ur setup achieves exposure times of 1.75 ms, while 1.84
ms are available per raw imag€Ehis corresponds to a dutyycleof 95%. This mean

that our system is not only similarly fast, but also has a much higher light yield per raw
image. This allows our system &oquire images about three times faster than usual
with the same photon dosélhe global shutter camera is the main reason for kigh

duty cycle. With FLCdfsed SIM microscopes, duty cycles of up to 85% at 47 fps with
2 ms exposure at 2.35 ms per raw image could be realized, depending on system
conditions (QXGA implementation). The comparatively high switching speeds of DMDs
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(11547 kHz) of course also increase the duty cycle, but the influence is noticeably less
than that of the global shutter camera.

polarizationfilter
with A/4 plate

S ;:) TS RS
- objective gample

b camera 532nm-laser DMD-SLM Controller

image acquisition setup control
Micro-Manager
fairSIM-plugin fairSIM-controller

1
| |
fairSIM reconstruction

acquisition and reconstruction PC

TTL trigger

usB

Figure43: Phot of theone-color DMDBSIM microscope and schematic data stream

(@) A 532 nm laser beargréen) is coupled into a fiber before illuminating the DMD at the blaze angle.
Polarization optics are required to achieve the same linear polarization in the corresponding SIM angles.
Two dichroic mirrors from the same batch are used to maintain the ipataom state and to separate the
excitation light from the fluorescence (red) signal. The same objective lens is used to excite the sample and
to collect the fluorescence signal, which is detected with an indgsage CMOS camera. (b) Timing control
andimage data flow. Binary SIM pattern are storedtwyard the DMD and selected in sequence by sending
TTL trigger pulses to the DMD control board. The DMD, camera, and laser light source are synchronized
using a microcontroller. The raw image data is fed amGPlbased, reatime data processing systei®3].

Figure taken from our corresponding publicatj8h
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DMD incident angle a[ 1

Simulati Vs measurements

200 side order normalized intensity
exp. sim.
1 0.94 0.95
o 2 0.99 1.00
3 1.00 0.97
4 091 0.94
o 5 0.94 0.97
6 0.99 0.94

a

a

Figure44: Dependence of the blaze angle on the tilt angle of the micromirrors

Misalignment between main SIM diffraction order and maximum of envelope depending onY Lt mmc Z
bMmMdTcXE OY bMmHcC3I Rodnelthaiocéndangle yias derOokanged i aizlel tdifiddRthe
blaze angle. Again, crosgctions at the 45° diagonal were chosen to compare the simulation results (e) to
the experimental data. The blaze conditioncat 1, where the plotlines come down to tReaxis, shifts

clearly due to small changes [of For a direct comparison to the experimental res@ilts ¢ @@

p & )M the same case is simulated (f). Again, a log scale was set for a better visualization. Same colors of
the first orders belong tthe same SIM angle. The mean of the side orders in the displayed ROl is listed and
directly compared to the experimental data Bfgure 45c (g). Figure taken from our eccesponding
publication[8].

The final realization of the setupifure43a) shows an angle of incidence of ¢ Ttd
fulfill the blaze condition. Using e(L11), it is easy to understand that this is probably
due to a deviation of the tilt angles tb p & v, dnstead of p ¢ df the
micromirrors. AccordingtothB [ t T [ A 3 K { /(TedaF dsieits) daasneet
[264], the tolerance of the tilt angles isp JWhich further emphasizes the assumption
of deviations in the tilt angleSince even small deviations within the manufacturer's
toleranceresultin significant effects in the setup alignment, it is worth analyzing these
more closely with the help of simulationBigure44a-e, using evaluated simulations
similarto Figure42d,e, shows how small deviations frém affect the blaze angle. Since
at the time of completion of the oneolor DMDSIM microscope edl111) of the blaze
condition approach was not yet available, we used the simulation results of the analytic
phase shifing approach as a guide.

Since a symmetrical intensity distribution in the Fourier plane of a SIM microscope is
essential for high modulation depths, we measured this experimentally foblzee
angel for both the OFF and ON states (Bégure45). The deviations for the OfsEate

are much smaller than for the G#late. Therefore, this was used for the final
implementation of the onecolor DMDSIM microscope. A comparison between the

94



simulated Burier plane Figure44f) and the measured OFF Fourier plane is shown in
Figured4g. It is noticeable that, as would be expected for the blaze angle, only negligible
deviations of at most 6% occur in the intensities of the diffraction orders in both the
simulated and the measured Fourier planes. Thus, the Fourier plane generateallis ide
suited for SIM.

M easured intensities
sideorder normalized intensity

on of
1 0.88 0.4
2 0.87 0.99
3 0.93 1.00
4 0.92 0.91
5 0.98 0.%4
6 1.00 0.9

Figure45: Fourier plae with fulfilled blaze condition

Measured diffraction intensity pattern in the Fourier plane with the SIM pattern displayed on the DMD. With

a lens the intensity pattern is focused onaanera chiglDS uEye tB060CPM-GL Rev2In both cases
(@ONandb)h CC= SELIZ&dzNB GAYS p Y&T 5a5 RA&ALI LI E GAYS ™
GKS AYyOARSYG Fy3atS: 6KAOK Aa bH podoparediRtidsimidated Yy R b H
data is due to a different tilt angle. For a better visualization a log scale was set. The mean value of the
circled area in (@andb) was analyzed to evaluate the quality of the found blaze afuglEigure taken from

our correponding publication8].

During the development of the oreolor DMDSIM microscope, we found that both
DMDs and FLCdfased tw-beam SIM microscopes do not require light source
modulation. Until recently, it has been assumed that during pattern restructuring on a
phase modulatinggLM, the light source should remain off to ensure that the sample is
not illuminated with incorrect ounmodulated light. However, using modulation depths
determined via fairSIN93], we were able to demonstrate that this is unnecessary for
both DMD and FLCoS SLMs (@gmortinginformation of our related publicatiof8]).

In our opinion, the reason for this is the filter mask of the Fourier plane, which, as soon
as the pattern on the SLM changes, blocks all diffraction orders that do not contribute
to the desired pattern. This is amplified imetcase of a DMD by the fact that by tilting
the micromirrors, the envelope is tilted out of the optical path, and thus hardly any
excitation light ends up in the optical path. This is generally not true for thezen

SIM, since the central diffraction @&r is not blocked by the Fourienask,and this
cannot be specifically switched on or off by the SLM. Due to the high switching speed of
11.547 kHz and the possibility to switch all micromirrors in such a way that the envelope
disappears from the excitath beam path of the microscope, it might be possible with
DMDs to do without light source modulation also for thigeam SIM.
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Onecolor DMBSIM microscope measuremesiof synthetic samples

To demonstrate the quality and function of the setup, my colleague Dr. Alice
Sandmeyer, in close collaboration withe author of this thesis performed and
evaluated various measurements with the eoelor DMDSIM microscope. Dried
monolayer fluorescent &ads (200 nm & 100 nm, séeégure46) are ideal samples to
investigate the pattern quality in the sample of a tlveam SIM microscod@77]. Using
Fourier Ring Correlatiof278] for resolution estimation we were able to achieve a
resolution increase by a factor of6R2 using the 100 nm beads, which fits well with the
expected factor of 1.75 that results from the spatial frequency of the patterns displayed
on the DMD.

T T T
Widefield % g
SIM  +

cycles /pm
Figure46: 200 nm fluorescent beads and FRC statistics on 10uonescent Beads

Fluorescence images of 200nm TetraSpeck (TS) beapar{d FRC statistics (d). (a) Summed up-fiedt:

image of theacquirednine SIM frames and filtered widield image (c) determined by Wiener filtering. (b)
Reconstructed SIM ima@é the 200nm TS beads by fairgMMa3]. The inset clearly shows that single beads

Oy 6S RAAGAYIdAAKSR (KNRdAdA®N{b¥ZIo3ELREdDBENIIA YSYLISN
ms). Quantification of the resolution enhancement via FRC analysis on 100nm beads ($eEWiSgf)

{La0E S6KAOK INB FLILINRBEAYI GS LRAY(G az2dNOSa o0SidSNI (K
raw frame 50ms). Two successive SIM images were acquired, reconstructed and analyrednédysis

[62,88] The resulting graph (d) for both widield and SIM can be interpreted as the available signal (y

axis) at any given structwsize (xaxis). By fitting both WF and SIM, a shift of k68 found, which

corresponds well with the expected resolution enhancement of 1Fi§ure taken from our corresponding

publication[8].

The next step was to demonstrate not only the function and quality of the system, but
also the very high acquisition speefl up to 540 raw images per second (60 super
resolved fps, at 3 angles with 3 phases). With a region of interest of 256 x 256 pixels (18
x 18 pm) at 1.75 ms exposure time, 200 nm fluorescent beads could be observed in
Brownian motion in a mixture of glyad and water (se€&igure47). Two adjacent beads
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moving together through the sample cannot be distinguished from each other in the
wide-field butcan be distinguisheahithe (live) SIM reconstruction. By using interleaved
reconstructions[214], the effective superesolved fps could even be increased by a
factor of 3 or 9 to 180 fps or 540 fps. However, this is purelyskgrocessing step, the
applicability of which is still under discussion. Thus, our presented system achieves the
same speed as the current generation of SIM microscopes trimmed for $p2¢58]

and is well above fast commercial systems that achieve about 15 fps at 1 ms exposure
time.

Figure47: High speed60 super resolvedps) diffusing 200 nm beads

High speed SIM at 16 ms (60fps) per reconstructed frame, with 1.84 ms (540 fps) raw data rate, and 1.75

ms illumination per frame (95% duty cycle). Diffusing 200 nm fluorescent beads, full field of yiew 20

square, here zoomed in to two beads (for full data, see Supporting Information, vdeairlcorresponding
publication[8]). Each frame contains the widefield view (top) and SIM reconstruction (bottom) of the two

beads that apparently move and turn as a cluster. While the shape visible in the widefield hints at more than

one bead, only the SIM reconstruction makes both of themarlgl visible. The high duty cycle achieved

through the combination of a fastwitching DMD and a global shutter camera made these measurements
Ll2aarotsS 4 Y2RSald t1 &SN LR2sSNE YR 6AlGK2HBgurel y I O
taken from our corresponding publicati¢8].

Onecolor DMBSIM microscope measurements of fixed cells

To demonstrate that the oneolor DMDSIM microscope is compatible with biological
samples, we first imaged thectin cytoskeleton of fixed U20S cells stained with
phalloidin Atto532 and reconstructed it with fairS[®B] (Figure49). We did the same

with the actin skeletonKigure48a,b) and the outer membrane of lysosom&sgure
48c-g) of fixed HEK293T cells using the red fluorescent protein mScarlet by gene
transfection. The increase in resolution enabled by SIM can be seen directly in the
images ad is also further emphasized by the craextion plots irFigure48f,g.
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Figure48: Actin and lysosomes of fixed HEK293T cells

Fixed HEK293@ells transfected with the fluorescent protein mScarlet, to either label actin (a, b) or
feazazySa o00bSO® ! OGAY TFAfLFYSyia GKFEG FNB @SNEB Of 24
(a), but the SIM image reveals that more than one filamepresent (ba OF £ S 6 NJ p >Y3I AyasSi
>YZ SELR&AINBE GGAYS LISNINIg FTNIYS pn Yaoo [&az2a2YS8a K
the outer membrane was stained. The membrane structure of bigger lysosomessgutiss Ly1, plot f)

can be revealed with conventional WF imaging (c) and additional filtering (d), but for smaller lysosomes
(crosssection Ly2, plot g), SIM imaging (e) is required (scale bar 250 nm, exposure time per raw frame 50
ms).Figure taken from our corresponding pichtion[8].
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Figure49: Actin filaments ofixed U20S cell

Fixed U20S cell labeled wirhalloidin Atto532, WF (a) and SIM (b) image (exposure time per raw frame 20
Yaoe ¢KS aAl S 2F GKS AYF3IS&a Aa oc >Y E oc >Y $gKAO
The actin filaments are now distinguishable in the SIM image (scafebar Y Ay & S HRighre >VY E
taken from our corresponding publicatif].

However, not only synthetic and fixed biologl samples can be imaged in super
resolution with the onecolor DMDSIM microscope, but also living cells. Using
MitoTrackerRed stained mitochondria in U20S cells, with Richaddsonas filte[196]

and Hessian denoising in pgatocess[197], we were able to resolve the folded
membrane §o-called cristag see Figure50). In the widefield, the cristae cannot be
resolved. A video belonging to the measurement and further details can be found in our
related publication and thesupportinginformation[8].

Figure50: Live cell images of mitochondrial motility in U20S cells

Theorganelle was stained with MitoTrackerRed and the data vemguiredat room temperature. The

insets show clearly that their inner structure cannot be resolved with WF imaging (a). For the SIM
reconstruction, background signal from the raw data was sul®dand Richardsehucy deconvolution

(10 iterations) was applied to the input and output images (b). Hessian denfiSiipleads to further
AYLINRGSYSy(d 2F GKS AYF3AS JjdzZrfAGe o00T aoltS 61N p
100 ms)Figure taken from our corresponding publicat[8h
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