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Abstract

Computer vision is the field that deals with enabling machines to gain an understanding of the content in digital images. This field has seen spectacular advances in recent years through the introduction of deep learning. However, deep learning models are all driven by data and as such they are ill-equipped to handle data samples from categories that they rarely or even never have previously encountered. Consequently, these models are potentially prone to overlook relevant examples.

The focus of this dissertation lies on detecting objects that initially have been overlooked in the semantic segmentation of street scenes. Semantic segmentation can be described as pixel-wise image classification problem, which is typically approached by using deep convolutional neural networks (CNNs). These models are usually trained on a closed set of predefined object classes. This procedure, however, could be a source of two types of classification failures. On the one hand, CNNs might overfit their training data, which possibly results in an undesirable bias towards predicting object classes that dominate the dataset in terms of frequency of occurrence. Methods that properly cope with the imbalance problem is crucial in order to prevent the non-detection of naturally underrepresented but particularly relevant instances, such as humans in street scenes. On the other hand, CNNs in real-world applications have to face diversity of the real-world, which necessarily includes previously unseen and semantically unknown object types, i.e. objects from categories on which a model is not trained and thus unable to operate reliably. Detecting and localizing such unknown instances is extremely safety critical in high-stake applications relying on semantic segmentation, especially in automated driving, if they appear as obstacles on the road ahead of the self-driving car.

In this work, we present methods addressing both shortcomings. Regarding the problem of class imbalance, we investigate the concept of cost-based decision rules in CNNs and aim to make their ethical difficulties transparent. Furthermore, we introduce and extensively inspect the maximum likelihood decision rule for the reduction of false negative instances of humans as underrepresented class in the semantic segmentation of street scenes. We additionally combine this approach with methods for false positive detection based on aggregated pixel-wise uncertainty metrics. This yields a novel final decision rule, which significantly improves the trade-off between false negative and false positive error rates with respect to infrequent classes. Concerning the problem of unknown objects, we examine their pixel-level identification by thresholding on the softmax entropy as measure for prediction uncertainty of CNNs. We subsequently present a retraining approach using a multi objective loss function that maximizes the entropy of semantic segmentation models on unknown objects while allowing only a marginal drop in original semantic segmentation performance. To this end, we utilize training samples extracted from a large database consisting of images with everyday objects. Compared to pure entropy thresholding, we achieve a clear gain in effectiveness at detecting unknown obstacles on roads, which is additionally enhanced by again combining with methods for false positive detection. Lastly, we create a public benchmark for the pixel-level identification of unknown objects. On two new datasets, consisting of real-world and pixel-annotated images, we provide an in-depth evaluation of multiple state-of-the-art methods using established as well as novel and practically relevant performance metrics.
Introduction

Deep learning, which is considered as a form of artificial intelligence, comprises a set of algorithms that enable computers to learn from data. Given these algorithms, scientists have recently achieved remarkable progress in various research fields. In this light, neural networks [McC43; Ros61; Rum86; Kri12] constitute the basis of deep learning. They form a class of models whose architecture is inspired by the structure of the human brain. This model type can be described as a directed acyclic graph with nodes representing neurons and edges representing interactions between neurons. Each node consists of a computing unit passing incoming signals as linear combination through a non-linear scalar function. Hence, neural networks receive some data as input and predict some numerical values accordingly as output. By feeding them with observational data and by allowing them to adjust their model parameters, neural networks are capable of being trained to recognize complex patterns. In theory [Cyb89; Hor91; Les93] as well as in practice [Den09; Kri09; LeC10], neural networks have long been known to yield highly expressive models. Due to the development of novel network architectures, more efficient training algorithms, and particularly the increased computing power as well as the amount of labeled data over the time, deep learning has become the dominating approach for complex applications like computer vision, which is the field that deals with enabling machines to automatically gain a high-level understanding of the content shown in digital images. Recent success includes large-scale vision tasks such as image classification [Kri12; He16b; Sze16; Zop18; Pha21], object detection [Gir15; Red16; He17; Mis20; Liu21], and semantic segmentation [Lon15; Zha17; Che18b; Yua20].

Semantic Segmentation. In this context, semantic segmentation is the task of assigning a category to each pixel of an image. To this end, neural networks are used as statistical models to estimate the probability that a given pixel corresponds to a certain predefined class. These models are all driven by data and require large amount thereof to be trained properly. For this reason, they are ill-equipped to handle data samples from classes that they rarely or even never encounter during training. As a consequence, when deployed to high-stake applications, such as medical diagnostics or automated driving, deep learning models might be prone to overlook examples from rare and unknown classes. Errors of that kind could possibly lead to fatal consequences and therefore should be prevented. The current main research trend in deep learning, however, lies on developing novel model architectures and adapt them to ever more complex datasets [Gei12; Lin14; Men15; Cor16; Yu20]. Even though improving general model performance is important, addressing the mentioned issues is important as well in order ensure safe and reasonable usage of deep learning in real-world applications.

Class Imbalance. The problem of rare examples existing in classification datasets is often associated with the term class imbalance. In other words, class imbalance occurs if at least one class has significantly less examples than another class [Jap02; Kra16; Joh19]. Neural networks as statistical models are trained to learn the underlying distribution of data. This particularly includes the low
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prior probabilities of infrequent classes when trained on imbalanced datasets. In extreme cases, instances from such minority classes may be completely ignored if models exhibit an extremely strong bias towards majority classes. Moreover, minority classes are often of special interest in many practical applications, e.g. rare but serious diseases in medical diagnostics, which intuitively increases the severity of the mentioned kind of classification failure.

However, inaccurate predictions with respect to an underrepresented class are not always identified since performance metrics for classification may be misleading. For instance, neural networks are typically trained to minimize the overall risk of an incorrect prediction, hence the inference of neural networks minimizes the total number of errors. This is commonly evaluated using the accuracy measure [Faw06; ShS14; Joh19], which takes all errors into account irrespective of the type of error. Therefore, this metric is highly biased towards overrepresented classes. Yet only changing the performance metric does have an impact on a model’s actual classification capability. In general, classification models, including neural networks, have empirically shown to be detrimentally affected by class imbalance regarding their performance on minority classes [Jap00; Lop13; Kra16; Bud18]. Thus, neural networks for semantic segmentation, which can be seen as a pixel-wise classification problem, are likely to also exhibit the same set of problems in presence of imbalanced datasets.

On the one hand, existing approaches to handle class imbalance are based on data sampling techniques. These techniques are applied directly to a dataset with the goal to balance its class distribution. Naïve but commonly applied methods are random oversampling [Cha04; Lop13; Mas15] and random undersampling [Van07; Joh19]. In this context, data of minority classes are randomly duplicated or, respectively, data of majority classes are randomly removed. A more sophisticated method to oversampling consists of generating synthetic examples of minority classes [Cha02], whereas advanced techniques to undersampling search for redundant instances of majority classes to discard from the dataset [Wil72; Zha03]. On the other hand, algorithm based techniques aim at class balancing by incorporating costs for different types of classification mistakes during a model’s training phase [Cae15; Wan16; Bul17]. Instead of minimizing the absolute number of misclassifications, the averaged misclassification costs are minimized. Such cost assignments are not necessarily required to be predefined as they can also be learned as additional model parameters [Zha16; Kha18]. Although class imbalance is a well known problem in machine learning, the outlined works indicate that only little work has been done to examine and handle this issue, particularly in deep learning, despite its practical relevance.

Anomaly Segmentation. Neural networks in real-world applications are likely exposed to data from classes that are unknown to them and therefore beyond their capabilities to process reliably. In deep learning terminology, such examples are considered as anomalies since they deviate from anything that is regarded as common and assumed to be known given the training dataset. In this respect, neural networks for semantic segmentation are usually trained with an implicit closed world assumption, i.e. they are designed to operate on a closed and predefined set of semantic categories. These models lack a reject option and fail on semantically unknown instances by design since they must predict a class for any instance, regardless whether the corresponding true class label is contained in the learnable semantic space or not. Naturally, reliably identifying such unknown objects is a crucial prerequisite in safety critical applications, e.g. consider the detection of children’s toys as anomalies on the street in the setting of automated driving.

The detection of anomalies requires neural networks to be equipped with additional techniques. This problem has been mostly tackled in the context of image classification, i.e. identifying whether whole images are anomalous. The introduced methods aim at adjusting the model confidence scores on anomalous inputs [Hen17; Lee18; Lia18; Hei19; Mei20] such that low values indicate the presence of an anomaly. Obviously, images could also be anomalous only in certain parts, e.g. if an unknown object
appears in a familiar surrounding. This problem is commonly referred to as anomaly segmentation, where each individual pixel has to be classified as anomaly or non-anomaly. Methods for image-level anomaly detection can straightforwardly be adapted to anomaly segmentation. However, this approach has shown to scale poorly to pixel-wise anomaly detection, mainly due to imprecise localization of anomalous objects [Ang19; Blu21]. More dedicated approaches to anomaly segmentation mitigate this localization issue by incorporating context information of the given scene into their methods. Among those, many solely rely on uncertainty estimates [Gal16; Ken17; Lak17; Muk19; Gus20; Jun21] since anomalies are intuitively assumed to correlate with high prediction uncertainty. Another popular line of work consists of tuning semantic segmentation models to anomaly segmentation. This can be accomplished by either adding a separate branch to the semantic segmentation model for anomaly prediction [DeV18; Lis19; Di 21] or by enforcing a specific model output on anomalous inputs using auxiliary datasets [Bev19; Hen19; Jou20; Mei20].

Despite these recent efforts in anomaly segmentation, in general only few scientific works exist. This is also a consequence of the clear shortage of proper datasets with realistic and safety relevant scenes. Existing datasets either rely on synthetically generated anomalies [Hen20; Blu21] or suffer from insufficient labeling quality [Pin16; Lis19], besides all providing only a limited variety of anomaly types. Furthermore, missing benchmarks on proper anomaly segmentation datasets to reliably compare methods additionally hinder progress in this research direction.

Contributions. In this dissertation, we focus on the detection of objects that have initially been overlooked in the semantic segmentation of street scenes since the corresponding object classes are rare or unknown to the model. The detection of rare objects corresponds to the problem of class imbalance, while the detection of unknown objects corresponds to anomaly segmentation. In both research directions there is a shortage of scientific works, particularly in the context of deep learning. However, these two issues are of special interest in order to advance towards safe deployment of semantic segmentation to systems for automated driving.

For instance, humans typically correspond to a minority class in street scene datasets in comparison to the class street. The class human appears less frequently besides comprising significantly less image pixels due to their smaller object size. Intuitively, ignoring humans in favor of predicting street as a consequence of class imbalance is highly undesirable. In this regard, existing class balancing methods are difficult to apply since class imbalance is often inherent in real-world datasets. Any change to the training data or modification to the training procedure could yield an unnatural bias compromising the overall performance of semantic segmentation models.

One efficient approach to class balancing, which circumvents the latter issue, relates to the classification decision rule incorporated in neural networks for semantic segmentation. Given the probabilistic output of neural networks, the standard maximum a-posteriori probability decision rule selects the class as final prediction that has been assigned the highest estimated probability. The sensitivity towards predicting minority classes can easily be increased by introducing misclassification costs. We reveal, however, that this approach includes serious ethical difficulties when it comes to providing explicit cost values [Cha19]. As an alternative and mathematically natural way of decision making, we introduce the maximum likelihood decision rule for semantic segmentation [Cha20a], which differs from the standard maximum a-posteriori probability principle by taking the likelihoods into account instead of the posterior class probabilities. In other words, the maximum likelihood principle selects the class as final prediction for which observed features are most typical without including any prior belief about class occurrence frequencies. As light-weight post-processing techniques, multiple decision rules can even be applied simultaneously during inference with negligible computational overhead. By comparing the final semantic segmentation masks, we further aim to identify false indications, which
are produced due to an increased prediction sensitivity induced by a decision rule. To this end, we construct metrics based on geometry properties and location information of predicted objects as well as dispersion measures derived from the probabilistic output of neural networks [Rot20]. Using these hand-crafted metrics, we first identify and then remove false predictions of minority class objects that are produced by using the maximum likelihood in place of the maximum a-posteriori probability decision rule. This yields a sophisticated alternative for the final class prediction, which significantly reduces the non-detection of humans while at the same time controlling the amount of false indications thereof in the semantic segmentation of street scenes [Cha20b].

Another critical scenario in automated driving occurs if unknown objects appear on the road ahead of the vehicle. As already stated, neural networks for semantic segmentation are trained on a closed set of object classes that is assumed to be sufficient for perceiving most street scenes. However, when deployed to the real world, these models necessarily also have to face the diversity of the real world with a boundless set of possible object types. From a functional safety point of view, anomaly segmentation is therefore mandatory in order to determine whether neural networks for semantic segmentation are operating out of their proper domain. Existing methods in this direction are either computationally too expensive for safe real-time semantic segmentation or they are too dataset specific such that they fail to generalize at detecting arbitrary types of anomaly objects.

We address both mentioned shortcomings by enforcing semantic segmentation models to output high prediction uncertainty on anomalous inputs. To quantify prediction uncertainty, we rely on the intuitive entropy measure, which can be easily computed given the probabilistic output of neural networks. In a first step, we study the effectiveness of the entropy measure at detecting unknown obstacles in street scenes and generally observe high entropy responses on those anomaly objects [Bri20]. At the same time, we realize that this uncertainty measure also yields a substantial amount of false anomaly indications, particularly on the road if different road surfaces are shown. To improve the separability between anomalies and non-anomalies, we deliberately include unknown objects in a retraining process of semantic segmentation models and employ a modified training objective to train for high entropy on those induced examples [Cha21a]. To this end, these known unknowns are randomly sampled from a large collection of images showing everyday objects in everyday scenes. In this manner, we obtain an anomaly segmentation model, which generalizes learned uncertainty concepts to truly unseen anomalies without significantly sacrificing in original performance on the primary task of semantic segmentation. Our approach outperforms many other established state-of-the-art methods in terms of effectiveness but particularly in computation time. Furthermore, we equip our anomaly segmentation method with a post-processing step to remove false anomaly indications. This additional step is based on the same set of hand-crafted metrics that is also used in our class balancing method. Again, these metrics reliably indicate false predictions, which we then remove to further enhance anomaly segmentation performance.

Motivated by the shortage and limitations of existing datasets in this research direction, we further introduce an anomaly segmentation benchmark, which is publicly available and accompanied with two new real-world datasets [Cha21b]. Our benchmark provides a public leader board and an evaluation suite including established as well as novel performance metrics. In our datasets, we included images showing anomalies in safety critical scenes and we made sure that the anomalies are clearly defined as well as properly labeled. Moreover, our datasets consist of high-quality images with real anomalies from a wide variety of anomaly types, which have not previously existed in this form.
Outline. The remainder of this dissertation is structured as follows: in Chapter 2, we recapitulate the basic theory on neural networks with a special focus on classification problems. We introduce the building blocks of neural networks, how these models are trained, and how they are adapted to image classification. In Chapter 3 we give an overview on the current research status in the field of semantic segmentation. This encompasses possible real-world applications relying on semantic segmentation and also their corresponding datasets. Furthermore, we review the evolution of state-of-the-art neural network architectures, which consistently improved the state-of-the-art in semantic segmentation over the time. In Chapter 4 and Chapter 5 we provide brief summaries of our works on handling class imbalance and on anomaly segmentation, respectively. This dissertation is cumulative comprising the following seven peer reviewed conference articles, which all appear in their full form including the description of own contributions in Chapter 6:


Robin Chan, Matthias Rottmann, Fabian Hüger, Peter Schlicht and Hanno Gottschalk, “Application of Decision Rules for Handling Class Imbalance in Semantic Segmentation” in The 30th European Safety and Reliability Conference (ESREL) © 2020


Robin Chan, Matthias Rottmann, Fabian Hüger, Peter Schlicht and Hanno Gottschalk, “Controlled False Negative Reduction of Minority Classes in Semantic Segmentation” in The IEEE International Joint Conference on Neural Networks (IJCNN) © 2020


Finally, we conclude this dissertation in Chapter 7 by pointing out the main contributions of the above articles and giving an outlook for future work directions.
Theoretical Foundation

Deep learning is currently the best approach to tackle many applications such as computer vision, speech recognition or natural language processing. The algorithms solving the mentioned tasks are often regarded as kind of artificial intelligence. They mostly encompass artificial neural networks, which are biologically-inspired statistical and parameterized models. Then, by means of observational data and optimization algorithms, machines are enabled to automatically find their appropriate model parameters in order to solve highly complex tasks. In other words, machines “learn” from experience provided by data. In this chapter, we introduce the theoretical foundations behind deep learning techniques and motivate why they work so well in practice, with special focus on neural networks specifically designed for classification problems on image data.

2.1 Feedforward Neural Networks

The field of deep learning incorporates neural networks (NNs) as the most commonly used type of model. In general, NNs for classification can be understood as statistical models to approximate some probability function $p$, that is estimating the probability $p(y|x)$ for an input $x$ to have class affiliation $y$. In this context, so-called feedforward neural networks are one particular type of model. They are called feedforward as the information flows in one direction, from the input $x$, through some intermediate computations, and finally to the output of the model $f(x)$. Then, a feedforward NN for classification is an input-target mapping, where $f_y(x|\theta)$ is a parameterized approximation function of the target function $p(y|x)$. The design of feedforward NNs enables them to automatically and efficiently “learn” its appropriate model parameters $\theta$. This is accomplished via optimization algorithms with the objective that the approximation fits the target as well as possible.

2.1.1 Perceptron Neuron

A feedforward neural network in its simplest form consists of one neuron, the perceptron neuron. The latter model is a binary classifier consisting of a single computing unit, which processes multiple scalar inputs and returns a binary output, see also Figure 2.1.

Definition 2.1. Perceptron Neuron \[\text{McC43; Ros58}\]

Let $x \in \mathbb{R}^n$, $n \in \mathbb{N}$ be an input vector. A perceptron neuron is a mapping $f: \mathbb{R}^n \to \{0, 1\}$,

$$f(x) := \begin{cases} 1 & , \text{ if } \mathbf{w}^\top x + b > 0 \\ 0 & , \text{ otherwise} \end{cases}$$ (2.1)

where $\mathbf{w} \in \mathbb{R}^n$ is the weights vector and $b \in \mathbb{R}$ the bias.
Figure 2.1: A feedforward neural network as perceptron neuron. Here, $x = (x_1, \ldots, x_n)^\top$ denotes the input vector, $w = (w_1, \ldots, w_n)^\top$ the weights vector and $b$ the bias.

A perceptron neuron can also be understood as a threshold gate for the sum of weighted inputs $w^\top x$, given the threshold $-b$. By adjusting the parameters in the set $\theta = \{w^\top, b\}$, this simple perceptron model is capable of solving any binary classification problem with data that is linearly separable [Bis06; Has09; ShS14].

2.1.2 Sigmoid Neuron

Perceptron neurons provide two output states, either 0 or 1, see Equation (2.1). Thus, small changes in the weights might cause the output to completely flip, which is obviously undesirable when tuning the weight parameters. The sigmoid neuron avoids this problem by coupling perceptrons with the logistic sigmoid function as an additional computation step.

**Definition 2.2. Sigmoid Neuron [Has09; Nie17; Cal20]**

Let $x \in \mathbb{R}^n, n \in \mathbb{N}$ be an input vector and let $\sigma : \mathbb{R} \rightarrow (0, 1), \sigma(z) = 1/(1 + e^{-z})$ denote the logistic sigmoid function. A sigmoid neuron is a mapping $f : \mathbb{R}^n \rightarrow (0, 1),$

$$f(x) := \sigma(w^\top x + b) = \frac{1}{1 + e^{-w^\top x - b}}$$

where $w \in \mathbb{R}^n$ is the weights vector and $b \in \mathbb{R}$ the bias.

As the logistic sigmoid function $\sigma$ is continuous with respect to the parameters $\theta = \{w^\top, b\}$, the output of a sigmoid neuron does not have a jump discontinuity as opposed in the perceptron neuron. This property is crucial for learning / optimization algorithms to work. Moreover, sigmoid neurons approximate perceptrons, cf. Figure 2.2, therefore they are capable of solving any problem with linearly separable data as well. Although the limitation of only solving linear classification problems still remains, the sigmoid neuron output provides a smoother decision boundary than the perceptron neuron. This continuous output can be interpreted as confidence of taking a certain decision, thus allowing for a more adequate treatment of examples close to the decision boundary.

2.1.3 Multi Layer Neural Network

In order to handle more complex tasks than binary classification, the single neuron models have been extended to multi layer neural networks. This latter model type is a feedforward neural network that
is composed of multiple layers of neurons. The layers are linked together in the feedforward sense such that the output of neurons in one layer form the input of neurons in the next one. In this regard, layers residing in-between the network input and network output layer are called hidden since their inputs and outputs are not directly observed. Typically, the neurons in the hidden layer perform non-linear transformations to the input \( x \), e.g., by employing sigmoid neurons, cf. Definition 2.2. In this way, multi layer neural networks are capable of distinguishing non-linearly separable data, thus overcoming a major limitation of single neuron models.

**Definition 2.3.** Output per layer\[\text{Has09; Nie17; Cal20}\]
Let \( n_\ell \in \mathbb{N} \) denote the number of neurons in layer \( \ell \in \mathbb{N} \) of a feedforward neural network. Then, the output for layer \( \ell \) is defined as

\[
\begin{align*}
f(\ell) : \mathbb{R}^{n_\ell} & \rightarrow \mathbb{R}^{n_\ell} \\
x^{(\ell-1)} & \mapsto x^{(\ell)}
\end{align*}
\]

\[
x^{(\ell)} = f^{(\ell)}(x^{(\ell-1)}) := \phi^{(\ell)}(W^{(\ell)}x^{(\ell-1)} + b^{(\ell)}) \quad \forall \ \ell \in \mathbb{N}, \ell > 0 \text{ and } x^{(0)} = x \in \mathbb{R}^{n}, \quad (2.3)
\]

where \( \phi^{(\ell)} : \mathbb{R}^{n_\ell} \rightarrow \mathbb{R}^{n_\ell} \) is a transformation function, \( W^{(\ell)} \in \mathbb{R}^{n_\ell \times n_{\ell-1}} \) the weights matrix and \( b^{(\ell)} \in \mathbb{R}^{n_\ell} \) the biases vector for layer \( \ell \).

**Remark 2.4.** Note, that in practice \( \phi^{(\ell)} \) consists of non-linear component-wise operations. More precisely, \( x_j^{(\ell)} = \phi_j^{(\ell)}(W_j^{(\ell)}x^{(\ell-1)} + b_j^{(\ell)}) \) with \( \phi_j^{(\ell)} : \mathbb{R} \rightarrow \mathbb{R} \ \forall \ j \in \{1, \ldots, n_\ell\} \). The logistic sigmoid function \( \sigma(z) = 1/(1+e^{-z}) \), see Equation (2.2), is one such non-linear transformation.

**Definition 2.5.** Multi Layer Neural Network\[\text{ShS14; Goo16; Dei20}\]
Let \( x \in \mathbb{R}^n, n \in \mathbb{N} \) be an input vector and let \( f(\cdot|\ell) \) denote the output per layer function with parameters \( \theta^{(\ell)} = \{W^{(\ell)}, b^{(\ell)}\} \) for \( \ell \in \{1, 2, \ldots, L\}, L \in \mathbb{N}, L \geq 2 \), as defined in Definition 2.3. Then, a multi layer neural network is a mapping \( f : \mathbb{R}^n \rightarrow \mathbb{R}^K \), \( K \in \mathbb{N} \) which is composed of a chain of output per layer functions

\[
f(x|\theta) := \left( f^{(L)} \circ f^{(L-1)} \circ \ldots \circ f^{(1)} \right)(x) \quad (2.4)
\]

where \( \ell = 0 \) denotes the layer of the network input, \( \ell = L \) the layer of the network output, and \( \theta = \{\theta^{(\ell)}\}_{\ell=1}^{L} \) the set of model parameters.
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Figure 2.3: A vanilla neural network, \textit{i.e.} a multi layer neural network with one hidden layer and 1-dimensional output \((K = 1)\). In the layer \(\ell = 1\), the corresponding neurons are coupled with the logistic sigmoid function \(\sigma(z) = \frac{1}{1 + e^{-z}}\) as transformation step \(\phi^{(1)}\) and in the final layer \(\ell = 2\), the identity function \(\text{id}(z) = z\) is employed as \(\phi^{(2)}\). For the sake of clarity, the weights are omitted in this illustration.

With the notation introduced in Definition 2.3, the network output is equivalent to \(f(x) = x^{(2)}\).

The most commonly-known type of multi layer neural networks is the so-called “vanilla” neural network \cite{Has09}. With Definition 2.5, this model can be understood as a single hidden layer NN with \(L = 2\), \(K = 1\) where \(\phi\) is the sigmoid function in \(f^{(1)}\) and the identity function in \(f^{(2)}\), respectively, \textit{cf.} Figure 2.3. This particular architecture is a powerful approximator for a large family of real-life functions. In fact, a vanilla NN are so-called \textit{universal approximator} \cite{Cyb89} (see also next Section 2.1.5). The vanilla NN is also the type of NN for which the universal approximation property has been determined first. Consequently, this model type has a certain historical importance in the development of deep learning as it inspired a series of other NN architectures having the universal approximation property as well but employing different transformation functions for \(\phi^{(1)}\).

2.1.4 Activation Functions

In each neuron of a neural network, the computation of the output consists of two steps. First, the incoming inputs are weighted and summed up. As second step, a function performing transformations to the weighted sum of inputs is applied. In Definition 2.3, this function is denoted by \(\phi\), which is also commonly referred to as \textit{activation function}. From the single neuron models, we already know some of their types. These are for instance the Heaviside function, \textit{i.e.}

\[
\phi(z) = \mathbb{1}_{\{z > 0\}}, \quad z \in \mathbb{R},
\]  

which is used in the perceptron neuron \cite{Def2.1}, and the logistic sigmoid function, \textit{i.e.}

\[
\phi(z) = \frac{1}{1 + e^{-z}}, \quad z \in \mathbb{R},
\]  

(2.6)
which is used in the sigmoid neuron (Definition 2.2), respectively.

As neural networks are tuned via gradient-based optimization algorithms, the activation functions should ideally be differentiable. Other desired properties, besides non-linearity and differentiability, is computationally cheap derivatives. In practice, the most commonly-used activation function is the so-called rectified linear unit activation function.

**Definition 2.6. Rectified Linear Unit Neuron** \[\text{[Nai10; Maa13; Goo16]}\]

Let \( x \in \mathbb{R}^n, n \in \mathbb{N} \) be an input vector. A rectified linear unit (ReLU) neuron is a mapping \( f : \mathbb{R}^n \rightarrow \mathbb{R}, \)

\[
f(x) := \text{ReLU}(w^\top x + b) \tag{2.7}
\]

where \( w \in \mathbb{R}^n \) is the weights vector, \( b \in \mathbb{R} \) the bias and \( \text{ReLU} : \mathbb{R} \rightarrow \mathbb{R} \) the ReLU activation function. The latter function is defined as the positive part of its inputs, i.e.

\[
\text{ReLU}(z) := \max\{0, z\}, \quad z \in \mathbb{R}. \tag{2.8}
\]

**Remark 2.7.** Considered strictly, the ReLU activation function is not differentiable at every point \( z \in \mathbb{R} \) since for \( \delta > 0 \) sufficiently small

\[
\lim_{\delta \to 0^+} \lim_{z \to 0^+} \frac{\max\{0, z + \delta\} - \max\{0, z\}}{\delta} = 0 \neq 1 = \lim_{\delta \to 0^-} \lim_{z \to 0^-} \frac{\max\{0, z + \delta\} - \max\{0, z\}}{\delta}, \tag{2.9}
\]

see Figure 2.4 blue graph. In implementations of neural networks, the derivative \( \text{ReLU}' \) is therefore set to 0 at \( z = 0 \), i.e. the Heavyside function is used as derivative \( \text{ReLU}'(z) \approx \mathbb{1}_{\{z > 0\}} \).

The ReLU activation function is non-linear although consisting of two linear pieces, see Figure 2.4. Thus, while accounting for non-linearity, the derivative of ReLU can be very easily computed. Moreover, replacing sigmoid neurons in multi layer neural networks for ReLUs yield another universal approximator, which is another reason for the popularity of the ReLU activation function (see next Section 2.1.5).

Multi layer neural networks can be extended in a straightforward manner from single-class classification to multi-class classification. In Definition 2.5, \( K \in \mathbb{N} \) corresponds to the number of final network outputs, in other words it corresponds to the number of classes to be predicted. The activation function in the last layer is usually the softmax function, which provides a categorical probability distribution over all classes.
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Definition 2.8. Softmax Activation Function \[\text{Bri90, Bis06, Has09, Gib10, Goo16, Dei20}\]
Let \( K \in \mathbb{N} \), \( K \geq 2 \) denote the number of network outputs, i.e. the number of neurons in a network’s last layer. Then, the softmax activation function is defined as

\[
\text{softmax} : \mathbb{R}^K \to \{z \in (0,1)^K : \|z\|_1 := \sum_{k=1}^{K} z_k = 1\}
\]

\[
\text{softmax}_k(z) := \frac{e^{z_k}}{\sum_{j=1}^{K} e^{z_j}} \quad \forall \; k = 1, \ldots, K.
\] (2.10)

By applying the softmax function, the components of the network output \( f(x) \) are scaled into the range \((0,1)\) such that the sum of all outputs is equal to 1. In other words, \( f(x) \) is normalized to a probability distribution over \( K \) predicted outputs. In this way, the \( k \)-th component \( f_k(x) \) is often interpreted as the NN’s confidence in the class prediction \( k \in \{1, \ldots, K\} \), i.e. an estimate of \( p(k|x) \).

Note that for the final class prediction, a decision function \( D : \mathbb{R}^K \to \{1, \ldots, K\} \) is applied. According to the maximum a-posteriori principle \[\text{Bis06}\], the final class prediction for input \( x \) is given by

\[
D_{\text{MAP}}(x) := \arg \max_{k \in \{1, \ldots, K\}} p(k|x).
\] (2.11)

Replacing the unknown \( p(k|x) \) by the estimate \( f_k(x) \) then yields the final prediction \( \hat{y} = \arg \max_{k \in \{1, \ldots, K\}} f_k(x) \).

2.1.5 Universal Approximators for Continuous Functions

In Section 2.1.3 we have introduced multi layer neural networks as parametric models \( f(\cdot|\theta) \) and in Section 2.1.4 we have seen that they can be equipped with different activation functions. Such models possess the capability of “learning”, i.e. approximating a target function \( f^* \) by automatically modifying their parameters \( \theta \). In this light, so-called universal approximators are capable of approximating any function, from a certain space of functions, to any degree of accuracy. In what follows, we will examine the expressivity of multi layer neural networks given the known activation functions.

Definition 2.9. Universal Approximator \[\text{Cyb89, Cal20}\]
Let \((S, d)\) be a function space \( S \) equipped with a distance function \( d : S \times S \to \mathbb{R} \), and let \( U \) be the set of functions in \( S \) than can be represented by neural networks. Then, the class \( U \) of neural networks is a universal approximator for \((S, d)\) if

\[
\forall \; f^* \in S \; \forall \; \varepsilon > 0 \; \exists \; f \in U : d(f^* - f) < \varepsilon.
\] (2.12)

In other words, a class of neural networks is a universal approximator for \((S, d)\) if the function space \( U \) is \( d \)-dense in \( S \).

Universal approximation theorems state the existence of NNs fulfilling the property in Definition 2.9. It has been proven that even single hidden layer neural networks can have the universal approximation property. The most classical form of a universal approximator is the vanilla NN for continuous functions \( f^* \in C(\mathbb{I}^n) \), where \( C(\mathbb{I}^n) \) denotes the space of real-valued continuous functions on the \( n \)-dimensional unit cube \( \mathbb{I}^n := [0, 1]^n \subset \mathbb{R}^n \).
Theorem 2.10. Sigmoid Neurons as Universal Approximator [Cyb89]

Let \( x \in \mathbb{R}^n, n \in \mathbb{N} \) and let \( \sigma(z) = 1/(1 + e^{-z}) \) denote the logistic sigmoid function. Then, the space of functions of the form

\[
f(x) = (w^{(2)})^\top \sigma \left( W^{(1)} x + b^{(1)} \right) = \sum_{j=1}^{n_1} w_j^{(2)} \sigma \left( w_j^{(1)} x + b_j^{(1)} \right)
\]  \hspace{1cm} (2.13)

\( w_j^{(2)}, b_j^{(1)} \in \mathbb{R}, \ (w_j^{(1)})^\top \in \mathbb{R}^n, \ j = 1, \ldots, n_1 \in \mathbb{N} \)

is \( \|\cdot\|_{\infty} \)-dense in \( C(\mathbb{I}^n) \).

Proof. For the proof we will utilize the discriminatory property of the logistic sigmoid function \( \sigma \). Note that \( \sigma \) is one type of continuous sigmoid functions since \( \sigma(z) \to 0 \) and \( \sigma(z) \to 1 \), see Definition A.1. Then, \( \sigma \) is discriminatory since any arbitrary continuous sigmoid function is discriminatory, i.e. the zero measure \( \nu = 0 \) is the only finite signed Borel measure \( \nu \in M(\mathbb{I}^n) \) on \( \mathbb{I}^n \) with

\[
\int_{\mathbb{I}^n} \sigma(w^\top x + b) \, d\nu(x) = 0 \quad \forall \ w \in \mathbb{R}^n, b \in \mathbb{R},
\]  \hspace{1cm} (2.14)

see also Definition A.2 and Proposition A.3 Let \( \mathcal{U} \) be the set of functions of the form as in Equation (2.13) i.e.

\[
\mathcal{U} = \left\{ f : f(x) = \sum_{j=1}^{n_1} w_j^{(2)} \sigma \left( w_j^{(1)} x + b_j^{(1)} \right), \right. \hspace{1cm} (2.15)
\]

which is a linear subspace of \( C(\mathbb{I}^n) \).

We show that \( \mathcal{U} \) is \( \|\cdot\|_{\infty} \)-dense in \( C(\mathbb{I}^n) \) by contradiction. To this end, let us assume that \( \mathcal{U} \) is not \( \|\cdot\|_{\infty} \)-dense in \( C(\mathbb{I}^n) \). Then, the closure \( \mathcal{R} \) of \( \mathcal{U} \) is a closed proper subspace of \( C(\mathbb{I}^n) \). By the Hahn-Banach theorem, cf. Theorem A.4, there exists a bounded continuous linear functional \( L : C(\mathbb{I}^n) \to \mathbb{R} \), with the property that \( L \neq 0 \) but \( L(f) = 0 \ \forall \ f \in \mathcal{U} \). By the Riesz representation theorem, see Theorem A.5 there is a measure \( \nu \in M(\mathbb{I}^n) \), such that

\[
L(g) = \int_{\mathbb{I}^n} g(x) \, d\nu(x) \quad \forall \ g \in C(\mathbb{I}^n).
\]  \hspace{1cm} (2.16)

In particular,

\[
L(f) = \int_{\mathbb{I}^n} f(x) \, d\nu(x) = 0 \quad \forall \ f \in \mathcal{U} \ \hspace{1cm} (2.17)
\]

\[
\Leftrightarrow \sum_{j=1}^{n_1} w_j^{(2)} \int_{\mathbb{I}^n} \sigma \left( w_j^{(1)} x + b_j^{(1)} \right) \, d\nu(x) = 0 \quad \forall \ w_j^{(2)}, b_j^{(1)} \in \mathbb{R}, (w_j^{(1)})^\top \in \mathbb{R}^n,\ \hspace{1cm} (2.18)
\]

see also Lemma A.6 Since \( \sigma(w^\top x + b) \in \mathcal{R} \ \forall \ w \in \mathbb{R}^n, b \in \mathbb{R} \), we have

\[
\int_{\mathbb{I}^n} \sigma \left( w^\top x + b \right) \, d\nu(x) = 0 \quad \forall \ w \in \mathbb{R}^n, b \in \mathbb{R},
\]  \hspace{1cm} (2.19)

which means that \( \nu = 0 \) according to the discriminatory property of \( \sigma \). However, \( \nu = 0 \) being the zero measure would imply \( L(g) = 0 \ \forall \ g \in C(\mathbb{I}^n) \), contradicting Equation (2.16) and therefore also our assumption. Hence, we conclude that \( \mathcal{U} \) is \( \|\cdot\|_{\infty} \)-dense in \( C(\mathbb{I}^n) \). \( \square \)
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As the output of a vanilla neural network is of the form as in Equation (2.13), a vanilla NN consequently is a universal approximator. Summarizing Theorem 2.10, the statement is that no matter what continuous function we wish to be approximate, there is a vanilla NN whose output is arbitrarily close. In practice, vanilla neural networks are not the first choice of network design, inter alia due to the logistic sigmoid function as activation function. In this context, the most popular activation function is ReLU. While replacing the sigmoid neurons with ReLU neurons in vanilla NNs, the universal approximation property still remains.

**Theorem 2.11. ReLU Neurons as Universal Approximator** [Hor91; Gui18]

Let \( \mathbf{x} \in \mathbb{I}^n \), \( n \in \mathbb{N} \) and let \( \text{ReLU}(z) = \max\{0,z\} \) denote the ReLU activation function. Then, the space of functions of the form

\[
f(\mathbf{x}) = (w^{(2)})^\top \text{ReLU} \left( \mathbf{W}^{(1)} \mathbf{x} + b^{(1)} \right) = \sum_{j=1}^{n_1} w_j^{(2)} \text{ReLU} \left( w_j^{(1)} \mathbf{x} + b_j^{(1)} \right)
\]  

(2.20)

\( w_j^{(2)}, b_j^{(1)} \in \mathbb{R}, \ (w_j^{(1)})^\top \in \mathbb{R}^n, \ j = 1, \ldots, n_1 \in \mathbb{N} \)

is \( \| \cdot \|_\infty \)-dense in \( C(\mathbb{I}^n) \).

**Proof.** According to the proof of Theorem 2.10, it is sufficient for us to show that ReLU is discriminatory for \( \nu \in M(\mathbb{I}^n) \), i.e. we show that

\[
\int_{\mathbb{I}^n} \text{ReLU}(\mathbf{w}^\top \mathbf{x} + b) \ d\nu(\mathbf{x}) = 0 \quad \forall \ \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R} \implies \nu = 0 .
\]  

(2.21)

Consider the continuous sigmoid function of the form

\[
\psi(z) = \begin{cases} 
0 & , \text{ if } \ z < 0 \\
\ z & , \text{ if } \ 0 \leq z \leq 1 , \quad z \in \mathbb{R} . \\
1 & , \text{ if } \ z > 1 
\end{cases}
\]  

(2.22)

This activation function \( \psi \) can be described as the difference of two ReLU activation functions, cf. Figure 2.4 green dotted graph,

\[
\psi(z) = \text{ReLU} \left( z \right) - \text{ReLU} \left( z - 1 \right) \quad \forall \ z \in \mathbb{R}
\]  

(2.23)

\[
\Leftrightarrow \psi(\mathbf{w}^\top \mathbf{x} + b) = \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b \right) - \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b - 1 \right) \quad \forall \ \mathbf{x}, \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R} .
\]  

(2.24)

Since any continuous sigmoid function is discriminatory, see Proposition A.3, we have

\[
\int_{\mathbb{I}^n} \psi(\mathbf{w}^\top \mathbf{x} + b) \ d\nu(\mathbf{x}) = 0 \quad \forall \ \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R} \implies \nu = 0 ,
\]  

(2.25)

which yields

\[
\int_{\mathbb{I}^n} \psi(\mathbf{w}^\top \mathbf{x} + b) \ d\nu(\mathbf{x}) = 0 \quad \forall \ \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R} \implies \nu = 0 ,
\]  

(2.26)

\[
= \int_{\mathbb{I}^n} \left( \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b \right) - \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b - 1 \right) \right) \ d\nu(\mathbf{x})
\]  

(2.27)

\[
= \int_{\mathbb{I}^n} \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b \right) \ d\nu(\mathbf{x}) - \int_{\mathbb{I}^n} \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b - 1 \right) \ d\nu(\mathbf{x})
\]  

(2.28)

\[
= 0 \quad \forall \ \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R} \implies \nu = 0
\]  

(2.29)

\[
\Leftrightarrow\int_{\mathbb{I}^n} \text{ReLU} \left( \mathbf{w}^\top \mathbf{x} + b \right) \ d\nu(\mathbf{x}) = 0 \quad \forall \ \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R} \implies \nu = 0
\]  

(2.30)

and concludes the proof, see Equation (2.21).
2.2. Training of Neural Networks

In this Section 2.1.5 we have now seen two universal approximation theorems for different activation functions. An extension to the presented theorems and a more general statement for single hidden layer neural networks is provided by [Les93]. The authors of the work state that the universal approximation property holds for any function from $C(K)$, $K \subseteq \mathbb{R}^n$ being a compact set, with every continuous and non-polynomial activation function. However, all the outlined theorems do not put any constraint on the number of neurons in the hidden layer, which is referred to as width of NNs. In general, the wider a NN is designed, the larger the capacity of the NN. This comes at the cost of increasing the number of model parameters and therefore potentially facing the curse of dimensionality [Bel57; Bis06]. Hence, finding the best model might encounter some computational limitations due to the infinitely many possibilities of network architectures and corresponding parameter values.

Dealing with an arbitrary width and a fixed depth of NNs are considered as the classical type of universal approximation theorems. More recent works focus on the opposite type, that is NNs with an arbitrary depth and a fixed width. In the supervised learning setting for classification, a dataset $D_N$ with manually annotated data examples is typically available. More formally, $D_N = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N}$ consists of $N$ randomly sampled data pairs with $x^{(i)} \in \mathbb{R}^n$, $y^{(i)} \in \{1, \ldots, K\}$, $\forall i = 1, \ldots, N$ denoting the $i$-th input and target, respectively.

Since the true data generating process for every data pair $(x, y)$ of $D_N$ is usually unknown, the goal in classification problems is to approximate the conditional probability $p(y|x)$, i.e., the probability for target class $y$ given input $x$, e.g., by using a neural network $f(x|\theta)$. A neural network is a parametric model whose parameters $\theta$ are optimized to fit the distribution provided by $D_N$. This optimization procedure is known as training of neural networks, therefore $D_N$ is also referred to as training dataset.

To this end, distance between probability distributions is usually associated with the term deep learning.

Nevertheless, none of these universal approximation theorems provide the design of a NN for a specific task, in particular none of them provide the appropriate model parameters. To this end, labeled data is typically presented to a NN, from which it can learn how to adjust its weights such that its output fits best the target. This process of feeding neural networks with data, therefore enabling them to learn, is known as “training”.

2.2 Training of Neural Networks

In the preceding Section 2.1, the ability of neural networks to learn from data has already been stated. In the supervised learning setting for classification, a dataset $D_N$ with manually annotated data examples is typically available. More formally, $D_N = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N}$ consists of $N$ randomly sampled data pairs with $x^{(i)} \in \mathbb{R}^n$, $y^{(i)} \in \{1, \ldots, K\}$, $\forall i = 1, \ldots, N$ denoting the $i$-th input and target, respectively.

Since the true data generating process for every data pair $(x, y)$ of $D_N$ is usually unknown, the goal in classification problems is to approximate the conditional probability $p(y|x)$, i.e., the probability for target class $y$ given input $x$, e.g., by using a neural network $f(x|\theta)$. A neural network is a parametric model whose parameters $\theta$ are optimized to fit the distribution provided by $D_N$. This optimization procedure is known as training of neural networks, therefore $D_N$ is also referred to as training dataset.

To this end, $D_N$ is ideally as representative as possible for the true underlying distribution of $(x, y)$.

2.2.1 Distance between Probability Distributions

One question, which naturally arises when training neural networks for classification, is what measure to use to quantify the “closeness” between the neural network output $f_y(x|\theta)$ and the target probability $p(y|x)$ for classes $y \in \{1, \ldots, K\}$. As we will see, this can be regarded as quantifying
the distance between two conditional probability distributions (or, more generally, the distance between two Markov kernels). For the sake of simplicity, let us first consider the case of unconditional probability distributions.

**Definition 2.12. Kullback-Leibler Divergence** [Kul51, Kul59, Han16]

Let $\mu$, $\nu$ be two probability distributions over $\mathbb{R}^n$, and let $\nu$ be absolutely continuous with respect to $\mu$. Then, the Kullback-Leibler divergence between $\mu$ and $\nu$ is defined as

$$ KL(\mu || \nu) := -\int_{\mathbb{R}^n} \ln \left( \frac{d\nu}{d\mu}(z) \right) d\mu(z) = \mathbb{E}_{Z \sim \mu} \left[ -\ln \left( \frac{d\nu}{d\mu}(Z) \right) \right]. $$

(2.31)

Here, $\frac{d\nu}{d\mu}$ denotes the Radon–Nikodym derivative and $\mathbb{E}_{Z \sim \mu}$ the expectation operator with respect to the random variable $Z \sim \mu$.

The Kullback-Leibler divergence is also sometimes called relative entropy and defines a form of distance between two probability distributions. As $-\ln(\cdot)$ is a convex function, applying Jensen’s inequality [Jen06] yields

$$ KL(\mu || \nu) \geq -\ln \left( \int_{\mathbb{R}^n} \frac{d\nu}{d\mu}(z) d\mu(z) \right) = 0 $$

with equality if and only if $\mu = \nu$. (2.32)

Note that KL is not a metric since it is neither symmetric, i.e. $KL(\mu || \nu) \neq KL(\nu || \mu)$, nor does it satisfy a triangle inequality. Pinsker’s inequality [Pin64], however, allows for comparison between the Kullback-Leibler divergence and other common distance metrics by means of their dual form [Han16]. More precisely, for the two probability measures $\mu$, $\nu$ on $(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$, with $\mathcal{B}(\mathbb{R}^n)$ denoting the Borel algebra on $\mathbb{R}^n$, the commonly used total variation distance is given as

$$ \| \mu - \nu \|_{TV} := \sup_{A \in \mathcal{B}(\mathbb{R}^n)} |\mu(A) - \nu(A)| = \frac{1}{2} \sup_{g \in \operatorname{Lip}} \left| \int_{\mathbb{R}^n} g(z) d\mu(z) - \int_{\mathbb{R}^n} g(z) d\nu(z) \right|. $$

(2.33)

where $\operatorname{Lip} := \{ g : \mathbb{R}^n \to [-1, 1] : g \text{ is measurable} \}$. Via the Wasserstein distance

$$ \| \mu - \nu \|_{W_1(1_{x \neq x'})} := \sup_{g \in \operatorname{Lip}} \left| \int_{\mathbb{R}^n} g(z) d\mu(z) - \int_{\mathbb{R}^n} g(z) d\nu(z) \right| $$

(2.34)

where $\operatorname{Lip} := \{ g : \mathbb{R}^n \to \mathbb{R} : | g(x) - g(x') | \leq 1_{x \neq x'} \} = \{ g \in \operatorname{M} : \sup_{x \in \mathbb{R}^n} g(x) - \inf_{x \in \mathbb{R}^n} g(x) \leq 1 \}$ denotes the family of 1-Lipschitz functions with respect to the trivial metric $1_{x \neq x'}$. Pinsker’s inequality bounds the total variation distance with the Kullback-Leibler divergence [Bob99], that is

$$ \| \mu - \nu \|_{TV} = \| \mu - \nu \|_{W_1(1_{x \neq x'})} \leq \sqrt{\frac{1}{2} KL(\mu || \nu)}. $$

(2.35)

Consequently, this result implies that the topology generated by the Kullback-Leibler divergence is stronger than the one of the total variation distance, i.e.

$$ KL(\mu || \nu_m) \xrightarrow{m \to \infty} 0 \Rightarrow \| \mu - \nu_m \|_{TV} \xrightarrow{m \to \infty} 0 $$

(2.36)

for any sequence $\{ \nu_1, \nu_2, \ldots \}$ of probability measures for which $KL(\mu || \nu_m) \xrightarrow{m \to \infty} 0$.

\textsuperscript{1}Note that, for the sake of brevity, we sometimes omit the indication to the random variable in the notation of the expectation operator if it becomes clear from the context. We then e.g. write $\mathbb{E}_\mu$ instead of $\mathbb{E}_{Z \sim \mu}$. 
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Having now the Kullback-Leibler divergence as “strong” distance at hand, the two probability distributions, for which the distance is desired to be quantified, need to be identified next. In the setting of statistical learning, the learning target is the underlying distribution of a data generating process, provided that empirically observed samples produced by the data generating process are given. More formally, assume that \( \mu \) denotes the true but unknown target distribution. Sampling from \( \mu \) yields the training dataset \( D_N \) and accordingly the empirical distribution \( \hat{\mu} \). Processing the training data via a parametric model \( f(\cdot|\theta) \) yields the model distribution \( \nu \). Then, we want to minimize the Kullback-Leibler divergence between \( \mu \) and \( \nu \).

To this end, let us consider the densities \( d\mu(z) = p(z)dz \) and \( d\nu(z) = f(z|\theta)dz \) corresponding to the distributions \( \mu \) and \( \nu \), respectively, both with respect to the Lebesgue measure \( dz \) on \( \mathbb{R}^n \). Then, we minimize the Kullback-Leibler divergence between \( \mu \) and \( \nu \) by minimizing the expected value of the log density of the model distribution since

\[
\text{KL}(\mu\|\nu) = -\mathbb{E}_\mu \left[ \ln \left( \frac{d\nu}{d\mu}(Z) \right) \right] = -\mathbb{E}_\mu \left[ \ln \left( \frac{f(Z|\theta)}{p(Z)} \right) \right] = \mathbb{E}_\mu \left[ -\ln f(Z|\theta) \right] + \mathbb{E}_\mu \left[ \ln p(Z) \right]. \tag{2.37}
\]

Here, \( \mathbb{E}_\mu \left[ -\ln f(Z|\theta) \right] \) is called the expected value of the log density of the model distribution \( \nu \), which we will also refer to as the expected risk in the following. The choice of parameters (as well as the choice of model class) for \( f(Z|\theta) \) determines what distributions \( \nu \) is capable to express. In particular, the only way to alter \( \text{KL}(\mu\|\nu) \) is by modifying \( \theta \). Since we do not have access to the true target distribution \( \mu \), we minimize the Kullback-Leibler divergence between the empirical distribution \( \hat{\mu} \) and \( \nu \) instead during training.

This approach incorporates several sources of errors. For instance, data distributed according to the target distribution \( \mu \) can be collected in a dataset \( D_N \) but the empirical distribution \( \hat{\mu} \) obtained by \( D_N \) is an estimation of \( \mu \) and does not necessarily represent the true target distribution. Therefore, an empirical distribution introduces the so-called estimation (or sampling) error. Naturally, the estimation error is reduced the greater \( N \), i.e. the larger the training dataset \( D_N \). Furthermore, the probability density function \( p \) of the target distribution is usually unknown. For that reason, \( p \) must be approximated using the training dataset \( D_N \) and some model \( f(\cdot|\theta) \). The error associated with a misspecified model is referred to as approximation (or model) error. The approximation error obviously becomes smaller by better approximation, for which models of high expressivity are favorable. Given the universal approximation property, see Section 2.1.3, neural networks are an obvious choice in order to have a low approximation error. However, determining the optimal parameters of the model is another challenge, which is essentially an optimization problem. The error produced by the inability to optimize some training objective is then called optimization error. These three mentioned error terms are known as error decomposition of statistical learning methods [ShSi14].

Regardless of the stated error decomposition, the minimization process of \( \text{KL}(\mu\|\nu) \) and therefore the success of learning algorithms, further depends on a proper estimate of the expected risk, cf. Equation (2.37). In order to tune the model parameters \( \theta \) via optimization, an objective function is necessary, which explicitly computes an estimate of the expected risk by means of the available training data \( D_N \). Such a function is then called empirical risk function. Preferably, this function should have the property that for a large training dataset the empirical risk converges to the true expected risk. We will see that the empirical negative log-likelihood is suitable as such empirical risk function, which we will discuss in more detail after the formal introduction of conditional distributions in the following remark.

Remark 2.13. For the sake of simplicity, we have so far only considered probability measures on \( (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n)) \), with \( \mathcal{B}(\mathbb{R}^n) \) denoting the Borel algebra on \( \mathbb{R}^n \). This is valid for the case of unsupervised
learning but not for the case of supervised learning, thus also not for the learning task of classification. In classification problems we are interested in conditional densities, consequently we have to deal with conditional probability distributions. In this regard, the joint probability distribution \( P_{X,Y} \) of a pair of random variables \((X,Y) : (\Omega, \mathcal{A}, P) \rightarrow (\mathbb{R}^n \times \mathbb{R}, \mathcal{B}(\mathbb{R}^n \times \mathbb{R})) \) is uniquely determined by

\[
P_{X,Y}(B) = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}} 1_B(x,y) P_{Y|X=x}(y) \right) dP_X(x) \quad \forall \ B \in \mathcal{B}(\mathbb{R}^n \times \mathbb{R}) ,
\]

where \( P_X \) denotes the (marginal) distribution of \( X \) and \( P_{Y|X} \) the (regular) conditional distribution of \( Y \) given \( X \), cf. \cite{Got20}. Given the densities \( p_{X,Y} \) and \( p_X \) corresponding to the distributions \( P_{X,Y} \) and \( P_X \), respectively, \( p(y|x) = p_{X,Y}(x,y)/p_X(x) \) (for \( p_X(x) > 0 \)) then defines the density of the conditional distribution \( P_{Y|X} \). Seen from a more technical perspective, the latter is a so-called Markov kernel. In the following, we will be concerned about Markov kernels as learning targets (which we will however refer to as conditional probability distributions for the sake of clarity). Note that all statements in this section still hold analogously when probability measures are replaced by Markov kernels.

**Definition 2.14. Likelihood Function of Conditional Distributions** \cite{Fis25,Sha03}

Let \( \mu_{Y|X} \) be a conditional probability distribution over \( \mathbb{R} \), and let \( d\mu_{Y|X=x}(y) = p(y|x)dy \) denote the corresponding conditional density with respect to the Lebesgue measure \( dy \) at the point \( X = x \). Moreover, let \( \mathcal{D}_N = \{(x^{(i)}, y^{(i)})\}_{i=1}^N \) denote a set of examples independently drawn from the corresponding joint distribution. Then, we define the likelihood function as

\[
\mathcal{L}(\mathcal{D}_N | \mu_{Y|X}) := \prod_{i=1}^N p(y^{(i)}|x^{(i)}) .
\]

We note that the likelihood can be evaluated explicitly by means of the model density function and the training dataset. With \( d\nu_{Y|X=x}(y) = f_y(x|\theta)dy \) denoting the probability density function that is parameterized by \( \theta \) and corresponds to the conditional model distribution \( \nu_{Y|X} \), the **empirical risk minimizer** \cite{ShSi14} for the negative log-likelihood as empirical risk function is given as

\[
\hat{\theta} := \arg\min_{\theta} \ln \mathcal{L}(\mathcal{D}_N | \nu_{Y|X}, \theta) = \arg\min_{\theta} \ln \prod_{i=1}^N f_{y^{(i)}}(x^{(i)}|\theta) = \arg\min_{\theta} \sum_{i=1}^N \ln f_{y^{(i)}}(x^{(i)}|\theta) \quad (2.40)
\]

which is defined as the optimal estimate for the model parameters \( \theta \) with respect to the empirical distribution. In this particular context, empirical risk minimization is equivalent to the maximum likelihood approach \cite{Pfa11} since \( \arg\min_{\theta} \ln \mathcal{L}(\mathcal{D}_N | \nu_{Y|X}, \theta) = \arg\max \mathcal{L}(\mathcal{D}_N | \nu_{Y|X}, \theta) \). Moreover, by the weak law of large numbers \cite{Ros06} the empirical risk computed via the negative log-likelihood converges in probability to the expected risk. More formally,

\[
-\frac{1}{N} \sum_{i=1}^N \ln f_{y^{(i)}}(x^{(i)}|\theta) = \mathbb{E}_{(X,Y) \sim \hat{\mu}} [-\ln f_Y(X|\theta)] \xrightarrow{P} \mathbb{E}_{(X,Y) \sim \mu} [-\ln f_Y(X|\theta)] \quad \text{when } N \to \infty , \quad (2.41)
\]

where \( \mu = \mu_{Y|X} P_X \) now denotes the joint probability distribution of a random data pair \((X,Y)\) and comprises the conditional distribution \( \mu_{Y|X} \) of \( Y \) given \( X \) and the marginal distribution \( P_X \) of \( X \) (analogously for the empirical distribution \( \hat{\mu} \)). The result of \cite{Pfa11} holds for any fixed set of parameters \( \theta \) and depends only on the size of the dataset \( \mathcal{D}_N \). For a sufficiently large training dataset and according to the uniform law of large numbers \cite{New86,Vaa96} (which allows us to change the order of arg min and lim) we have

\[
\lim_{N \to \infty} \hat{\theta} = \arg\min_{\theta} \lim_{N \to \infty} -\frac{1}{N} \sum_{i=1}^N \ln f_{y^{(i)}}(x^{(i)}|\theta) = \arg\min_{\theta} \mathbb{E}_{(X,Y) \sim \mu} [-\ln f_Y(X|\theta)] =: \theta^* , \quad (2.42)
\]
with \( \theta^* \) denoting the expected risk minimizer. Furthermore, the negative log-likelihood function represents an unbiased empirical risk function for the Kullback-Leibler divergence, which is a further favorable property of an empirical risk function.

**Definition 2.15. Unbiased Empirical Risk Function**

Let \( \mathcal{D}_N \in \mathbb{R}^{n \times N} \) denote a dataset consisting of \( N \in \mathbb{N} \) independent data samples from \( \mu \). An empirical risk function \( R = \{ R_N \}_{N \in \mathbb{N}} \) for a given distance \( d \) between two probability measures \( \nu \in \mathcal{H}_N, \mu \in T \) is a family of functions \( R_N : \mathcal{H}_N \times \mathbb{R}^{n \times N} \to \mathbb{R} \) for which there exists \( c \in \mathbb{R}_{>0} \) and \( g : T \to \mathbb{R} \) such that

\[
c_N R_N(\nu, \mathcal{D}_N) + g(\mu) \xrightarrow{P} d(\nu, \mu) \quad \text{when} \quad N \to \infty \quad \forall \nu \in \mathcal{H}_N, \mu \in T .
\]

An empirical risk function is unbiased if

\[
\mathbb{E}_\mu[c_N R_N(\nu, \mathcal{D}_N) + g(\mu)] = d(\nu, \mu) \quad \forall \nu \in \mathcal{H}_N, \mu \in T .
\]

**Lemma 2.16. Unbiased Empirical Risk Function for the Kullback-Leibler Divergence**

Let \( \mu_{Y|X}, \nu_{Y|X} \) be two conditional probability distributions over \( \mathbb{R} \), and let \( d\mu_{Y|X}(y) = p(y|x)dy \) and \( d\nu_{Y|X}(y) = q(y|x)dy \), respectively, denote the corresponding conditional densities with respect to the Lebesgue measure \( dy \) at the point \( X = x \). Further, let \( \mathcal{D}_N = \{(x^{(i)}, y^{(i)})\}_{i=1}^N \) be a dataset consisting of \( \mathbb{R}^{n+1} \)-valued random examples independently drawn from the joint distribution \( \mu = \mu_{Y|X} P_X \). Then, the negative log-likelihood function

\[
- \ln L(\mathcal{D}_N | \mu_{Y|X}) = - \ln \prod_{i=1}^N q(y^{(i)}|x^{(i)}) = - \sum_{i=1}^N \ln q(y^{(i)}|x^{(i)})
\]

with \( c = \frac{1}{N} \) and \( g(\mu) = \mathbb{E}_\mu[\ln p(Y|X)] \) is an unbiased empirical risk function for the Kullback-Leibler divergence between \( \mu_{Y|X} \) and \( \nu_{Y|X} \), with the Kullback-Leibler divergence between these two conditional probability distributions given as

\[
KL_{P_X}(\mu_{Y|X} || \nu_{Y|X}) := \int_{\mathbb{R}^n} KL(\mu_{Y|X=x} || \nu_{Y|X=x}) dP_X(x) = \mathbb{E}_{X \sim P_X}[KL(\mu_{Y|X} || \nu_{Y|X})] .
\]

**Proof.** We start the proof by showing that the negative log-likelihood is an empirical risk function for the Kullback-Leibler divergence, i.e., we first show:

\[
- \frac{1}{N} \ln L(\mathcal{D}_N | \mu_{Y|X}) + \mathbb{E}_{(X,Y) \sim \mu}[\ln p(Y|X)] \xrightarrow{N \to \infty} KL_{P_X}(\mu_{Y|X} || \nu_{Y|X}) .
\]

Using the law of large numbers [Ros06], cf. (2.41), we have

\[
- \frac{1}{N} \ln L(\mathcal{D}_N | \mu_{Y|X}) + \mathbb{E}_{(X,Y) \sim \mu}[\ln p(Y|X)] \xrightarrow{N \to \infty} \mathbb{E}_{(X,Y) \sim \mu}[\ln p(Y|X)]
\]

and it follows with Remark 2.13

\[
\mathbb{E}_{(X,Y) \sim \mu}[\ln p(Y|X)]
\]

and

\[
- \int_{\mathbb{R}^n} \log q(y|x) \, d\mu(x, y) + \int_{\mathbb{R}^n} \log p(y|x) \, d\mu(x, y)
\]

is

\[
- \int_{\mathbb{R}^n} \log \left( \frac{q(y|x)}{p(y|x)} \right) \, d\mu_{Y|X} P_X(x, y) = \int_{\mathbb{R}^n} \log \left( \frac{d\mu_{Y|X=x}(y)}{d\mu_{Y|X=x}(y)} \right) \, dP_X(x)
\]

and

\[
\int_{\mathbb{R}^n} KL(\mu_{Y|X=x} || \nu_{Y|X=x}) dP_X(x) = \mathbb{E}_{X \sim P_X}[KL(\mu_{Y|X} || \nu_{Y|X})] = KL_{P_X}(\mu_{Y|X} || \nu_{Y|X}) .
\]
Next, we show that negative log-likelihood as empirical risk function is unbiased with respect to the Kullback-Leibler divergence, i.e. we show:

$$E_{(X,Y) \sim \mu} \left[ -\frac{1}{N} \ln \mathcal{L}(\mathcal{D}_N|\nu_{Y|X}) + E_{(X,Y) \sim \mu}[\ln p(Y|X)] \right] = KL_{P_X}(\mu_{Y|X}||\nu_{Y|X}) .$$

(2.53)

Analogously to the previous steps, we have

$$E_{(X,Y) \sim \mu} \left[ \frac{1}{N} \sum_{i=1}^{N} \ln q(Y|X) + E_{(X,Y) \sim \mu}[\ln p(Y|X)] \right]$$

$$= E_{(X,Y) \sim \mu} \left[ - \ln q(Y|X) + E_{(X,Y) \sim \mu}[\ln p(Y|X)] \right] = E_{(X,Y) \sim \mu} \left[ - \ln q(Y|X) + \ln p(Y|X) \right]$$

$$= E_{(X,Y) \sim \mu} \left[ - \ln \left( \frac{q(Y|X)}{p(Y|X)} \right) \right] = E_{(X,Y) \sim \mu} \left[ - \ln \left( \frac{d\nu_{Y|X}}{d\mu_{Y|X}}(Y) \right) \right]$$

$$= E_{X \sim P_X} \left[ E_{Y \sim \nu_{Y|X},Y \sim \mu_{Y|X}} \left[ - \ln \left( \frac{d\nu_{Y|X}}{d\mu_{Y|X}}(Y) \right) \right] \right] = E_{X \sim P_X} \left[ KL(\mu_{Y|X}||\nu_{Y|X}) \right]$$

$$= KL_{P_X}(\mu_{Y|X}||\nu_{Y|X}) .$$

(2.55)

(2.56)

(2.57)

(2.58)

In this subsection, we have introduced the Kullback-Leibler divergence to quantify the closeness between two probability distributions. We have seen that the Kullback-Leibler divergence represents a strong distance since its minimization implies the minimization of other commonly-used distance metrics, such as the total variation. In the setting of classification problems, we aim at minimizing the Kullback-Leibler divergence between a given conditional class distribution as target and a conditional class distribution according to some statistical model as estimation. As the true target distribution is usually unknown, data examples can be sampled and collected in a dataset yielding the empirical distribution as an approximation. This allows for an explicit evaluation of the empirical risk, which ideally should have properties of a proper estimate for the expected risk with respect to the unknown target distribution. In this light, we have seen that the negative log-likelihood is an unbiased empirical risk function for the Kullback-Leibler divergence. In other words, for sufficiently large datasets minimizing the empirical risk computed via the negative log-likelihood also minimizes the true Kullback-Leibler divergence between the unknown target distribution and the estimated model distribution. As probability distributions can be fully determined by their respective densities, neural networks as statistical models are employed to learn the density of the empirical (and thus the target) distribution. In what follows, we focus on how the negative log-likelihood is used in practice in combination with neural networks for classification.

2.2.2 Loss Function in Classification Problems

After gaining an intuition and an understanding of the learning objective of neural networks as statistical models, we discuss the explicit implementation for classification models in this section. As already indicated, tuning model parameters is essentially an optimization problem. The objective to optimize is the empirical risk function, which is more commonly known under the term loss function in deep learning terminology. Just like a risk function, the loss function evaluates the proximity between a target distribution and an approximated distribution. In classification problems, these distributions are given over a finite set of classes, i.e. the model and target distributions are both discrete. In this regard, the discrete cross-entropy is the most popular loss function for training classification neural networks.
2.2. Training of Neural Networks

**Definition 2.17. Discrete Cross-Entropy Loss Function** \[\text{Bis06}, \text{Has09}, \text{Cal20}\]

Let \( \mu \) and \( \nu \) be two discrete probability distribution over \( \mathbb{Z} \) with probability mass functions \( p \) and \( q \), respectively. Then, the cross-entropy of \( \mu \) relative to \( \nu \) is defined as

\[
H(\mu, \nu) := -\sum_{y \in \mathbb{Z}} p(y) \ln q(y) = \mathbb{E}_{Y \sim \mu}[-\ln q(Y)].
\] (2.59)

The motivation for using the cross-entropy is due to its connection to the Kullback-Leibler divergence, \( \text{cf. Equation (2.37)} \) and therefore also its relation to maximum likelihood estimation, \( \text{cf. Equation (2.40)} \). In order to apply the cross-entropy as loss function for training classification \( \text{NNs} \), the model output and the target must be in a format such that they can be understood as input conditional probability distributions over a finite set of classes. By employing the softmax activation in the last layer of a \( \text{NN} \), see Definition 2.8, the model output becomes a categorical probability distribution

\[
\text{cf}\frac{1}{N} \sum_{k=1}^{K} \mathbb{I}_{k=y} \ln f_k(x|\theta) = -\ln f_y(x|\theta) \quad \forall \,(x, y) \in \mathcal{D}_N.
\] (2.60)

Here, \( p(y|x) = 1 \forall \,(x, y) \in \mathcal{D}_N \) (so-called one-hot encoding) is considered as input conditional probability of the target distribution, implying \( p(y|x) = 0 \forall \, y \neq y', (x, y) \in \mathcal{D}_N \). Then, averaging over all training examples yields the average empirical loss

\[
\bar{L}(\mathcal{D}_N, f(x|\theta)) := \frac{1}{|\mathcal{D}_N|} \sum_{(x, y) \in \mathcal{D}_N} \mathcal{L}(y, f(x|\theta)) = \frac{1}{N} \sum_{i=1}^{N} -\ln f_y(i|x^{(i)}|\theta).\]

(2.61)

Comparing Equation (2.61) and (2.41), we directly realize that the cross-entropy loss (with one-hot encoded targets) is essentially the same as employing the negative log-likelihood as empirical risk function, thus also sharing the same properties of a proper estimate for the expected loss / risk.

In the field of statistical learning, many other loss functions exist and depending on the type of task, other loss functions may be preferred over the cross-entropy. For instance, for simple regression problems the mean squared error \( \text{Bis06} \) is commonly used, whereas in cases of unbalanced label distributions the Dice loss \( \text{Sør48}, \text{Mil16} \) is the first choice.

**2.2.3 Gradient Descent**

The process of learning incorporates tuning parameters of a \( \text{NN} \) such that the empirical average loss is minimized. The most commonly used optimization algorithm in deep learning is gradient descent. This algorithm is an iterative greedy approach, searching a minimum by directing a step at each iteration into the direction that decreases the loss the most (given some loss function \( \bar{L} \)). The direction to reach the minimum is given by the negative of the gradient of the average empirical loss \( \bar{L} \) with respect to the model parameters. Then, the standard parameters update from iteration \( r \) to \( r+1 \) for the parameters \( \theta \) is defined as

\[
\theta^{[r+1]} := \theta^{[r]} - \eta \cdot \nabla_{\theta} \bar{L}_{|_{\theta^{[r]}}} \quad \eta \in \mathbb{R}, \ r \in \mathbb{N}
\] (2.62)

where the starting solution \( \theta^{[0]} \) is randomly initialized, and \( \eta > 0 \) denotes the learning rate, \( \text{i.e.} \) the step size taken along the negative of the gradient \( \nabla_{\theta} \bar{L} \). This standard procedure, however, requires to compute the gradients for the whole dataset, which becomes more computationally expensive and impractical the larger the dataset.
In contrast, mini-batch gradient descent performs the parameters update for a random subset / batch $\mathcal{I} \subset \{1, \ldots, N\}$ of the training dataset $\mathcal{D}_N$, i.e.

$$
\theta^{[r+1]} := \theta^{[r]} - \eta \cdot \nabla_{\theta} \tilde{\mathcal{L}} \big|_{\theta=\theta^{[r]}} \quad \text{with} \quad \tilde{\mathcal{L}} = \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \mathcal{L}(y^{(i)}, f(x^{(i)}|\theta)), \quad |\mathcal{I}| \ll N = |\mathcal{D}_N|.
$$

(2.63)

The latter update procedure computes an average of gradients on randomly selected data examples. In the most extreme form, the mini-batch consists of one single data example, i.e. $|\mathcal{I}| = 1$. Choosing a subset as approximation to perform gradient descent is also known as stochastic gradient descent (SGD). This approach does not necessarily require the full gradient of the entire training dataset but a random descent direction. The only requirement in order to converge on convex loss surfaces is that the expected value of the random direction is the negative of the true gradient of the expected loss [ShS14, Dei20]. More precisely, for random examples $(X^{(i)}, Y^{(i)}) \sim \mu, i \in \mathcal{I}$ independently sampled from the target distribution

$$
\mathbb{E}_\mu \left[ \nabla_{\theta} \tilde{\mathcal{L}} \right] = \nabla_{\theta} \mathbb{E}_\mu \left[ \tilde{\mathcal{L}} \right] = \nabla_{\theta} \mathbb{E}_\mu \left[ \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \mathcal{L}(Y^{(i)}, f(X^{(i)}|\theta)) \right] = \nabla_{\theta} \mathbb{E}_\mu \left[ \mathcal{L}(Y^{(1)}, f(X^{(1)}|\theta)) \right],
$$

(2.64)

which is a direct consequence of the linearity of gradients and expectation. Hence, we can understand $\nabla_{\theta} \mathcal{L}(Y, f(X|\theta))$ as an unbiased estimate for the gradient of the expected loss. In this way, SGD circumvents the major problem of memory restrictions of standard gradient descent. To this end, the random examples need to be sampled again in each iteration of the SGD algorithm. As in practice the training dataset is typically assumed to consist of independent and identically distributed examples of the target distribution, SGD is often applied on the training data only. In this context, an epoch refers to one cycle through the whole training dataset. A neural network is usually trained for multiple epochs, allowing the model to learn different patterns in each cycle in order to better generalize to unseen data.

One key challenge in using gradient descent is the choice of the learning rate $\eta$. The learning rate controls the convergence of gradient descent. This might include the rate of convergence, but also whether the optimizer gets trapped in local minima. In practice, this is a hyperparameter which is mainly tuned by trial and error. To this end, learning rate schedules adjust $\eta$ depending on the progress of training [Dar92]. Another extension to gradient descent is momentum [Qia99] which is another hyperparameter. By using momentum, gradients of past updates are accumulated to determine the parameters update at a current step, aiming at accelerating gradient descent. The latter approach has motivated adaptive moment estimation, also known as Adam [Kin15]. The Adam algorithm computes an individual learning rate for each parameter and it represents the main optimization algorithm in deep learning.

In general, however, the convergence of optimization is mostly neglected in this field. This is for instance apparent by the fact that gradient-based algorithms are motivated by ideas for convex optimization, whereas most loss surfaces in deep learning are known to be non-convex. These algorithms may provably converge to local minima, but finding the global minimum, i.e. the empirical risk minimizer (see again Equation (2.40)), is generally known to be NP-hard [ShS14]. That is why the success of deep learning tends to be based on the loss surfaces having many local minima that are sufficiently good rather than sophisticated optimization.

2.2.4 Backpropagation

Gradient descent and its variants are the most-used optimization algorithms to tune the weights in neural networks. Their popularity is not only based on their simplicity, but also their straightforward
applicability to NNs, since the network design allows for an efficient computation of gradients. Recall that in order to apply gradient descent, the gradient of the loss function $L$ with respect to all parameters in the model $f(\theta)$ are needed. To this end, backpropagation is an algorithm for computing such gradients in neural networks and it is key to the success of deep learning.

As introduced in [Definition 2.5], a multi layer neural network is composed of a chain of functions

$$f(x) = (f^{(L)} \circ f^{(L-1)} \circ \ldots \circ f^{(1)}) (x),$$  

(2.65)

see also [Equation (2.4)]. Each layer function possesses its own set of parameters $\theta^{(\ell)} = \{W^{(\ell)}, b^{(\ell)}\}$ for weights as well biases and its own activation functions $\phi^{(\ell)}$, i.e., for all $\ell \in 1, \ldots, L$

$$f^{(\ell)}(x|\theta^{(\ell)}) = \phi^{(\ell)} \left( W^{(\ell)} x + b^{(\ell)} \right), \quad W^{(\ell)} = \left( w_{1}^{(\ell)}, \ldots, w_{n_{\ell}^{(\ell)-1}}^{(\ell)} \right) \in \mathbb{R}^{n_{\ell} \times n_{\ell-1}}, \quad b^{(\ell)} \in \mathbb{R}^{n_{\ell}}.$$  

(2.66)

Furthermore, in feedforward NNs the output of a layer represents the input of the next one, i.e.

$$x^{(\ell)} = f^{(\ell)}(x^{(\ell-1)}) = \phi^{(\ell)} \left( W^{(\ell)} x^{(\ell-1)} + b^{(\ell)} \right) \quad \forall \ \ell = 1, \ldots, L \text{ and } x^{(0)} = x,$$  

(2.67)

cf. [Equation (2.3)] For the sake of simplified notation, consider the set $\Theta^{(\ell)} = \{w_{1}^{(\ell)}, \ldots, w_{n_{\ell}^{(\ell)-1}}^{(\ell)}, b^{(\ell)}\}$ consisting of the column vectors of the weights matrix $W^{(\ell)}$ and also the biases vector $b^{(\ell)}$ at layer $\ell$.

Then, using calculus and the chain rule, the gradient of some loss function $L : \mathbb{R}^{K} \rightarrow \mathbb{R}$ with respect to all $\theta^{(\ell)} \in \Theta^{(\ell)}$ is obtained via

$$\nabla_{\theta^{(\ell)}}^{T} L \circ f = \nabla_{f^{(L)}}^{T} L \circ f \cdot J_{f^{(L-1)}} f^{(L)} \ldots J_{f^{(\ell)}} f^{(\ell+1)} \cdot J_{\theta^{(\ell)}} f^{(\ell)}$$  

(2.68)

$$= \nabla_{f^{(L)}}^{T} L \circ f \cdot J_{g^{(L)}} \phi^{(L)} J_{x^{(L-1)}} z^{(L)} \ldots J_{g^{(\ell+1)}} \phi^{(\ell+1)} J_{x^{(\ell)}} z^{(\ell+1)} \cdot J_{\theta^{(\ell)}} \phi^{(\ell)} J_{\theta^{(\ell)}} z^{(\ell)}$$  

(2.69)

for each neural network layer $\ell = 1, \ldots, L$. Here, $\nabla g$ denotes the gradient and $J g$ the Jacobian of a function $g$. Clearly, the feedforward design of neural networks allows for reusing most of the computations at layer $\ell$ if the gradients of the deeper layer $\ell + 1$ have already been computed. More specifically, in order to determine $\nabla_{\theta^{(\ell)}}^{T} L \circ f$, the gradient $\nabla_{z^{(\ell+1)}}^{T} L \circ f$ represents a suitable auxiliary factor, which in turn itself shares common computations with $\nabla_{z^{(\ell)}}^{T} L \circ f$, and so forth, cf. [Equation (2.69)]. Hence, starting from the last layer, backpropagation essentially consists of recursively computing the gradient of some loss with respect to the parameters of one layer at a time. In each iteration, the algorithm reuses intermediate terms in the chain rule that have already been computed and stored in previous iterations. As the number of parameters of NNs in deep learning could run into millions, backpropagation is considerably more efficient than direct computation of each single gradient, therefore this procedure assures more reasonable computational cost when training NNs. In the following, we examine the implementation of the backpropagation algorithm in more detail.

**Definition 2.18. Network Output Error per Layer** [Bis06][ShSi12][Nie17]

Let $f : \mathbb{R}^{n} \rightarrow \mathbb{R}^{K}$, $n, K \in \mathbb{N}$ denote a multi layer neural network with $L \in \mathbb{N}$ layers and let $L : \mathbb{R}^{K} \rightarrow [0, \infty)$ denote a loss function. The network output error function $\delta^{(\ell)} : \mathbb{R}^{n} \rightarrow \mathbb{R}^{n_{\ell}}$ associated with the $\ell$-th layer of the network $f$ is defined as

$$\delta^{(\ell)} := \nabla_{z^{(\ell)}}^{T} L \circ f \quad \forall \ \ell = 1, \ldots, L,$$  

(2.70)

which is the gradient of $L$ with respect to the weighted input $z^{(\ell)} = W^{(\ell)} x^{(\ell-1)} + b^{(\ell)} \in \mathbb{R}^{n_{\ell}}$ in the $\ell$-th layer network.
Proposition 2.19. Error Backpropagation \[\{\text{Dre6Z, Rum86, Bis06, ShSL14, Nie17, Dei20}\}\]

Let \(f : \mathbb{R}^n \to \mathbb{R}^K\), \(n, K \in \mathbb{N}\) denote a multi layer neural network with \(L \in \mathbb{N}\) layers and component-wise activation functions \(\phi^{(\ell)} = (\phi_1^{(\ell)}, \ldots, \phi_n^{(\ell)})\), \(\ell = 1, \ldots, L\). Further, let \(L : \mathbb{R}^K \to [0, \infty)\) denote a loss function. Then, the network output error function for the \(L\)-th layer of \(f\) is obtained by

\[
\delta^{(L)} = \text{diag} \left( \phi^{(L)}(z^{(L)}) \right) \nabla_f L \circ f ,
\]

and for the remaining layers the error is propagated backwards through the network yielding

\[
\delta^{(\ell)} = \text{diag} \left( \phi^{(\ell)}(z^{(\ell)}) \right) (W^{(\ell+1)})^\top \delta^{(\ell+1)} \quad \forall \ \ell = (L - 1), \ldots, 1 ,
\]

where

\[
\text{diag} \left( \phi^{(\ell)}(z^{(\ell)}) \right) := \begin{pmatrix}
\frac{\partial \phi^{(\ell)}(z^{(\ell)})}{\partial z_1} & 0 & \ldots & 0 \\
0 & \frac{\partial \phi^{(\ell)}(z^{(\ell)})}{\partial z_2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \frac{\partial \phi^{(\ell)}(z^{(\ell)})}{\partial z_L}
\end{pmatrix} \quad \forall \ \ell = 1, \ldots, L .
\]

Proof. Starting with Equation (2.71), we note that the network output, i.e. the output of layer \(L\), can also be written as \(f(x) = f^{(L)}(x^{L-1}) = \phi^{(L)}(z^{(L)})\). Moreover, since \(\phi^{(L)}(z^{(L)}) = (\phi_k^{(L)}(z_k^{(L)}))_{k=1}^n\) consists of component-wise activation functions,

\[
J_{z^{(L)}} \phi^{(L)} = \begin{pmatrix}
\frac{\partial \phi^{(L)}_1(z_1^{(L)})}{\partial z_1} & \frac{\partial \phi^{(L)}_1(z_1^{(L)})}{\partial z_2} & \ldots & \frac{\partial \phi^{(L)}_1(z_1^{(L)})}{\partial z_L} \\
\frac{\partial \phi^{(L)}_2(z_2^{(L)})}{\partial z_1} & \frac{\partial \phi^{(L)}_2(z_2^{(L)})}{\partial z_2} & \ldots & \frac{\partial \phi^{(L)}_2(z_2^{(L)})}{\partial z_L} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \phi^{(L)}_n(z_n^{(L)})}{\partial z_1} & \frac{\partial \phi^{(L)}_n(z_n^{(L)})}{\partial z_2} & \ldots & \frac{\partial \phi^{(L)}_n(z_n^{(L)})}{\partial z_L}
\end{pmatrix}
\]

by applying the chain rule from calculus

\[
\delta^{(L)} = \nabla_{z^{(L)}} L \circ f = \left( \nabla_{f^{(L)}} L \circ f \cdot J_{z^{(L)}} \phi^{(L)} \right)^\top
\]

\[
= J_{z^{(L)}} \phi^{(L)} \cdot \nabla_{f^{(L)}} L \circ f = \text{diag} \left( \phi^{(L)}(z^{(L)}) \right) \nabla_f L \circ f .
\]

For the remaining layer, it follows immediately with

\[
J_{x^{(\ell)}} z^{(\ell+1)} = J_{x^{(\ell)}} (W^{(\ell+1)} x^{(\ell)} + b^{(\ell+1)}) = W^{(\ell+1)}
\]
and analogous steps as in the first part of this proof

\[
\delta^{(\ell)} = \nabla_{z^{(\ell)}} \mathcal{L} \circ f = \left( \nabla_{z^{(\ell+1)}}^T \mathcal{L} \circ f \cdot J_{z^{(\ell)}} z^{(\ell+1)} \cdot J_{z^{(\ell)}} \phi^{(\ell)} \right)^T
\]

(2.79)

\[
= J_{z^{(\ell)}} \phi^{(\ell)} \cdot \nabla_{z^{(\ell+1)}}^T \mathcal{L} \circ f
\]

(2.80)

\[
= \text{diag} \left( \phi^{(\ell)}(z^{(\ell)}) \right) (W^{(\ell+1)})^T \delta^{(\ell+1)} \quad \forall \ell = (L-1), \ldots, 1 .
\]

(2.81)

\[\square\]

**Corollary 2.20. Gradients via Backpropagation** [Dre62; Rum86; Bis06; ShS14; Nie17; Dei20]

Let \( f : \mathbb{R}^n \to (0,1)^K \), \( n, K \in \mathbb{N} \) denote a multi layer neural network with \( L \in \mathbb{N} \) layers and let \( \mathcal{L} : \mathbb{R}^K \to [0,\infty) \) denote a loss function. The gradient of \( \mathcal{L} \) with respect to the network weights at layer \( \ell \) is given by

\[
\nabla_{\mathbf{w}_{\ell}} \mathcal{L} \circ f = x_j^{(\ell-1)} \delta^{(\ell)} \quad \forall \ j = 1, \ldots, n_{\ell-1}, \ \ell = 1, \ldots, L ,
\]

(2.82)

and with respect to the biases at layer \( \ell \) by

\[
\nabla_{\mathbf{b}_{\ell}} \mathcal{L} \circ f = \delta^{(\ell)} \quad \forall \ \ell = 1, \ldots, L .
\]

(2.83)

**Proof.** First, we determine the Jacobian of the weighted input \( z^{(\ell)} \) at layer \( \ell \in \{1, \ldots, L\} \) with respect to the column vectors \( \mathbf{w}_{\ell}^{(\ell)} \) of the weights matrix \( W^{(\ell)} = (\mathbf{w}_{\ell}^{(\ell)})_{j=1}^{n_{\ell-1}} \), that is

\[
J_{\mathbf{w}_{\ell}^{(\ell)}} z^{(\ell)} = J_{\mathbf{w}_{\ell}^{(\ell)}} \left( W^{(\ell)} x^{(\ell-1)} + \mathbf{b}^{(\ell)} \right) = x_j^{(\ell-1)} I_{n_{\ell}} \quad \forall \ j = 1, \ldots, n_{\ell-1}
\]

(2.84)

where \( I_{n_{\ell}} \) denotes the identity matrix of size \( n_{\ell} \). Thus, the Jacobian can also be seen as a squared matrix whose diagonal entries are all \( x_j^{(\ell-1)} \). This implies \( \forall \ j = 1, \ldots, n_{\ell-1}, \ \ell = 1, \ldots, L \)

\[
\nabla_{\mathbf{w}_{\ell}^{(\ell)}} \mathcal{L} \circ f = \left( \nabla_{\mathbf{z}_{\ell}^{(\ell)}}^T \mathcal{L} \circ f \cdot J_{\mathbf{w}_{\ell}^{(\ell)}} z^{(\ell)} \right)^T = x_j^{(\ell-1)} I_{n_{\ell}} \delta^{(\ell)} = x_j^{(\ell-1)} \delta^{(\ell)} .
\]

(2.85)

For the biases, the Jacobian is given by \( J_{\mathbf{b}_{\ell}^{(\ell)}} z^{(\ell)} = I_{n_{\ell}} \) and it follows analogously \( \forall \ \ell = 1, \ldots, L \)

\[
\nabla_{\mathbf{b}_{\ell}^{(\ell)}} \mathcal{L} \circ f = \left( \nabla_{\mathbf{z}_{\ell}^{(\ell)}}^T \mathcal{L} \circ f \cdot J_{\mathbf{b}_{\ell}^{(\ell)}} z^{(\ell)} \right)^T = I_{n_{\ell}} \delta^{(\ell)} = \delta^{(\ell)} .
\]

(2.86)

\[\square\]

All quantities required for the backpropagation algorithm, namely the activations of each network layer, are computed during one forward pass, and they can all be stored in the memory of a machine. Then, for computing the deltas as in [Proposition 2.19], the first derivative of the activation function needs to be computed. This is computationally cheap in general, but especially for the ReLU activation function, cf. [Definition 2.6]. Finally, the computation of the desired gradients with respect to all model parameters amounts to cheap elementary multiplication operations. Thus, backpropagation can be seen as a special case of efficient automatic differentiation [Pas17; Dei20].
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2.3 Convolutional Neural Networks

The multi layer neural networks we know up to now, cf. Section 2.1, perform well on many tasks, for instance on image classification of low-resolution images. However, for more complex tasks with higher dimensional inputs, e.g., pixel-wise image classification of high-resolution images, these traditional networks with fully connected layers fail due to the so-called curse of dimensionality [Bel57; Bis06]. That is why modern network architectures focus on reducing the parameters count while maintaining (or even improving) their performance on large-scale tasks. In the context of computer vision, convolutional neural networks (CNNs) are mostly preferred over traditional fully connected neural networks (FNNs). These two network types differ only in that matrix multiplications are replaced by convolutions in at least one layer.

By adding more and more layers to a multi layer neural network, the capacity of the model is increased. However, this increase in capacity is obviously limited by the computational resources. Since in traditional NNs the layers are fully connected, each neuron interacts with every neuron in the next layer. In contrast, neurons in convolutional layers typically have sparse interactions, aiming at reducing the number of parameters but, ideally, extracting the same meaningful information as in fully connected ones. The reduction of the parameters count is achieved by parameter sharing. Instead of using each model parameter once when computing the network layer output, in convolutional layers the same parameters are used multiple times. More precisely, each weight of a layer’s set of parameters is applied to every position of the layer’s input. Thus, instead of learning one set of parameters for each neuron, through convolutions one set of parameters is learned for each layer.

2.3.1 Convolution Operation

A convolution is a mathematical operation, mainly known from signal processing, whose output is derived from two given functions by integration.

Definition 2.21. Convolution Operation [Goo16; Cal20]

Let \( g \) and \( h \) be some integrable functions on \( \mathbb{R} \). The convolution operation is denoted by \( * \) and it is defined as

\[
(g * h)(t) := \int_{\mathbb{R}} g(u)h(t - u)du .
\] (2.87)

Therefore, \((g * h)\) expresses how the shape of \( g \) is modified by \( h \), and vice versa. Definition 2.21 is a very general formulation of the convolution operation. In the terminology of CNNs, \( g \) relates to some input \( x \) while \( h \) corresponds to some network weights \( w \). In addition, data on machines is usually discretized, that is why we introduce the following adaption of the convolution operation.

Definition 2.22. Discrete Convolution Operation in Neural Networks

1. Let \( x = (x_i)_{i=1}^{n} \in \mathbb{R}^n \), \( n \in \mathbb{N} \) be an input vector and let \( w = (w_k)_{k=-r}^{r} \in \mathbb{R}^s \), \( s = 2r + 1 \), \( r \in \mathbb{N} \) be a weights kernel. The discrete convolution operation is defined as

\[
z_i = (x * w)_i := \sum_{k \in \mathbb{Z}} x_k \cdot w_{i-k} \quad \forall \ i = 1, \ldots, n \] (2.88)

where \( x_i = 0 \) \( \forall \ i \notin \{1, \ldots, n\} \) and \( w_j = 0 \) \( \forall \ k \notin \{-r, \ldots, r\} \).

2. The discrete convolution operation can be easily extended to two-dimensional data. Let \( X = (x_{ij})_{i,j=1}^{n} \in \mathbb{R}^{n \times n} \), \( n \in \mathbb{N} \) be an input matrix and let \( W = (w_{kl})_{k,l=-r}^{r} \in \mathbb{R}^{s \times s} \), \( s = 2r + 1 \), \( r \in \mathbb{N} \).
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be a two-dimensional weights kernel. The two-dimensional discrete convolution operation is defined as

\[ z_{ij} = (X \ast W)_{ij} := \sum_{k \in \mathbb{Z}} \sum_{l \in \mathbb{Z}} x_{i+k,j+l} \cdot w_{i-k,j-l} \quad \forall \ i, j = 1, \ldots, n , \tag{2.89} \]

where \( x_{ij} = 0 \ \forall \ i, j \notin \{1, \ldots, n\} \) and \( w_{kl} = 0 \ \forall \ k, l \notin \{-r, \ldots, r\} \).

Remark 2.23. By convention, the kernel \( W \) for the two dimensional (2D) convolution is a quadratic matrix of odd size. This convolution operation is commonly applied to images since they are typically available as 2D data, that is the image height and image width. For the sake of simplified notation, we consider the inputs \( X \) to be squared as well in the 2D case. Nonetheless, the discrete convolution can also be applied on even more dimensional data and without restrictions on the input’s or kernel’s shape.

2.3.2 Convolution on Image Data

In practice, \( X \) could be an input image to a neural network, e.g. \( X \in [0,1]^{n \times n} \) for a normalized gray-scaled image of resolution \( n \times n \) pixels. Such operations as in Definition 2.22 are called “same” convolutions as their input and output are of the same size, i.e. \( X \in \mathbb{R}^{n \times n} \) and \( Z = (X \ast W) \in \mathbb{R}^{n \times n} \).

To this end, the input and the kernel are extended with zeros, which is referred to as zero padding.

Moreover, the kernel \( W \) is usually chosen to be of substantially smaller size than \( X \), i.e. \( s \ll n \).

Together with the commutativity and translation invariance of convolutions, this operation is usually implemented on machines for all \( i, j = 1, \ldots, n \) as

\[ (X \ast W)_{ij} = \sum_{k,l \in \mathbb{Z}} x_{i+k,j+l} \cdot w_{kl} = \sum_{k=-r}^{r} \sum_{l=-r}^{r} x_{i+k,j+l} \cdot w_{kl} , \tag{2.90} \]

cf. Figure 2.5 for an illustrative example of a convolution. In this light, all the elements in \( X \) having an effect on the value of pixel \( z \in (X \ast W) \) are considered as receptive field of \( z \).

Note that the weighted sum in Equation (2.90) is computed more efficiently compared to Equation (2.89) as the number of operations is reduced (if \( s < n \)). Considered strictly, Equation (2.90) is the cross correlation \(^{[Cal20]}\), which is the same as convolution but with the kernel \( W \) being flipped.

Figure 2.5: An illustrative example of a same convolution (or cross correlation) on 2D input data. The colored squares in \( X \) are also commonly referred to as receptive field corresponding the same colored components in \( Z \).
2.3.3 Pooling Operation

A typical convolutional layer is additionally accompanied by a pooling function, which reduces the spatial dimension of its input by summarizing and selecting some essential features within a neighborhood \([Cal20]\). In convolutional neural networks \emph{max-pooling} is mostly applied. This pooling strategy can be extended to multiple dimensions and can be applied to discretized data. In practice on image data, the input is partitioned into non-overlapping neighborhoods, almost always chosen to be of size \(2 \times 2\). Within each such neighborhood of data points, the maximum value is then pooled \([Zho88]\), i.e.,

\[
    z_{ij} = \max_{k,l \in \{1,2\}} \{ x_{2(i-1)+k,2(j-1)+l} \} \quad \forall \ i, j = 1, \ldots, n/2 .
\]  

This operation reduces the input size by 75\%, see also Figure 2.6 for an illustrative max-pooling example. Note that the pooling operation usually follows after applying a convolution and an activation function, thus the input to the pooling function is an activation map. Moreover, different partition sizes could also be applied even though this is very uncommon in convolutional neural networks.

While convolutions extract features from input signals, max-pooling selects the most representative value. The main intuition is that features are important when they are active. Moreover, as max-pooling functions are only sensitive to the maximum value, they are approximately invariant to translations of the input, \(i.e\). most pooled outputs are not affected by small changes to the input. Hence, max-pooling provides information whether one particular feature is present rather than where exactly this feature is \([Goo16]\), which is a useful property particularly in image classification. Other pooling strategies include for instance average pooling or minimum pooling, which are, however, not commonly used in practice.

We provide a summary of the building blocks of a convolutional neural network in Figure 2.7 in form of a very simplified CNN.

2.3.4 Universal Approximators for Continuous Functions

One important question, which we have not discussed yet, is whether CNNs have the universal approximation property, \(cf.\) Definition 2.9. Some works provide answers to that question such as \(e.g.\).
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Figure 2.7: A simplified convolutional neural network consisting of a (same) convolutional layer, a pooling layer and an activation function. Note that the colors of the edges connecting the input and convolutional layer indicate shared weights.

In the latter work, the authors introduce a connection between fully connected NNs and convolutional NNs by considering projections of the input onto one single component of the input. More precisely, they show that every FNN can be transformed into a CNN and vice versa such that these two types can be considered equivalent in terms of approximation capabilities, e.g. as presented in Theorem 2.11. In another work, the authors show explicitly that fully convolutional neural networks are universal approximators for $C(\Omega), \Omega \subset \mathbb{R}^n$ being a compact set, given sufficient depth of the CNN [Zho20], i.e. CNNs are able approximate any continuous function on $\Omega$ to any degree of accuracy. In analogy to the classical universal approximation theorem by [Cyb89], the author of [Yar21] presents a result given sufficient width of the CNN. He shows that any continuous and translation-equivariant function can be approximated by CNNs if no pooling operations are incorporated. In the same work, he also proves that CNNs with pooling operations are able to approximate any continuous function. For further details on the universal approximation property with respect to CNNs, we refer the reader to the outlined works.

In general, the whole field of research in computer vision has seen spectacular advances through the introduction of CNNs. Such models are efficient to train while being highly expressive. Therefore, the development of convolutional neural networks has not only impacted the task of image classification, but also led to successful approaches on more complex computer vision tasks such as semantic segmentation, which had been considered to be intractable for a long time.
Semantic Segmentation

Semantic segmentation is the computer vision task of assigning each pixel in an image to a certain class. Hence, objects are classified at pixel level, providing the finest possible localization level of objects within image dimensions. For this task, deep learning methods have been successfully employed in recent years, particularly convolutional neural networks contributed greatly to that field’s progress. In this chapter, we first present possible use cases of semantic segmentation, followed by an overview of corresponding public datasets. Then, we briefly review the evolution of neural network architectures for semantic segmentation, including recent state-of-the-art, by highlighting their key contributions. Finally, we discuss the main performance metrics in order evaluate semantic segmentation.

3.1 Real-World Applications

The general objective of semantic segmentation is to gain a pixel-level understanding of contents shown in images. This includes information on what objects are present in a given image, just like in image classification. Additionally, semantic segmentation includes information on where in the scene these objects appear as well as what shapes they have. Therefore, this computer vision task plays a central role in a wide range of applications as it enables machines to have precise visual perception.

Such applications are already partly available in our everyday lives. For instance, camera apps on modern smartphones have a portrait mode based on semantic segmentation. The portrait mode keeps the subject in the scene sharp while the background is blurred. Often this effect is not achieved by the camera lens but by software, which automatically separates foreground and background to artificially create the depth-of-field effect.

There is also great potential of computer vision in the healthcare sector. More concretely, medical diagnosis is heavily based on analysis of image data captured by X-ray or computer tomography (CT) scans. Semantic segmentation is one promising approach in this regard to facilitate and quicken the process of diagnosis besides helping to prevent misdiagnosis. This technique is not supposed to replace the tasks of doctors but to support their work. A recent important use case due to the ongoing COVID-19 pandemic is, for instance, identifying infected patients and quantifying the disease burden by analyzing thoracic CT scans (chest scans to analyze the lungs), see Figure 3.1 (a).

Another real-world application, which increasingly gained attention in past years, is automated driving. This is not a futuristic vision anymore, but part of the world’s upcoming and most technological advances. In this light, semantic segmentation as perception module represents a crucial building block in such a system based on artificial intelligence (AI). Sensors like cameras capture a car’s environment, producing images that are then analyzed by the AI (ideally in real-time) to control the vehicle. Gaining a reliable understanding of street scenes, i.e. knowing what and where objects appear, see Figure 3.1 (b), is a critical prerequisite to enable self-driving cars to navigate safely in
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Figure 3.1: Two exemplary real-world use cases of semantic segmentation. (a) Thoracic CT scans to identify COVID-19 infected patients and to quantify the follow-up of disease. Top row shows scans classified as positive for the virus, bottom row depicts the corresponding pixel-wise abnormality scores as heatmap. (b) A typical urban street scene image captured by a camera from a driver’s perspective. The overlayed colors indicate the corresponding pixel-wise object labels, which enable self-driving cars to perceive their surroundings.

everyday traffic. Currently, this technology is heavily driven by industry and therefore represents the most demanded and popular use case of semantic segmentation.

3.2 Public Datasets and Benchmarks

Deep learning requires large amount of data in order to work properly. This includes capturing images on the one hand and annotating them on the other. In this context, there exists relatively few semantic segmentation data as the manual labeling effort is extremely costly. Nonetheless, mainly due industrial interest, several high-quality datasets tackling specific tasks have been made publicly available in the past years. Some of them are also accompanied with a public benchmark, providing a unified evaluation framework and accelerating progress of research. In the following, we present a selection of different semantic segmentation datasets based on their popularity and their impact in the field of research.

General Scene Understanding. To understand visual scenes involves recognizing and localizing several objects that are captured in images. This is accomplished by determining characteristics of scenes and attributes of objects. Microsoft’s Common Objects in Context (COCO) [Lin14] is a large-scale dataset containing photos of everyday objects in their natural context. Another such large-scale dataset with even more scenes is PASCAL Visual Object Classes (VOC) [Eve15], consisting of annotated photos collected from the web. Both datasets are well-known in the computer vision community and also greatly contribute to the progress of semantic segmentation as most methods report results on the respective benchmarks. An even broader collection of images in terms of scenes and object categories is available in MIT’s ADE20k [Zho17], which is also accompanied with a public benchmark.

Medical Diagnosis. In many current clinical processes, medical images are studied for diagnosing diseases. This is often time-consuming and might exceed available resources, possibly leading to delays of life-saving diagnoses. Deep learning has the potential to support this task by automating medical diagnoses. To this end, deep learning algorithms can be trained with data provided by human experts such as doctors. The multimodal Brain Tumor Image Segmentation (BRATS) [Men15] dataset
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Because of their success on image classification problems, CNNs are also the preferred type of neural network for semantic segmentation. The basic architecture consists of an encoder, which produces a low-resolution representation of the input, and a decoder, which projects the compressed representation of the input back onto full pixel space. In the following, some semantic segmentation models of past years and their major contributions to recent state-of-the-art CNNs are presented.

Automated Driving. Most existing public semantic segmentation datasets are used to advance the development of self-driving cars. Deep learning in general has taken over the major tasks of automated driving, where semantic segmentation is mainly employed for perception. One of the first and most popular datasets is KITTI [Gei12], containing hours of videos of traffic scenes with data from a variety of sensors. Although the latter dataset rather focuses on sensor fusion, a few semantic segmentation labels are still available. Probably the most prominent semantic segmentation dataset is Daimler’s Cityscapes [Cor16], which contains high quality images of urban street scenes and their corresponding pixel-level annotations. Moreover, the images show street scenes of varying complexity in several European cities. Nearly every state-of-the-art semantic segmentation model is applied on the accompanied Cityscapes benchmark, therefore underlining the importance of the dataset in research but also in industry. Another mentionable dataset is Berkeley Deep Drive (BDD) 100k [Yu20] since it is the largest and most diverse dataset for automated driving up to date. This is particularly important in order to extensively test the robustness of potential deep learning algorithms.

Figure 3.2: A very simplified illustration of a fully convolutional like neural network for the semantic segmentation of an RGB image and two classes (cat and background). The depicted network consists of two convolutional layers, each followed by a max-pooling operation.
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Fully Convolutional Network. Many semantic segmentation models build upon CNNs that were originally designed for image classification and already have proven to successfully extract meaningful features from image data. Some well-known neural network designs are for instance AlexNet [Kri12], VGGNet [Sim15] or GoogleNet [Sze15]. These mentioned models were the first that have been transformed to network architectures consisting only of convolutional layers, cf. Figure 3.2 for a basic overview of that network design. More precisely, in the Fully Convolutional Network (FCN) [Lon15] fully connected layers are replaced by $1 \times 1$ convolutions, allowing networks to process images of any size. To adapt to image segmentation, which requires dense pixel predictions, spatial low-resolution feature maps are upsampled, e.g. via bilinear interpolation. However, image classification networks apply successive subsampling layers, such as pooling, cf. Section 2.3.3, which reduce the resolution of feature maps until a global prediction on full image level can be obtained. This is in contrast to semantic segmentation, where such contextual information is required for each image pixel. In order to combine hierarchies of features and their spatial location in fully convolutional networks, connections combining outputs of early network layers and the final prediction layer were included in FCN. These links are known as “skip connections”, see Figure 3.3, which preserve location information from feature representations in shallow layers as they contain more global context than deeper ones after downsampling. This idea of skip connections, but generally also of FCN, had a significant impact on the progress in semantic segmentation, since this concept initiated the development of many subsequent state-of-the-art network architectures.

Atrous Convolution. The use of fully convolutional networks led to a significant performance gain in semantic segmentation by repurposing network architectures from image classification to dense pixel prediction. However, location information of features is usually lost when pooling is employed multiple times. One way to mitigate this issue is by adding skip connections as in FCN, see again Figure 3.3. Another way is to replace convolution operations in existing network architectures with atrous convolutions. The latter operation can be formalized in analogy to Equation (2.90) as

$$ (X \ast W)_{ij} = \sum_{k=-r}^{r} \sum_{l=-r}^{r} x_{i+r} \cdot w_{k,l} , $$

Figure 3.3: Skip connections in the fully convolutional neural network (FCN), which define its different variants FCN-32s, FCN-16s and FCN-8s. Here, the output of a FCN network layer is shown as grid, where the grid size depicts the spatial coarseness, i.e. feature representations in deeper layers contain less location information. Instead of upsampling feature maps in one step (solid line, upsampling factor 32 for FCN-32s), outputs from more shallow layers can also be combined with the final prediction. This results in smaller upsampling factors and potentially finer details in the final segmentation. Source: [Lon15]
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**Figure 3.4:** An illustration of one-dimensional (1D) and two-dimensional (2D) atrous convolution. (a) 1D example where the kernel is of size 3 and an input stride of 2 is employed, i.e., kernel weights are applied to every second input point when performing a convolution. (b) 2D example with a $3 \times 3$ kernel and input stride 2. Source: [Dum16]

**Figure 3.5:** Architecture of an entire semantic segmentation neural network that incorporates a deconvolutional network. The deconvolution network is added on top of the classification model, the convolution network, and consists of multiple layers performing unpooling and deconvolutions for dense pixel predictions. Source: [Noh15]

where $\alpha \in \mathbb{N}$ is called input stride, i.e., the kernel $W$ is applied to every $\alpha$-th component of input $X$, cf. Figure 3.4. The multi scale context aggregation module introduced in [Yu16] is based on atrous convolutions with different input strides. Via this module, the receptive field of pixels in feature maps is significantly expanded, which consistently improves semantic segmentation accuracy when plugged into FCNs.

This paved the way towards more sophisticated neural network architectures for semantic segmentation, such as the DeepLab models. Its first version employs atrous convolutions in CNNs and additionally conditional random fields (CRF) [Che18a]. Traditionally, CRFs are probabilistic graphical models used to smooth noisy segmentations. In DeepLabV1, fully connected CRFs are introduced to recover detailed local structures of objects, which in the end substantially improved classification accuracy at object boundaries. Although the CRF in the decoder showed promising results, they were soon outperformed by network-like approaches.

**Deconvolutional Network.** Instead of upsampling coarse activation maps via interpolation, this step can also be performed by neural networks whose parameters can be learned for dense prediction. These upsampling networks are known as Deconvolutional Networks [Noh15], cf. Figure 3.5 for such an entire semantic segmentation model architecture. Deconvolutional networks serve as object structure generator from low-resolution feature representations. Their architecture is typically a mirrored version of the employed convolutional part but with **unpooling** and **deconvolution** operations.

Unpooling is the reverse operation of pooling, in that way reconstructing activation maps to their original size. To this end, locations of maximum values during max-pooling are stored and then...
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Figure 3.6: An illustration of a max-unpooling operation. After max-pooling is applied, the pooling locations are stored and used during max-unpooling in the decoder. Different colors represent different neighborhoods, higher color intensities indicate higher values.

Figure 3.7: An illustration of deconvolution operations, which are used in neural networks to densify sparse feature maps. Instead of connecting multiple feature inputs to one single output like in convolutions, deconvolutions associate one single input to multiple outputs. In practice, the obtained output is usually cropped to keep the size identical to the input. Note that these operations are also called transposed or fractionally strided convolutions since they can reformulate as conventional convolutions with padding. Source: [Dum16]

recovered during max-unpooling to place activations back to the locations according to the mirrored layer in the convolutional part, see Figure 3.6 for an illustration. Unpooled activation maps are sparse, which however can be densified by deconvolutions. These are convolution-like operations, but in place of connecting multiple feature inputs to one single output, deconvolutions associate one single input to multiple outputs, see Figure 3.7 for an illustration. Therefore, deconvolution kernels capture different levels of details in order to reconstruct shapes of objects at full resolution.

Learning upsampling via deconvolution networks demonstrated to help classifying fine details of objects in semantic segmentation. Prominent models based on deconvolutional networks are U-Net [Ron15] and SegNet [Bad17]. These two network architectures also employ mirrored versions of the encoder as decoder. However, this approach faces computational limitations when dealing with large-scale datasets. That is why modern architectures for semantic segmentation still perform upsampling via deconvolutional layers, but with as few of those as possible.

Multi scale Context. One promising approach in order to better capture global context of objects is pooling feature maps at different scales. To this end, the Pyramid Scene Parsing Network (PSPNet) [Zha17] introduced a pyramid pooling (PP) module with kernels varying in size, aggregating sub-regions covering up to the whole feature map, see Figure 3.8. These pooled outputs are then fused, in that way exploiting local and global context information. In PSPNet the pyramid pooling module is applied to the encoder’s output, yielding outstanding results on many semantic segmentation benchmarks at the time it was published.

1The term deconvolution is widely known as the operation to undo a convolution. This is however quite different to deconvolutions in deep learning terminology, which is why these operations are also often referred to as transposed or fractionally strided convolutions for technical correctness.
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**Figure 3.8:** An overview of PSPNet including the pyramid pooling module. In this module, pooling is applied at different scales, followed by convolutions and a concatenation layer. Source: [Zha17]

**Figure 3.9:** An overview of DeepLabV3+, where an encoder-decoder architecture is employed. In the encoder, atrous convolutions with different input strides in combination with image level pooling are applied to extract contextual information, which are then fused and passed to the decoder to refine segmentation at object boundaries. Source: [Che18b]
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Figure 3.10: A basic overview of a multi scale attention semantic segmentation network. One input image at different resolutions is fed through the same convolutional neural network (CNN), yielding outputs at different scales. For the final segmentation, attention maps $\alpha_1, \alpha_2, \alpha_3$, which are learned for each scale, are then used to combine the different predictions via a pixel-wise weighted sum. Note that in this illustration semantic segmentation masks depict the CNN’s outputs, but in practice attention is usually applied to softmax probabilities.

Spatial pyramid pooling also helped to further improve the performance of the DeepLab model. Its latest version DeepLabV3+ \cite{Che18b} captures global context via atrous spatial pyramid pooling (ASPP), where parallel atrous convolutions with different input strides are applied. Similar to the pyramid pooling module in PSPNet, ASPP is placed on top of the encoder, thereafter followed by fusing the ASPP outputs. Moreover, this extracted information is additionally concatenated with a feature map of a shallow layer before upsampling and generating the final prediction, see Figure 3.9. This is a novel part of the decoder in DeepLabV3+, that demonstrated remarkable performance gains by topping the leaderboards on many benchmarks, in particular on the challenging Cityscapes benchmark. DeepLabV3+ had a significant impact on semantic segmentation in general and it is still a very popular model as many recent segmentation networks, including recent state-of-the-art, build upon this architecture.

**Multi Scale Attention.** Another common way to extract multi-scale features is to feed CNNs with multiple resized images, which are then merged for the final prediction. The intuition behind this approach is that fine details of objects are better classified with scaled up images and more local context, while structures of large objects are better classified with scaled down images and more global context. To this end, *attention* maps are pixel-wise weightings in order to combine predictions at different scales and the parameters of such a model producing these attention maps can be learned as well, see Figure 3.10.

Using attention to combine multiple scaled predictions was examined early in \cite{Che16}. Besides improving segmentation performance, attention also provides useful visualizations of the importance of features at each image location. Since in times in which deep neural networks are considered more and more as black boxes, such diagnostic tools become ever crucial for the deployability of deep learning.

For large-scale datasets such as Cityscapes, the attention-based segmentation approach has been successfully adopted as well. In \cite{Tao20}, the authors propose an efficient *hierarchical multi scale attention* mechanism. Instead of learning a fixed set of scales, their proposed module allows to learn relative attention masks between adjacent scales. This enables a significant gain in memory efficiency.
3.4 Evaluation Metrics

Semantic segmentation is a multi class pixel-wise image classification problem. This allows for evaluating the performance of a semantic segmentation model by means of a so-called confusion matrix \cite{Ste97; Faw06; Has09}. This matrix summarizes the number of correct and incorrect predictions with respect to each class. In particular, a confusion matrix displays which types of errors have been made by a classification model. To this end, each row corresponds to a predicted class and each column to an actual class label. This yields a squared matrix of size $K$, where $K \in \mathbb{N}$ denotes the number of classes.

In its simplest form in the case of binary classification, a confusion matrix provides the following quantities, cf. Figure 3.11:

- **true-positives** (TP): number of predictions where the model *correctly predicts* the positive class
- **false-positives** (FP): number of predictions where the model *incorrectly predicts* the negative class as positive (type I error)
- **false-negatives** (FN): number of predictions where the model *incorrectly predicts* the positive class as negative (type II error) and
- **true-negatives** (TN): number of predictions where the model *correctly predicts* the negative class

In binary classification, the terms *positive* and *negative* are typically used to denote the two classes to discriminate, where positive often refers to the class of interest. These quantities can be adapted during training and combination of varying, non-fixed scales during inference. At the time of writing, hierarchical multi scale attention segmentation yields the best performing network architecture on the Cityscapes benchmark.

Note that while convolutional neural networks dedicated for semantic segmentation rapidly evolved, networks for image classification have been developed at a similar pace. Therefore, more advanced network backbones became available and updated the encoder of segmentation networks over the time, which generally improved segmentation performance. In this regard, the most commonly-used network backbone is by far ResNet \cite{He16a}, which eases the training of ever deeper networks via residual learning. Just recently, the HRNet \cite{Yua20} gained substantial popularity by considering object-contextual representations (OCR). The latter module takes the relation between positions of objects and their context into account for the final segmentation prediction. OCR differentiates context at object level, while other conventional multi scale modules, such PP or ASPP, only differentiates pixels by means of spatial locations.
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<table>
<thead>
<tr>
<th>True / Actual</th>
<th>Class 1</th>
<th>Class 2</th>
<th>...</th>
<th>Class K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>TP₁</td>
<td>FN₁₂</td>
<td>...</td>
<td>FN₁ᴷ</td>
</tr>
<tr>
<td>Class 2</td>
<td>FP₁₂</td>
<td>TP₂</td>
<td>...</td>
<td>FN₂ᴷ</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Class K</td>
<td>FP₁ᴷ</td>
<td>FP₂ᴷ</td>
<td>...</td>
<td>TPᴷ</td>
</tr>
</tbody>
</table>

**Figure 3.12:** Confusion matrix for multi class classification.

to multi class classification by considering the introduced quantities for each individual class. Furthermore, in semantic segmentation each pixel is also treated individually, which yields for all classes $k = \{1, \ldots, K\}$ the quantities, cf. Figure 3.12

\[
\text{TP}_k = \sum_{i=1}^{N} \mathbb{1}_{y(i)=k} \mathbb{1}_{\hat{y}(i)=k} \\
\text{FP}_k = \sum_{k' \neq k}^{K} \sum_{k'=1}^{K} \sum_{i=1}^{N} \mathbb{1}_{y(i)=k'} \mathbb{1}_{\hat{y}(i)=k} = \sum_{i=1}^{N} \mathbb{1}_{y(i) \neq k} \mathbb{1}_{\hat{y}(i)=k} \\
\text{FN}_k = \sum_{k' \neq k}^{K} \sum_{k'=1}^{K} \sum_{i=1}^{N} \mathbb{1}_{y(i)=k} \mathbb{1}_{\hat{y}(i)=k'} = \sum_{i=1}^{N} \mathbb{1}_{y(i)=k} \mathbb{1}_{\hat{y}(i) \neq k}
\]

where $y(i) \in \{1, \ldots, K\}$ denotes the label of the $i$-th ground truth pixel and $\hat{y}(i) \in \{1, \ldots, K\}$ the corresponding class prediction in a semantic segmentation dataset with $N \in \mathbb{N}$ annotated pixels.

Given those quantities, various performance metrics can be computed in order to determine how well a semantic segmentation model performs. In this context, **precision** [Ken55; Ols08] measures the percentage of predictions that are actually correct, i.e.

\[
\text{precision}_k = \frac{\text{TP}_k}{\text{TP}_k + \text{FP}_k} \quad \forall \ k \in \{1, \ldots, K\} ,
\]

while **recall** [Ken55; Ols08; Has09] measures the percentage of actual instances that are correctly identified, i.e.

\[
\text{recall}_k = \frac{\text{TP}_k}{\text{TP}_k + \text{FN}_k} \quad \forall \ k \in \{1, \ldots, K\} .
\]

Another popular performance metric, particularly in semantic segmentation, is the **intersection over union** (IoU, also known as **Jaccard Index** [Jac12]), which measures the overlap between prediction and ground truth relative to the union of prediction and ground truth, i.e.

\[
\text{IoU}_k = \frac{\text{TP}_k}{\text{TP}_k + \text{FP}_k + \text{FN}_k} \quad \forall \ k \in \{1, \ldots, K\} .
\]

As overall metric the class-wise IoU is typically averaged over all classes, yielding the **mean intersection over union** [Cor16]

\[
\text{mIoU} = \frac{1}{K} \sum_{k=1}^{K} \text{IoU}_k .
\]
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False Negative Detection and Reduction in Semantic Segmentation

In this chapter, we briefly describe our works dealing with objects that have been overlooked in the semantic segmentation of street scenes due to class imbalance. More precisely, we aim to detect and reduce pixel class predictions failing to indicate the presence of certain objects, which fall under the category of false negative errors. This is particularly safety relevant when these false negative instances belong to important classes like humans or traffic signs.

In this light, we consider neural networks as statistical models providing a probability distribution over predefined classes for each pixel in an image. Therefore, to obtain the final class predictions, decision rules must be incorporated, which are inevitably accompanied by weightings of classes. In the following, we discuss why decision rules reveal to be ethically difficult, besides not being necessarily optimal, and propose alternative approaches.

All the following outlined works can be found in detailed form in Chapter 6.

4.1 Cost-based Decision Rules

Most neural networks for classification are usually equipped with a softmax function in the final network layer, as explained in Definition 2.8. The probabilistic output of such a layer can be seen as posterior distribution expressing a model’s confidence to label the input correctly. In deep learning the final prediction is then typically obtained by applying the argmax function as decision rule, see Equation (2.11). From decision theory, this kind of decision making is known as maximum a-posteriori probability (MAP) principle. However, the MAP principle is one particular type of cost-based decision rules and it is known to consider each type of error equally serious. The latter fact usually conflicts with human common sense. For example, the confusion of person and street should intuitively be assessed differently compared to the confusion of pole and building.

More formally, consider the class probabilities \( p(k|x) \) for classes \( k \in \{1, \ldots, K\} \) conditioned on some input \( x \). Then, given some confusion cost function \( c : \{1, \ldots, K\} \times \{1, \ldots, K\} \to \mathbb{R}_{\geq 0} := [0, \infty) \), an optimal cost-based decision rule minimizes the expected confusion costs, that is

\[
D(x, c) := \arg \min_{k' \in \{1, \ldots, K\}} \mathbb{E}[c(Y' = k', Y) \mid x] = \arg \min_{k' \in \{1, \ldots, K\}} \sum_{k=1}^{K} c(k', k) p(k|x). \tag{4.1}
\]

It is easy to prove that the decision rule according to the MAP principle is equivalent to an optimal cost-based decision rule incorporating the simple symmetric cost function

\[
c_s(k', k) = \begin{cases} 0, & \text{if } k' = k \\ \lambda, & \text{if } k' \neq k, \end{cases} \quad \lambda \in \mathbb{R}_{\geq 0}. \tag{4.2}
\]
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Figure 4.1: Different visual perception due to different decision rules. The obtained segmentation masks are obtained with the same semantic segmentation network but different (ad-hoc defined) confusion costs representing (a) an altruistic attitude, (b) a robotistic attitude (the standard maximum a-posteriori probability principle) and (c) an egoistic attitude.

We recall that semantic segmentation models essentially estimate class probabilities for each single pixel of an image. Using these estimates, the final class predictions are obtained by applying the MAP principle pixel-wise, cf. Equation (2.11). Thus, we realize that in most semantic segmentation models, but generally also in machine learning models, all types of confusions between different classes have an equal weighting with a constant $\lambda$ as the MAP principle is usually employed by default. While it seems reasonable that confusion costs should be different from this “robotistic” cost assignment, i.e. different from being constant, ethically it is very unclear which numbers should explicitly be used.

In this work, we investigate how different confusion cost assessments change the final predictions in semantic segmentation and therefore also the obtained visual perception. A numerical study demonstrates the practical relevance of confusion cost functions as they might represent different ethical attitudes, see e.g. Figure 4.1. In particular, we show that employing different confusion costs might yield significant changes of safety-relevant quantities, such as precision and recall, of a state-of-the-art semantic segmentation model trained on Cityscapes. Our main aim of this work is not to provide a solution to this problem but to make the ethical dimension transparent that is involved in the necessary choice of decision rules.

The corresponding full article appears in Section 6.1

4.2 Maximum Likelihood Decision Rules

In decision theory, the MAP principle is merely one example of cost-based decision rules, which is also known as Bayes decision rule. This decision rule implies an equal class weighting, i.e. weighting every type of misclassification equally, and therefore might ignore classes that are rare in terms of their frequency of occurrence in the training dataset. In fact, class imbalance is often inherent in a real-world dataset itself. For instance, when considering a street scene dataset, pixels belonging to safety relevant classes, such as humans or traffic signs, are underrepresented compared to the class road, since the latter appears in every image besides typically being substantially larger in terms of object size. Consequently, neural networks might be trained on unbalanced data which possibly results in an undesirable bias to the disadvantage of ignoring classes of highest interest.

A mathematically natural approach from decision theory to tackle this issue of class imbalance is employing the maximum likelihood (ML) decision rule, which is defined for an input $x$ as

$$D^{\text{ML}}(x) := \max_{k \in \{1, \ldots, K\}} p(x|k)$$

(4.3)
4.3 Prediction Error Meta Classification

Seen from the angle of cost-based decision rules, the ML rule assigns costs inverse proportional to the class priors, \( i.e. \)

\[
c_p(k', k) = \begin{cases} 
0, & \text{if } k' = k \\
\frac{1}{p(k)}, & \text{if } k' \neq k 
\end{cases} \tag{4.4}
\]

where \( p(k) \) is called \textit{a-priori probability} or simply \textit{prior} of class \( k \in \{1, \ldots, K\} \).

We notice that the ML rule is the same as the MAP principle, \textit{cf.} Equation (2.11) but with a weight adjustment \( p(k) \). This adjustment puts higher weight on classes with a low a-priori probability. Since these priors can be estimated via class frequencies in the training dataset, the ML decision rule therefore puts more emphasis on finding classes that rarely appear than the Bayes decision rule. In other words, the ML rule balances class probabilities and thus aims at finding the class \( k \) for which the input \( x \) is most typical without any prior belief about the underlying class frequency.

In this work, we approach the reduction of false negatives in semantic segmentation by applying different variants of the maximum likelihood decision rule. In more detail, we employ a global ML rule and position-specific one, which differ in the estimation of priors. We provide an in-depth comparison between these two decision rules with respect to the vulnerable class human in the street scene datasets Cityscapes and DS20k. The obtained results show that ML rules can significantly improve recall, however only with some sacrifice in precision. Nevertheless, ML decision rules as post-processing step are computationally nearly for free. They can easily be applied simultaneously to the standard MAP principle / Bayes decision rule and offer great potential when combined with methods checking the plausibility of ML predictions.

The corresponding full article appears in Section 6.2.

4.3 Prediction Error Meta Classification

While deep learning continuously improves the performance of safety critical tasks like automated driving or medical diagnosis, one crucial aspect that remains is providing reliable predictions. Neural networks as statistical models produce errors with a certain probability. When incorrect predictions cannot be avoided, it is desirable to at least know when they occur. In the special case of semantic segmentation, it is further helpful to locate errors within image dimensions. To this end, we consider the task of \textit{meta classification}, which can be described as discriminating between a true positive prediction and a false positive prediction without requiring access to the ground truth, see Figure 4.3 and in that way performing a prediction quality rating.
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Figure 4.3: An example of meta classification in semantic segmentation. After an image is processed by a semantic segmentation network (left), the meta classifier applied afterwards is able to identify incorrectly predicted segments (right, errors marked with red). Note that meta classification is performed without having access to the ground truth.

Meta classification is mainly based on prediction uncertainty. In semantic segmentation, uncertainty is typically quantified at pixel-level. Intuitive measures are for instance the probability margin

\[ M(x) = 1 - \max_{k \in \{1, \ldots, K\}} p(k|x) \]  

or the Shannon entropy

\[ E(x) = -\sum_{k=1}^{K} p(k|x) \ln(p(k|x)) \].

Note again that in practice the pixel-wise class probability \( p(k|x) \) is estimated by the output of a neural network for semantic segmentation. We observe that these dispersion measures applied on pixel-level are not sufficient for reliable pixel-wise meta classification. However, aggregating these metrics over predicted segments, \( i.e. \) connected components of pixels in semantic segmentation masks sharing the same class labels, yields improved correlation with prediction errors for entire image regions. Besides, a collection of aggregated metrics form a structured dataset that can be efficiently processed with simple regression models such as logistic regression. This allows us to additionally quantify how well a segment is predicted and thus also analyze the impact of each single metric on the identification of classification mistakes.

In this work, we present a procedure for meta classification specifically designed for semantic segmentation. We perform segment-wise meta classification by aggregating pixel-wise metrics, which all can be derived from the softmax probabilities obtained by neural networks. The hand-crafted metrics include pixel-wise dispersion measures as well as geometry information of predicted segments. Those metrics are then fed into a logistic regression model and show to reliably quantify the prediction quality of predicted segments. In order to show the generalization capabilities of our approach, we perform tests on Cityscapes data as well as on BRATS2017 data, which cover two extremely safety-critical use cases of semantic segmentation. Moreover, we investigate the predictive power of different metrics and also different sets of metrics. The proposed post-processing method, which we term MetaSeg, outperforms standard approaches and yield a plug-and-play tool that can easily be extended with other pixel-wise uncertainty maps.

The corresponding full article appears in Section 6.3.
4.4. Controlled False-Negative Reduction of Minority Classes

In our studies on decision rules we observed that the recall with respect to underrepresented classes in semantic segmentation can significantly be improved by applying the position-specific maximum likelihood decision rule. However, this gain in recall is accompanied by an overproduction of false positive indications and therefore leading to a substantial performance loss in terms of precision. One intuitive solution to this problem would be to post-process ML predictions with MetaSeg, since the latter is specifically tailored to false positive detection. As the original MetaSeg method does not provide alternative predictions for identified false positives, we propose the following two-step procedure.

First, we apply the maximum likelihood as well as the standard Bayes decision rule to the same semantic segmentation network, which will then produce two different semantic segmentation masks. They differ because ML performs a prior adjustment assigning higher weights to minority classes than without that adjustment. Hence, we conclude that with respect to the most underrepresented class, every predicted Bayes segment lies entirely inside predicted ML segments, see Figure 4.4 (a). Based on this finding for such a minority class, we assume that a non-empty intersection between ML and Bayes segments, both predicted to belong to the same minority class, indicates a confirmation for the presence of a minority class object that Bayes already has detected. On the contrary, ML segments, that do not intersect with any Bayes segment, then indicate image regions where minority class objects might be overlooked by Bayes.

Based on the observation whether the decision rules agree or disagree, segments are selected that are further processed by a modified version of MetaSeg. We employ a meta classifier whose metrics are derived from the balanced softmax probabilities given by a neural network for semantic segmentation. Whenever the meta classifier now identifies a false positive prediction, we stick to the standard MAP principle. Otherwise, we replace the Bayes segment by the ML segment in the Bayes semantic segmentation mask. Thus, the combination of segment selection based on multiple decision rules and meta classification yield a novel decision rule, which we term MetaFusion, see also Figure 4.4 (b). In this context, the ultimate goal is to discard all additional false positives while keeping all additional true positives, which are generated due the application of the ML decision rule.

Figure 4.4: An overview of our MetaFusion method. (a) With respect to a minority class in semantic segmentation, segment class predictions by the maximum a-posteriori probability (MAP) / Bayes decision rule lie entirely within segments assigned to the same class by the maximum likelihood (ML) decision rule (both rules applied to the same input). (b) Based on the latter assumption, MetaFusion selects predicted segments that are further processed via MetaSeg, yielding a fused decision rule to reduce false negative errors.
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In this work, we focus on pedestrians as minority class of highest interest in the semantic segmentation of street scenes. We perform our experiments on the Cityscapes dataset for which the class human is significantly underrepresented. Our proposed procedure combines decision rules for false negative detection with methods for false positive detection based on aggregated uncertainty metrics. The obtained results demonstrate that our final fused decision rule achieves more favorable trade-offs between error rates, in particular compared to other methods for false negative reduction. In other words, we reduce the number of false negatives while controlling the (over-)production of false positives. As pure post-processing method, MetaFusion can easily be added on top of any semantic segmentation neural network. In addition, our method is designed to have online capabilities, having a computational overhead that is negligible relative to the complexity of inferences of semantic segmentation models.

The corresponding full article appears in Section 6.4.
Out-of-Distribution Detection in Semantic Segmentation

In this chapter, we briefly describe our works dealing with objects that have been overlooked in the semantic segmentation of street scenes since they belong to an unknown object category. As neural networks are usually trained to always predict one class from a closed and predefined set of object classes, these models are prevented from predicting anything outside of this semantic space. However, the detection of such semantically unknown objects in street scenes is extremely safety relevant, particularly in automated driving when they appear on the road ahead of the self-driving car that relies on semantic segmentation for perception.

In this regard, unknown or unusual objects shown in images are commonly considered as anomalies, which is a generic term for anything deviating from what is regarded as normal. The corresponding task of detecting and localizing anomalies at pixel-level is referred to as anomaly segmentation. To be more precise, we are interested in finding objects that are semantically novel and appear after training a model. As these objects lie outside of the learnable distribution provided by the training data, such anomalies are more specifically referred to as out-of-distribution (OoD) objects.

In this chapter, we discuss how OoD objects can be detected and localized at pixel-level using semantic segmentation models. To this end, we propose an anomaly segmentation approach based on prediction uncertainty, i.e., the architecture of the underlying semantic segmentation model remains untouched. Via a specific training regime, we considerably increase the sensitivity towards the identification of semantically unknown objects without significantly sacrificing in original semantic segmentation performance. Additionally, we introduce a benchmark to anomaly segmentation, which is an important yet not widely recognized task at the time of writing.

All the following outlined works can be found in detailed form in Chapter 6.

5.1 Softmax Entropy Thresholding

When feeding images with OoD objects to a convolutional neural network (CNN) for semantic segmentation, first experiments revealed that the model has low confidence scores with respect to multiple classes on the OoD objects. Thus, the model can be interpreted as being uncertain about its prediction, which is a desirable property when exposed to anomalies. For that matter, one intuitive measure to quantify uncertainty from softmax probabilities is given by the entropy, see Equation (4.6). In semantic segmentation, computing the softmax entropy yields a pixel-wise anomaly score map. Ide-

\footnote{In deep learning terminology, the terms “anomaly” and “out-of-distribution”, respectively, are often used interchangeably for semantically unknown objects. In this chapter, we stick to the more general term anomaly and only specify when the distinction is relevant.}
5.2 Entropy Maximization and Meta Classification

After investigating softmax entropy thresholding for the detection of OoD objects, we concluded that OoD pixels are indeed assigned high entropy scores, but to the detriment of many faulty anomaly indications at the same time. Obviously, a better separation between out-distribution and in-distribution pixels is necessary. To this end, we approach to improve separation by deliberately inducing OoD objects as known unknowns into a retraining process of a pretrained semantic segmentation model. On these known unknowns, we enforce the semantic segmentation model to maximize the softmax entropy by means of a multi objective loss function. The general aim of this retraining approach is that the semantic segmentation model generalizes newly learned uncertainty concepts to truly unseen OoD examples, which are referred to as unknown unknowns, without sacrificing in original performance on the primary task of semantic segmentation.

In what follows, let us omit the consideration of image pixels\(^2\) for the sake of simplicity and assume

\(^2\)This is unproblematic as the softmax output of semantic segmentation models yield pixel-wise probability distributions over all classes for each single pixel of a given input image. Then, a loss function is applied individually to each single pixel-wise probability distribution. To compute the loss per image, the pixel-wise scalar losses are simply averaged over pixel locations of the input. Thus, each entry of the softmax output is treated individually.
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Figure 5.2: An example of OoD training with entropy maximization for the detection of unknown objects. In this example the unknown object is represented by a dog (marked with green contours) which is unknown to a semantic segmentation network trained on Cityscapes. (a) An image containing a dog. (b) The pixel-wise softmax entropy as heatmap before OoD training is applied. (c) The pixel-wise softmax entropy as heatmap after OoD training is applied. The dog as unknown object becomes visible clearly visible.

that \( f(\mathbf{x}) \in (0,1)^K \) denotes the softmax output over \( K \) classes for one arbitrary pixel of an input \( \mathbf{x} \).

We realize that maximizing the softmax entropy on anomaly data is accomplished by incorporating the training objective

\[
L_{out}(f(\mathbf{x})) := -\sum_{k=1}^{K} \frac{1}{K} \ln(f_k(\mathbf{x})), \quad f(\mathbf{x}) \in (0,1)^K, \quad K \in \mathbb{N},
\]

which represents the negative log-likelihood averaged over all classes \( \{1, \ldots, K\} \). Minimizing \( \text{Equation (5.1)} \) is equivalent to maximizing the softmax entropy

\[
E(f(\mathbf{x})) = -\sum_{k=1}^{K} f_k(\mathbf{x}) \ln(f_k(\mathbf{x})), \quad f(\mathbf{x}) \in (0,1)^K,
\]

\( \text{cf. also Equation (4.6)} \). The latter statement is straightforward to prove with Jensen’s inequality.

Since the softmax definition implies \( f_k(\mathbf{x}) \in (0,1) \ \forall \ k \in \{1, \ldots, K\} \) and \( \|f(\mathbf{x})\|_1 = 1 \), Jensen’s inequality applied to the convex function \(-\ln(\cdot)\) yields

\[
L_{out}(f(\mathbf{x})) = \frac{1}{K} \sum_{k=1}^{K} -\ln (f_k(\mathbf{x})) \geq -\ln \left( \frac{1}{K} \sum_{k=1}^{K} f_k(\mathbf{x}) \right) = \ln(K)
\]

and applied to the concave function \( \ln(\cdot) \)

\[
E(f(\mathbf{x})) = \sum_{k=1}^{K} f_k(\mathbf{x}) \ln \left( \frac{1}{f_k(\mathbf{x})} \right) \leq \ln \left( \sum_{k=1}^{K} f_k(\mathbf{x}) \frac{1}{f_k(\mathbf{x})} \right) = \ln(K)
\]

with equality if and only if \( f_k(\mathbf{x}) = \frac{1}{K} \ \forall \ k \in \{1, \ldots, K\} \). Then, the overall training objective is given by a multi criteria loss function, where \( \text{e.g. the standard cross-entropy loss function, cf. Equation (2.60)} \) is applied to in-distribution pixels and \( \text{Equation (5.1)} \) to out-distribution pixels.

With entropy maximization the entropy measure is trained to be more sensitive to anomalies, ideally without producing any false indications. Motivated by the findings of the MetaFusion approach, \( \text{cf. Section 4.4} \), we additionally post-process the anomaly segmentation via meta classification to prevent an overproduction of false positive anomaly predictions.
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Figure 5.3: An example of OoD training with entropy maximization combined with meta classification. In this example the semantically unknown objects are represented by pylons (marked with green contours), which are truly unseen OoD objects to our anomaly segmentation model. (a) An image with pylons that are entirely non-detected before OoD training. (b) After OoD training, the pylons are well segmented (red color) but at the same some false positives are produced on the street. (c) The false positive OoD predictions on the street are removed by applying meta classification while the true positive OoD predictions with respect to the pylons still remain.

In this work, we utilize samples randomly drawn from the COCO dataset in order to perform entropy maximization on CNNs for semantic segmentation. Starting from models pretrained on Cityscapes, we demonstrate that retraining for only a few epochs with entropy maximization yields a significant gain in anomaly segmentation performance over plain softmax entropy thresholding. To this end, we use the LostAndFound and Fishyscapes dataset, which both share the same setup as Cityscapes but contain real as well as synthetic OoD objects in their images, to evaluate anomaly segmentation. Furthermore, we observe that our retraining approach also generalizes to the detection of truly unseen OoD objects, outperforming many other state-of-the-art anomaly segmentation methods. As post-processing step to discard false positive OoD instance predictions, we apply lightweight and transparent linear models as meta classifiers. These meta classifiers operate based on hand-crafted metrics derived from softmax probabilities and additionally enhance anomaly segmentation quality. The combination of these two described steps show to consistently improve anomaly segmentation performance with only marginally sacrificing in original performance on the primary task of semantic segmentation on Cityscapes. Therefore, our presented approach is an efficient and yet lightweight procedure contributing to safer perception of street scenes via semantic segmentation.

The corresponding full article appears in Section 6.6.

5.3 Benchmark for the Segmentation of Out-of-Distribution Objects

While there exists some methods tackling the task of detecting and localizing out-of-distribution objects at pixel-level, i.e. the task of anomaly segmentation, progress in this field remains slow despite its importance, which is mainly due to the lack of proper datasets and corresponding public benchmarks.

A prominent dataset for anomaly segmentation is LostAndFound, which contains images of street scenes in the same setup as Cityscapes but with real-world anomalous objects. This latter dataset is therefore particularly suitable to evaluate CNNs that are trained on the popular Cityscapes semantic segmentation dataset. However, LostAndFound suffers from low diversity of anomaly types, besides inconsistent ground truth labels. For instance, in this dataset children are considered as anomalies but other humans not. The missing benchmark suite additionally hinders proper evaluation and reliable comparison of proposed methods.

The best-known effort to benchmark anomaly segmentation methods is made in Fishyscapes. The accompanied dataset includes Cityscapes scenes with synthetic anomalous objects pasted into the
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Figure 5.4: Comparison of example images and their corresponding ground truth annotations from different anomaly segmentation datasets. In all displayed images, the anomalies of interest are highlighted in orange and additionally with green contours, whereas darkened regions are excluded from evaluation. Note that in Fishyscapes (c) anomalous objects are synthetic and in LostAndFound (d) anomalies are not labeled consistently (children vs. other humans).

images. Although the latter benchmark enables reliable comparison of methods, anomalies in this dataset look unrealistic due to the mixture of real and synthetic data. Therefore, such a dataset is not suitable to represent OoD objects that arise in the real world.

The mentioned works shed light on the shortage of real-world datasets with real and diverse anomalies in order to properly benchmark anomaly segmentation. Other difficulties that arise in the creation of a benchmark is the proper labeling of anomalies, since differences between known and unknown are oftentimes blurry. Moreover, there are no established and practically relevant performance metrics available to measure the quality of anomaly segmentation, not to mention a unified evaluation framework.

In this work, we introduce the SegmentMeIfYouCan benchmark. Our public benchmark encompasses two separated tasks of anomaly segmentation in the context of street scenes: firstly, strict OoD object segmentation, where any object category not included in Cityscapes is considered; and secondly, obstacle segmentation, whose goal is to segment any obstacle on the road, irrespective of whether the corresponding object category may be known. Alongside a unified and publicly-available test suite with classical pixel-wise as well as recent component-wise performance metrics, we provide two datasets addressing the two benchmark tracks. Both datasets consist of high-resolution real images with pixel-level annotations. By focusing on a wide variety in anomaly types and sizes, our datasets contribute to greater diversity in data than any other existing anomaly segmentation dataset. Furthermore, we empirically evaluate multiple state-of-the-art anomaly segmentation methods, forming an initial public leader board, which is available on [https://www.segmentmeifyoucan.com](https://www.segmentmeifyoucan.com).

The corresponding full article appears in Section 6.7.
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Abstract. Neural networks for semantic segmentation can be seen as statistical models that provide for each pixel of one image a probability distribution on predefined classes. The predicted class is then usually obtained by the maximum a-posteriori probability (MAP) which is known as Bayes rule in decision theory. From decision theory we also know that the Bayes rule is optimal regarding the simple symmetric cost function. Therefore, it weights each type of confusion between two different classes equally, e.g., given images of urban street scenes there is no distinction in the cost function if the network confuses a person with a street or a building with a tree. Intuitively, there might be confusions of classes that are more important to avoid than others. In this work, we want to raise awareness of the possibility of explicitly defining confusion costs and the associated ethical difficulties if it comes down to providing numbers. We define two cost functions from different extreme perspectives, an egoistic and an altruistic one, and show how safety relevant quantities like precision / recall and (segment-wise) false positive / negative rate change when interpolating between MAP, egoistic and altruistic decision rules.

I Introduction

Machines acting autonomously in spaces co-populated by humans and robots are no longer a futuristic vision, but are part of the agenda of the world’s technologically most advanced corporations. Autonomous car driving has seen spectacular advances due to recent progress in artificial intelligence (AI) and therefore is one of the corner-cases for this development. As street traffic, according to the world health organization (WHO), causes an annual death toll of 1.35M persons at the time of writing [WHO18], it is expected that also autonomous driving cars will be involved in such tragic events. While there are reasons to believe that autonomous driving can reduce the overall numbers of deaths and heavy injuries, besides being required by e.g. the Ethics Commission instated by the German Federal Ministry of Transport and Digital Infrastructure [Eth17], many further ethical issues remain in the choices of programming an autonomous vehicle. Therefore, autonomous cars have been a much-discussed topic in robot ethics [Lin17], ranging from inevitable ethical dilemmas like the trolley problem [Foo67, Lin16] to more mundane ethical situations [Him18].

In most of these ethical situations discussed in the literature, the robots and the AI algorithms controlling them are assumed to know the situation they decide on, whereas most deadly accidents with the involvement of self-driving cars in some way or another are connected with the (insufficient) perception of the vehicle’s surrounding (see [Boa18] for a preliminary report). Whether the AI algorithms of perception themselves depend on choices that involve ethical decisions is therefore a legitimate question.

For a practitioner in the field it is quite obvious that the answer is “yes”: In semantic segmentation, the choice of training data, the selection of classes, potential class imbalance, the amount of data, the capacity of the learning algorithm and the performance of the hardware all determine what a
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Figure 1: Illustration of semantic segmentation performed on an image of the Cityscapes dataset with a neural network in combination with (pixel-wise) maximum a-posteriori probability classification.

contemporary AI algorithm is able to “see” and how error prone its perception will be. As errors in perception are potential root causes of accidents, ethical implications clearly exist.

In this work, we draw the attention to one further issue that is connected to the probabilistic output of semantic segmentation neural networks that are mostly used for the perceptive task. As the softmax output of a segmentation network gives a pixel-wise class distribution, the maximum a-posteriori probability (MAP) principle, also known as Bayes decision rule, selects the class of highest probability. This is however not the only selection principle, as one could also apply the Maximum Likelihood (ML) decision rule that picks the class for which the input data is most representative [Fah96]. While both rules have the appeal of being mathematically “natural”, they are merely two examples of cost-based decision rules, where each confusion event is penalized by a specific quantity $c(\hat{k}, k)$ that valuates the aversion of a decision maker towards the confusion of the predicted class $\hat{k}$ with the actual class $k$. The decision on the predicted class now minimizes the expected cost.

Seen from this angle, the MAP principle corresponds to the cost matrix that attributes equal cost to any confusion event. We call this the robotistic valuation of the segmentation network’s output. Human common sense would valuate the confusion of the street with a pedestrian differently from the confusion event with the roles interchanged: an unjustified emergency brake is a much weaker consequence as potential harm than overlooking a person on the street and therefore should come with a significantly lower cost. While it seems reasonable to assume that the confusion cost should be different from constant, it is ethically much less evident, which numbers should explicitly be used. In these situations of moral uncertainty, different ethical schools of thought may provide different answers, with some refusing to weigh lives at all [Bro04]. In addition, legislation can put strong constraints on the choice as well. However, as the MAP principle and the ML decision rule already define confusion cost matrices, choices about these numbers have already been made. We, therefore, aim to make more transparent the ethical dimension involved in making a choice regarding a decision rule with its corresponding cost matrix.

We realize that the ultimate step from probabilities to perception depends on cost matrices in a high dimensional value space $V$ and that the selected valuation changes the perception. Thereby, it also changes the consequences, as, e.g., the precision and recall rates of specific classes. Furthermore, different cost matrices $C \in V$ might express different ethical attitudes, like more egoistic (centred on the passenger in the (ego-) car) or altruistic (centred on public safety). Putting drivers first vs. putting the public first has already been subject to intense public debate [Tay16].

In this paper, we do not intend to resolve the problem outlined above in any way. We present a numerical study that demonstrates the practical relevance of the problem by traveling through the value space within a triangle of robotistic and approximately egoistic and altruistic, respectively, cost value systems. Here the egoistic and altruistic cost matrices are set up in an ad hoc manner and are not meant to accurately represent these attitudes. Also, the matrices are by no means the most extreme ones spanning the value space. Nevertheless, when traveling through this small triangle in the large space of valuations $V$, we see significant and relevant differences in the perception and measure
consequences like the precision / recall and (segment-wise) false positive / negative rates for specific classes.

The remainder of this paper is organized as follows: In Section II we describe our use-case for decision rules in neural networks, in particular in semantic segmentation neural networks. Next, in Section III we explain the concept of decision rules in general and how they can be modified by valuating confusion costs between classes. We see various possibilities of defining the mentioned costs and provide two concrete examples in form of matrices in Section IV. Moreover, we present our spanned value space of confusion cost matrices and the setup for our experiments which follow in Section V. We show that different cost matrices are capable of considerably affecting the perception of a state-of-the-art semantic segmentation network in the setting of urban street scenes.

II Standard decision rule in neural networks

Semantic segmentation is the task of assigning each pixel of an image to one of the predefined classes \( K = \{1, \ldots, N\} \). Suppose, we use a neural network for solving this task. Let \( x \in \{(r, g, b)\}_{m \times n} \), \((r, g, b) \in \{0, \ldots, 255\}^3\) be an “rgb” (red, green and blue light additively colored) input image with resolution \( m \times n \). After processing the image \( x \) with a neural network we obtain a posterior probability distribution \( p_{ij}(k|x) \) over all classes \( k \in \{1, \ldots, N\} \) at location (pixel position in the image) \((i, j) \in \{1, \ldots, m\} \times \{1, \ldots, n\}\). The 3D tensor \( p_{ij}(k|x) \) represents the softmax output of a neural network for semantic segmentation. The third dimension is given by the choice of \( k \in \{1, \ldots, N\} \). This provided probability distribution expresses the confidence of the neural network as statistical prediction model to label the input correctly given the class \( k \). The pixel-wise classification is then performed by applying the argmax function (pixel-wise) on the posterior probabilities / softmax output. This kind of decision making is called maximum a-posteriori probability (MAP) principle.

In the field of Deep Learning, following the MAP as decision rule is by far the most commonly used one. It maximizes the overall performance of a neural network, meaning in cases of large prediction uncertainty, this rule tends to predict classes that appear frequently in the dataset. However, classes of potential high importance, like in autonomous driving the classes traffic signs and humans, usually appear less frequently. These classes are rare in terms of the number of instances and the number of pixels in the dataset. This problem is in close connection to the fact that the MAP estimation considers all prediction mistakes to be equally serious which is in conflict with human intuition. Thus, a natural approach is to weight different prediction mistakes against each other.

III Cost-based decision rules in neural networks

Let \( \Omega \) be a population consisting of \( N \geq 2 \) disjoint subsets. For each element \( \omega \in \Omega \) we assume there exists one feature vector \( x(\omega) \in S \subset \mathbb{R}^n \). Let

\[
X : \Omega \rightarrow S \quad K : \Omega \rightarrow \{1, \ldots, N\} = K
\]

be random variables for feature vector \( x \) and class affiliation \( k \), respectively. A decision rule can be defined as a map

\[
d : S \rightarrow K
\]

\[
x(\omega) \mapsto \hat{k}(\omega)
\]

which assigns an element from the feature space to one class. We say, \( d(x) = \hat{k} \) is the predicted class for feature vector \( x \). Furthermore, we describe the a-posteriori probability of an object to belong to
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class $k$ given feature $x$ as

$$p(k|x) := P(K = k \mid X = x).$$

(4)

Usually, this probability is not known and needs to be estimated. We assume in the following that this is already accomplished, e.g., $p(k|x)$ is approximated by the softmax output of a neural network.

Cost-based decision rules follow the idea of assigning one input to the class which minimizes the expected cost given one confusion cost function $c : \mathcal{K} \times \mathcal{K} \rightarrow \mathbb{R}_{\geq 0} := [0, \infty)$.

Considering all possible confusion cases we obtain a confusion cost matrix

$$C := (c(\hat{k}, k))_{\hat{k}, k = 1, \ldots, N} \in \mathcal{V} \subset \mathbb{R}_{\geq 0}^{N \times N}$$

(5)

with $\hat{k}$ being the predicted class while $k$ being the target class and

$$\mathcal{V} := \{ C \in \mathbb{R}_{\geq 0}^{N \times N} \mid C_{jj} = 0, C_{ij} > 0, i, j \in \mathcal{K} \}$$

(6)

being the value space of all valid matrices $C$ for cost-based decision rules. Hence, all elements of a valid matrix must be positive except the diagonal elements, which must equal 0, according to $\mathcal{V}$. Strictly speaking, $\mathcal{V}$ consists of equivalence classes since each $C$ in combination with cost-based decision rules will produce the same output as $\mu C, \mu > 0$, i.e., different scales of $C$ do not change the output. Therefore, rather the costs of the classes relative to each other are decisive for the output instead of the absolute values.

In order to understand the just stated fact we define the expected cost with respect to confusion cost functions via

$$\mathbb{E}[c(k', K) \mid X = x] = \sum_{k=1}^{N} c(k', k) p(k|x)$$

(7)

and the corresponding cost-based decision rule as

$$d(x; C) := \arg \min_{k' \in \{1, \ldots, N\}} \sum_{k=1}^{N} c(k', k) p(k|x)$$

(8)

with $C_k := (C_{k1}, \ldots, C_{kN})$ being the $k$-th row vector of $C \in \mathcal{V}$ and $\vec{p}(x) := (p(1|x), \ldots, p(N|x))^T$ being the posterior probabilities vector conditioned on the feature $x$. This rule is optimal considering the expected costs.

Cost-based decision rules are strongly related to probability thresholding. The aim of probability thresholding is to make class predictions cost-sensitive during inference by moving the output threshold towards inexpensive classes. This is achieved by defining a confusion cost function of the form

$$c(\hat{k}, k) := \begin{cases} 0, & \text{if } \hat{k} = k \\ \psi(k'), & \text{if } \hat{k} \neq k, \psi(k') \in \mathbb{R}_{\geq 0} \end{cases}$$

(9)

with $\psi(k) > \psi(k')$ if we want the network to prefer predicting class $k$ to predicting class $k'$. One special type of $c$ is the simple symmetric cost function [Fah96]

$$c_s(\hat{k}, k) := \begin{cases} 0, & \text{if } \hat{k} = k \\ \lambda, & \text{if } \hat{k} \neq k, \lambda \in \mathbb{R}_{\geq 0} \end{cases}$$

(10)
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Figure 2: Illustration of two segmentation masks obtained with the Bayes decision rule (right) and the Maximum Likelihood decision rule (left). The difference between these two masks lies in the adjustment with the (pixel-wise) prior class probabilities in the decision rule during inference.

whose incorporation in the cost-based decision rule is equivalent to the MAP principle. Given $c_s(\hat{k}, k)$ all elements in the confusion cost matrix $C_s$ are equal to the constant $\lambda$ except the diagonal elements which are equal 0. Accordingly, the cost-based decision rule takes the form:

$$d(x; C_s) = \arg \min_{k \in \{1, \ldots, N\}} \sum_{k' \neq k}^N \lambda \cdot p(k'|x) = \arg \min_{k \in \{1, \ldots, N\}} 1 - p(k|x) = \arg \max_{k \in \{1, \ldots, N\}} p(k|x) =: d_{Bayes}(x). \quad (11)$$

In decision theory Equation (11) is the definition of the Bayes decision rule which is equivalent to the MAP principle and therefore also to the default classification principle in neural networks. However, the simple symmetric cost function implies an equal class weighting, i.e., weighting every confusion between two classes (or each type of misclassification) equally. Depending on the purpose, this setting does not reflect the intuition of most people but is still applied in most deep learning state-of-the-art models.

A mathematically natural way to approach this problem is exchanging the simple symmetric with the inverse proportional cost function [Fah96] which is another special type of $c$. In light of confusion costs the latter cost function

$$c_p(\hat{k}, k) := \begin{cases} 0, & \text{if } \hat{k} = k \\ \lambda / p(k), & \text{if } \hat{k} \neq k \end{cases}, \quad \lambda \in \mathbb{R}_{\geq 0} \quad (12)$$

weights each confusion with the inverse prior probability $1/p(k), p(k) \in (0, 1)$ of the potential target class $k$. In neural networks the class appearance frequencies in the training data correspond approximately to the priors. Considering the priors, we can put more emphasis on finding classes which are rare, i.e., classes which have a low prior probability. The decision rule resulting from this is the Maximum Likelihood (ML) decision rule

$$d_{ML}(x) := \arg \max_{k \in \{1, \ldots, N\}} p(x|k). \quad (13)$$

Now $x$ is mapped to the class $k$ for which the observed features are most typical, independent of a prior belief about the class frequencies. As presented in [Cha19], with respect to rare classes the application of the ML rule significantly reduces the number of false negative (overlooked) segments for rare classes, but to the detriment of producing substantially more false positive segment predictions.
IV Setup of experiments

For our experiments we use the Cityscapes dataset with 19 semantic classes. In order to reduce the number of confusion cost values to be specified for the matrix $C$ we aggregate classes that are treated similarly considering confusion costs, see Figure 3 for a first attempt although refined aggregations are probably more appropriate.

With 6 aggregated classes we define a $6 \times 6$ matrix. For performance evaluation we map the reduced matrix back to full $19 \times 19$ size such that all combinations between classes out of two aggregates have an equal confusion cost, i.e., for two different non-empty aggregates $I, J \subset K$ it holds

$$I \cap J = \emptyset \iff c(i, j) = c(i', j') \forall i, i' \in I, j, j' \in J. \quad (14)$$

In addition, we set a small $\epsilon = 0.1$ for all confusions between different classes within an aggregate so that we apply the Bayes decision rule (only within an aggregate) without affecting the cost-based decision between aggregated classes, i.e., for each non-empty aggregate $I \in K$ it holds

$$c(i, i') = \epsilon \quad \forall i \neq i' \in I, \quad c(i, i) = 0 \quad \forall i \in I. \quad (15)$$

Note that we suppress the “sky” class in our class aggregation although it is one of the originally trained classes. The reason is that we believe that overlooking the sky does not result in dangerous traffic scenarios. Therefore, we prevent the network from predicting sky by setting $C_{sky} = \{M\}^N$ with $M = 1000$ being a sufficiently large cost value. This implies that the confusion of any (target) class with sky is valued with high cost. We set the cost for the converse confusion, when sky is the target class, to a constant value in order to not affect the class prediction between the remaining classes.

To gain further insight we define image regions of interest (RoI). These regions are derived from the pixel-wise class frequencies (priors) of the classes “road”, “sidewalk”, “building” and “sky” in the Cityscapes dataset. We obtain the 4 regions of interest (or 5 regions as the sidewalk RoI consists of two connected components) by assigning each pixel to the class with the highest class appearance frequency at the corresponding pixel location, see Figure 4.

For our experiments we further define two confusion cost matrices representing two extreme views in traffic scenes. On the one hand, we define the “altruistic” matrix $C_A$ that prioritizes all traffic participants and particularly humans. On the other hand, we define the “egoistic” matrix $C_E$ that only prioritizes the safety and comfort of the passenger inside the (ego-) car. The chosen cost values can be viewed in Figure 6. We compare the corresponding predictions with each other and also with the Bayes
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<table>
<thead>
<tr>
<th>Cost matrix</th>
<th>Class</th>
<th>Role</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altruistic</td>
<td>Person</td>
<td>1</td>
<td>41.12%</td>
<td>99.81%</td>
</tr>
<tr>
<td>Robotistic</td>
<td>Person</td>
<td>1</td>
<td>89.87%</td>
<td>94.98%</td>
</tr>
<tr>
<td>Egoistic</td>
<td>Person</td>
<td>1</td>
<td>93.88%</td>
<td>70.07%</td>
</tr>
<tr>
<td>Altruistic</td>
<td>Person</td>
<td>2</td>
<td>39.42%</td>
<td>99.86%</td>
</tr>
<tr>
<td>Robotistic</td>
<td>Person</td>
<td>2</td>
<td>88.36%</td>
<td>93.93%</td>
</tr>
<tr>
<td>Egoistic</td>
<td>Person</td>
<td>2</td>
<td>95.07%</td>
<td>54.81%</td>
</tr>
<tr>
<td>Altruistic</td>
<td>Building</td>
<td>1</td>
<td>22.56%</td>
<td>93.65%</td>
</tr>
<tr>
<td>Robotistic</td>
<td>Building</td>
<td>1</td>
<td>80.99%</td>
<td>94.94%</td>
</tr>
<tr>
<td>Egoistic</td>
<td>Building</td>
<td>1</td>
<td>15.15%</td>
<td>99.93%</td>
</tr>
<tr>
<td>Altruistic</td>
<td>Building</td>
<td>2</td>
<td>24.94%</td>
<td>95.22%</td>
</tr>
<tr>
<td>Robotistic</td>
<td>Building</td>
<td>2</td>
<td>87.76%</td>
<td>94.58%</td>
</tr>
<tr>
<td>Egoistic</td>
<td>Building</td>
<td>2</td>
<td>18.48%</td>
<td>99.90%</td>
</tr>
</tbody>
</table>

Table 1: Precision and recall rates for the different cost matrices. The rates are computed for the classes person and building in the street and the sidewalk RoIs, i.e., RoI 1 and 2.

Figure 4: Regions of interest derived from the priors of the classes building, road, sidewalk and sky in the Cityscapes dataset.

The Ethical Dilemma of Cost-based Decision Rules

rule’s prediction, respectively. The Bayes decision rule implies the matrix $C_R := \{ c_{\hat{k}}(\hat{k}) \}_{k=1,...,N}$ which we term in the following the “robotistic” confusion cost matrix. This method is robotistic in the sense that, in any event, the only goal is to minimize all error rates. The convex combinations of these three presented matrices span a confusion value space

\[
V := \{ C \in V \mid \alpha C_R + \beta C_A + \gamma C_E = C, \alpha + \beta + \gamma = 1, \alpha, \beta, \gamma \geq 0 \} \tag{16}
\]

(see Figure 7 and Figure 8). It is important to emphasize that $V \subset V$ is only one subspace of a far bigger possible value space. There are even more extreme cost matrices that enlarge the space dramatically. There are also cost matrices expressing views in a completely different direction and therefore increasing the dimensionality of the space. However, our presented $V$ is sufficient in order to show that it is already capable of changing our model’s perception significantly.

V Experiments

As part of autonomous car driving systems, interpreting visual inputs is crucial in order to obtain a full understanding of the car’s environment. The inference of an image in semantic segmentation [Eve15; Cor16] is performed at pixel level combining object detection and localization. In recent years, deep learning has achieved great success in a wide range of problems including semantic segmentation. Most state-of-the-art models are built on deep convolutional neural networks (CNNs) [Kri12; Sim14]. One important contribution to CNNs for semantic segmentation is the Fully Convolutional Network (FCN) [She16] which introduces end-to-end training taking input of arbitrary size and producing output of equal size. The network is one of the first using an encoder-decoder structure [Bad15; Ron15] whose encoder part is a classification network followed by the decoder part that projects convolved learned features back onto full pixel resolution. With the integration of atrous (also called dilated) convolutions [Yu15], that allows an exponential increase of the network’s receptive field without loss of resolution, the performance of semantic segmentation networks is further significantly improved. One advanced module based on the latter operation is atrous spatial pyramid pooling (ASPP) [Che16]. It is one of the main contributions to the network DeepLabv3+ [Che18] which we use in the following in our experiments.

We demonstrate the performance of cost-based decision rules with different confusion cost matrices on the Cityscapes [Cor16] validation dataset. DeepLabv3+ is already pretrained on the latter dataset.
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Figure 5: Illustration of three semantic segmentation masks and different perception obtained by the application of cost-based decision rules with an altruistic, a simple symmetric (robotistic) and an egoistic cost matrix.

$$C_A = \begin{bmatrix}
0 & 10^0 & 10^1 & 10^2 & 10^3 & 10^4 \\
10^0 & 0 & 10^1 & 10^2 & 10^3 & 10^4 \\
10^0 & 10^0 & 0 & 10^2 & 10^4 & 10^4 \\
10^0 & 10^0 & 10^0 & 0 & 10^3 & 10^4 \\
10^0 & 10^0 & 10^0 & 10^2 & 0 & 10^4 \\
10^0 & 10^0 & 10^0 & 10^2 & 10^3 & 0
\end{bmatrix} \quad \text{“road”}$$

$$C_E = \begin{bmatrix}
0 & 10^0 & 10^1 & 10^2 & 10^1 & 10^2 \\
10^0 & 0 & 10^1 & 10^2 & 10^1 & 10^2 \\
10^1 & 10^0 & 0 & 10^3 & 10^0 & 10^1 \\
10^1 & 10^0 & 10^1 & 0 & 10^0 & 10^1 \\
10^1 & 10^0 & 10^1 & 10^2 & 0 & 10^2 \\
10^1 & 10^1 & 10^1 & 10^2 & 10^2 & 0
\end{bmatrix} \quad \text{“human”}$$

Figure 6: Two extreme confusion cost matrices that we study in our experiments. $C_A$ represents the altruistic view prioritizing all traffic participants and particularly pedestrians. $C_E$ represents the egoistic view prioritizing only the passenger in the (ego-) car. One element in the matrix expresses the cost that arises if we predict the class corresponding to the row and we confuse it with the potential target class corresponding to the column.

and implemented in TensorFlow [TF15]. The implementation and tuned weights are publicly available on GitHub. As network backbone, we choose the modified version of the Xception model [Cho16] that attains an mIoU score of 79.55% on the Cityscapes validation set with the application of the MAP / Bayes decision rule.

In the following, we perform our analysis for the classes “person” and “building” which are key classes in our problem setting of autonomous driving for the altruistic and egoistic view, respectively. Furthermore, we focus our studies on the regions of interest 1 & 2, the near field perception in front of the (ego-) car and to the side of the (ego-) car.

Pixel-wise precision vs. recall. For evaluation we first consider precision and recall. These two metrics are closely connected to the quantities false positive and false negative pixel predictions. A predicted pixel is a false positive (FP) if it falsely indicates an object’s presence. A predicted pixel ignoring the presence of a present object is a false negative (FN). Therefore, precision is the percentage of a model’s predicted pixels that match the ground truth, while recall is the percentage of ground truth pixels that a model predicts correctly, i.e.,

$$prc = \frac{TP}{TP + FP}, \quad rec = \frac{TP}{TP + FN} \quad (17)$$
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Figure 7: Confusion cost matrix space $V$ spanned by our exemplary altruistic ($C_A$) and egoistic ($C_E$) cost matrix and the robotistic ($C_R$) cost matrix. Inside the triangle as heatmap the behavior of $\text{rec}(V(C) \mid \text{person})$, the recall of person pixels. Blue indicates high recall, red indicates low recall.

Figure 8: Confusion cost matrix space $V$ spanned by our exemplary altruistic ($C_A$) and egoistic ($C_E$) cost matrix and the robotistic ($C_R$) cost matrix. Inside the triangle as heatmap the behavior of $\text{rec}(V(C) \mid \text{building})$, the recall of building pixels. Blue indicates high recall, red indicates low recall.

with $TP$ being the true positives (pixels correctly classified according to the ground truth). The two evaluation metrics can be formulated as maps

$$\text{prc} : V \rightarrow [0, 1], \quad \text{rec} : V \rightarrow [0, 1]$$

expressing the neural network’s predictive power depending on $C \in V$. The higher the value, the less prediction mistakes we obtain regarding falsely detected and non-detected pixels, respectively. The precision and recall scores of the different cost matrices in different regions of interest can be found in Table 1.

For the class person we observe that the recall is maximized when using $C_A$. Compared to $C_R$ the reduction is 4.83 percent points in the street RoI and even 5.93 percent points in the sidewalk RoI. Even if the recall of person instances is already impressively high, $C_A$ is still capable of boosting the performance in this metric such that nearly no person pixels are missed. However, to a striking detriment, the precision is reduced by about 48 percent points in both RoIs down to 41.12% and 39.42%, respectively. When using $C_E$ persons are ignored to a large extent leading to a recall reduction of 24.91 percent points in the frontal RoI and 39.12 percent points in the sidewalk RoI in comparison to $C_R$. Consequently, the precision is increased by 4.01 and 6.71 percent points, respectively. With $C_E$ DeepLabv3+ only predicts persons if the network indicates a high confidence about its decision. As expected there is a trade off between the metrics, i.e., increasing one performance measure decreases the other and vice versa. Also noteworthy from this analysis is that DeepLabv3+ confuses only persons which are not completely visible, e.g., persons standing behind cars or around corners. Only small parts of person instances are mainly overlooked, see also Figure 9.

For the class building we also observe this trade off but only between $C_E$ and $C_R$. $C_E$ improves the recall by 4.99 and 5.32 percent points while reducing the precision substantially by 65.84 and 69.28 percent points, respectively, for the street and the sidewalk RoI.

The behavior is different with respect to $C_A$. Regarding building segments, $C_R$ performs better in both metrics in the frontal RoI. The recall is reduced by 1.29 and the precision by significant 58.43 percent points. In the sidewalk RoI, the recall of $C_A$ is slightly improved (0.64%) but the precision is again drastically reduced to 24.94%. Noteworthy from this analysis is that DeepLabv3+ has difficulties in detecting separated ground truth segments of building instances which arise from objects in front of buildings and splitting the instance’s actual connected component in the ground truth, see also Figure 10.
Segment-wise false-detection vs. non-detection. Another interesting quantity are the entire false-detections and non-detections of person and building segments when using the different cost matrices. In this regard, we now define a segment to be, depending on the considered prediction or ground truth mask, a false positive / negative if the segment’s intersection over union (IoU) equals 0. Figure 9 and Figure 10 visualize the segments with $\text{IoU} = 0$ in the prediction mask and ground truth mask, again for the classes person and building. The presented heatmaps visibly confirm the findings from the precision and recall analysis. The application of cost-based decision rules changes the perception of DeepLabv3+ significantly. For instance, for the class person the altruistic cost matrix overproduces false positives but there are almost no overlooked person segments. On the contrary, the egoistic cost matrix almost completely refuses to predict the class person but is mostly correct in case it predicts a person segment. The robotistic cost matrix offers a balanced compromise between both prediction mistakes. Depending on people’s individual sense of how the cost matrix should be defined, the presented observations will change again. Thus, what will remain open is a concrete suggestion to the inevitable definition of a confusion cost matrix.

VI Discussion

In this paper we illustrated the impact of cost-based decision rules on the perception of a state-of-the-art semantic segmentation neural network. In this framework, we discussed options for setting up cost-based decision rules ranging from the classical “robotistic” maximum a-posteriori probability principle over probability thresholding and the Maximum Likelihood decision rule to ad hoc “egoistic” and “altruistic” cost assignments to confusion events. Within the triangle of robotistic, egoistic and altruistic attitudes, we investigated precision and recall and also false positive and negative rates in two regions of interest for the classes “person” and “building” in the Cityscapes dataset. We demonstrated the metrics’ dependence on the convex combination of the cost matrices from the three mentioned ethical attitudes spanning a triangle within a larger space of values.

On the technical side, many questions concerning the use of cost-based decision rules have to be clarified, e.g. the adaptation of cost matrices to prior probabilities or the impact on “downstream” modules like data fusion with other sensors and trajectory planning.

Let us turn to the ethical side of the discussion. The probabilistic nature of the output of the segmentation network makes a decision rule necessary. As different decision rules have non-converging
6.1. The Ethical Dilemma of Cost-based Decision Rules

consequences, a choice for a decision rule amounts to a choice where in the long run human lives are weighted against other considerations. This choice is therefore not one to be made from a purely technical side (by e.g. choosing the mathematically “natural” decision rule) but one that needs to recognize its ethical dimension. While technological advances may have an impact on these considerations they will not make the need for a decision rule obsolete.

This leads to the question: Which decision rule is the “right” one? As in most cases of moral uncertainty, different normative ethical schools of thought will provide different answers (see [Lin14, Ch.3] for a short non-technical introduction in the context of robot ethics). A deontological strategy would try to justify a certain choice of a decision rule by arguing for the rule itself being ethically “good”, not considering what may follow from that choice. For instance, a strict rule-based implementation of the requirement by the ethics commission that “[t]he protection of individuals takes precedence over all other utilitarian considerations.” [Eth17] may be interpreted to lead to a cost function that is never allowed to confuse a human for another object. A consequentialist strategy justifies a cost function by focusing on the consequences of a certain choice. This would involve the above analysis of the consequences of the egoistic and altruistic cost functions. Another approach refers to polling, using the ethical intuition of the majority of the people being asked. This can lead to strong cultural differences, as resulted in an analysis of Awad et al. in the context of trolley-like problems [Awa18].

It is not the aim of this paper to defend any specific approach or to provide an alternative answer to the above problem of choosing the “right” decision rule, but to make transparent the underlying ethical dimension of what may seem as mathematically innocuous “natural” choices. This transparency is a precondition for a responsible handling and open debate on these issues.

Acknowledgment. Robin Chan, Matthias Rottmann and Hanno Gottschalk acknowledge (partial) funding by Volkswagen Group Research through the contract “Maximum likelihood and cost-based decision rules in semantic segmentation”.

Figure 10: Non-detected (false negative) person (top row) and building (bottom row) segments.
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Abstract. One difficulty, that occurs while training neural networks for semantic segmentation, is class imbalance in “real world” datasets. Consequently, a neural network trained on unbalanced data in combination with standard maximum a-posteriori classification may ignore classes that are rare in terms of their frequency in the dataset. However, these classes are often of highest interest. We approach such potential misclassifications in semantic segmentation by applying different variants of the Maximum Likelihood decision rule which shows to significantly improve recall with some sacrifice in precision. In particular, we provide an in-depth comparison between a global and a localized version for the semantic segmentation of street scenes.

I Introduction

A common issue with “real world” datasets and classification tasks is an unbalanced class distribution, i.e., a dominant portion of examples is assigned to only a few groups. Class imbalance in datasets can have a detrimental effect on classification performance of neural networks (NNs) as they tend to predict classes that appear frequently [López13; Bud18]. With respect to safety relevance, the semantic segmentation of street scenes is one instance of applications where NNs are constantly setting ever new performance records. As semantic segmentation tasks can be viewed as pixel-wise classification problems, they encounter the same difficulties when dealing with class imbalance in the data. Methods overcoming class imbalance are mostly adopted from traditional machine learning and can be divided into two main categories [Kra16; Bud18; Joh19].

The first category are sampling-based methods that operate directly on a dataset with the aim to balance its class distribution. Oversampling and undersampling are basic strategies that have been proposed by [Van07]. In their simplest form, the dataset is balanced by increasing the number of instances from “minority” classes and by decreasing the number of instances from “majority” classes, respectively. Consequently, when applying sampling techniques one either discards useful training data or one duplicates data that might cause overfitting. Moreover, sampling approaches are hardly applicable for semantic segmentation datasets as the class imbalance is mostly intrinsic [Lee18].

The second category are algorithm-based methods that do not modify the data and make use of cost-based training and output thresholding. The idea behind these strategies is to assign different costs to classification mistakes for different classes. Accordingly, one possibility is to minimize the misclassification cost instead of the standard loss function during training [Cael15; Wan16; Bul17]. However, this biases the softmax probability output of the NN and requires the cost parameters to be carefully calibrated, resulting in an increased training time. Another possibility is to make class predictions cost-sensitive during inference after the network is fully trained by moving the output threshold towards inexpensive classes [Bud18]. The application of decision rules falls under the latter category. Although this approach does not change a model’s classification capabilities, it is still appropriate for handling class imbalance since it shifts the priority to predicting certain classes.

Using convolutional neural networks (CNNs) trained for the task of semantic segmentation, the output mask is usually obtained by the maximum a-posteriori probability (MAP) principle, i.e., by
applying the argmax function to the pixel-wise softmax output. CNNs as statistical models in combination with MAP aim at minimizing the chance of a misclassification which in decision theory is known as Bayes rule. Another mathematically natural approach from decision theory is the Maximum Likelihood (ML) rule\textsuperscript{[Fah96]}. While the MAP / Bayes rule incorporates a prior belief about the semantic classes, the ML rule decides only by means of the observed features and chooses the class that is most typical for the given pattern. This is particularly helpful when features are observed outside of the range of learned concepts.

In this work we deal with different CNNs for semantic segmentation trained on the publicly available street scenes dataset Cityscapes\textsuperscript{[Cor16]} and a proprietary street scenes dataset called DS20k by Volkswagen Group Innovation. By that choice of dataset, we focus on the following class imbalance scenario:

- the task of segmenting person instances in street scene images

in which these instances usually cover only a small portion of the image data. In this kind of situations, detecting the minority classes is crucial for safety reasons. We analyze the impact of applying ML instead of Bayes decision rule for CNNs for semantic segmentation. In other words, the dataset and the training procedure remain unchanged and the decision rules are only interchanged at inference. This provides the most lightweight solution that can be easily added on top of every NN to combat the effects of class imbalance. As ML follows the mathematical concept that only uses the likelihood, i.e., ML only uses observed data as evidence for decision making, it is a legitimate approach to replace the standard MAP principle with ML. We do not apply other arbitrary decision rules as it may lead to ethical difficulties due to explicitly defining costs. Our main focus in this work is to reduce false-negative predictions of rare classes.

The remainder of this paper is structured as follows: In Section II we introduce decision rules in general and how they are employed in combination with neural networks. Afterwards, we describe our prior class probability estimation approach and setup of experiments in Section III and Section IV respectively. We discuss the performance of ML in particular in comparison with Bayes for different datasets and priors in Section V. In a sense of an outlook, we discuss further possible constructions of priors in Section VI and provide an overview of safety challenges in Section VII.

### II Decision Rules in Neural Networks

A neural network for semantic segmentation with a softmax output layer can be seen as a statistical model that provides for each pixel $z$ of one image a probability distribution $p_z(y|x, w)$ on $q$ predefined semantic class labels $y \in Y = \{y_1, \ldots, y_q\}$, given the data $x \in X$ and the weights $w$. The predicted class in $z$ is then usually obtained by

$$\hat{y}^b_z(x, w) = \arg\max_{y \in Y} p_z(y|x, w). \quad (1)$$
By assigning the features \( x \) to the class with the largest posterior probability \( p_z(y|x, w) \), the chance of an incorrect class estimation is minimized which is equivalent to the Bayes rule from decision theory. Following the Bayes rule is by far the most commonly used decision principle in the field of deep learning, i.e., in cases of large prediction uncertainty, this rule tends to predict classes that appear frequently in the dataset. However, classes of high interest are often minority classes and appear less frequently. In this context, the Maximum Likelihood rule maps features \( x \) to the class with the largest conditional likelihood:

\[
\hat{y}_z^{\text{ml}}(x, w) = \arg\max_{y \in \mathcal{Y}} p_z(y|x, w) = \arg\max_{y \in \mathcal{Y}} p_z(y|x) / p_z(y) \tag{2}
\]

In the latter, the class affiliation \( y \) is an unknown parameter that needs to be estimated using the principle of maximum likelihood. The ML rule aims at finding the class \( y \) for which the features \( x \) are most typical (according to the observed features in the training set) without incorporating the prior probability (or prior belief about the frequency) \( p_z(y) \) of the particular class. The difference between these two decision rules only lies in the adjustment with the prior class probabilities. In addition, Bayes weights every type of confusion between two different classes equally while ML weights one confusion with the inverse prior probability of the possible target class, therefore having optimality properties with respect to the simple symmetric and inverse proportional cost function, respectively [Fah96]. Obviously, both decision rules are equal when the prior class distribution is balanced, i.e., \( p_z(y_1) = \ldots = p_z(y_q) \).

### III Choice of Priors

Priors are essential for the implementation of the Maximum Likelihood (ML) decision rule. We approximate them using the training set since our network is trained on these unbalanced data.

The most intuitive approach for balancing data, following traditional machine learning methods, is to count the pixels in the training set’s annotations belonging to each class and use the resulting normalized class frequencies as priors. In this way location information is not taken into account by the priors. Since a model’s performance in semantic segmentation is highly dependent on localization capabilities, we believe that more advanced methods are needed.

One possibility in order to maintain information about position-specific data imbalance is to provide the class frequencies at every pixel. Therefore, the obtained priors have the same 3D tensor shape and dimensions as the softmax output. They do not only depend on the class but also on the location. Note that this definition of priors is consistent with a pixel-wise realization of ML, cf. [Equation (2)].

In our experiments, we compare the use of ML with these two priors against each other as well as against the standard Bayes rule, which can be considered as ML using constant priors.

### IV Setup of Experiments

Given a dataset to be examined, we first conduct a statistical analysis on the training set’s class distribution. We construct two different types of priors, according to the concepts presented in Section III, by deriving the class frequencies of the training set’s annotations.

Let \( y_z(x) \in \mathcal{Y} \) denote the target class at pixel location \( z \in \mathcal{H} \times \mathcal{W} = \{1, \ldots, m\} \times \{1, \ldots, n\} \) given features \( x \in \mathcal{X} \). For all \( y \in \{y_1, \ldots, y_q\} \) and for all \( z \in \mathcal{H} \times \mathcal{W} \) we term:

(i) the normalized class frequencies as global priors

\[
\hat{p}_z^{\text{glob}}(y) = \sum_{x \in \mathcal{X}} \sum_{z' \in \mathcal{H} \times \mathcal{W}} \frac{1_{[y=y_z(x)]}}{(nm|\mathcal{X}|)} \tag{3}
\]
(ii) and the position-specific normalized class frequencies as local priors

\[ \hat{p}_{loc}^z(y) = \sum_{x \in \mathcal{X}} 1_{\{y = y_z(x)\}} / |\mathcal{X}|. \quad (4) \]

For the purpose of avoiding divisions by zero, see Equation (2), we clip all prior values below \( \varepsilon = 10^{-5} \) to this lower bound. In our experiments, we use two street scene datasets, namely Cityscapes and DS20k by Volkswagen Group Innovation. In both of these datasets the pedestrian class is underrepresented and evidently of high interest, consequently this class serves as canonical candidate for our analysis of decision rules. We evaluate the performance of different decision rules at pixel and at segment level for the pedestrian class.

V Quantitative Analysis

As applying ML with global priors is a commonly used procedure in machine learning for handling class imbalance, this approach can serve as baseline and we first focus on the performance comparison between our contribution, ML with local priors (in the following three subsections abbreviated as ML), and Bayes.

V.i Experiments: Cityscapes

The Cityscapes dataset consists of 5,000 pixel-annotated street scene images (resolution 2048 × 1024 pixel) recorded in 50 different cities from the perspective of a car driver. A subset of 2,975 images are used for training, another subset of 500 images for validation purposes. The annotation comprises 29 semantic classes of which 19 are trained. The dataset also provides coarse categories, the 19 trained classes are aggregated into 8 categories. Many state-of-the-art models for visual perception of street scenes are assessed with Cityscapes.

Class Imbalance in Dataset. The authors of the dataset report the number of finely annotated pixels per class in the whole dataset which reveals an unbalanced class distribution. For instance, the total number of pixels belonging to the class person is \( \sim 10^8 \), whereas \( \sim 3 \cdot 10^9 \) pixels belong to the class road. This is a difference greater than one order of magnitude. The confusion of these two classes would possibly lead to fatal situations and must be avoided, especially in the domain of near field perception. However, there are labels such as wall, fence or pole that are as rare as person in terms of pixel frequency. This is due to the fact that the images are recorded in urban street scenarios and therefore naturally boost the number of pedestrian instances. Applying priors according to that distribution might lead to class weightings preferring static objects over humans. This policy does not reflect the intuition of most people. For this reason, we deal with the associated categories of the training classes that distinguish objects more superficially. The category distribution remains unbalanced with humans being significantly underrepresented. A corresponding visualization can be found in Figure 2.

Prior Class Distribution. In contrast to Figure 2 that shows the category distribution on full image level, Figure 3 visualizes the distribution for class human per pixel. For instance, from the latter figure we conclude that during training there are no persons seen at the top or the bottom part of the image as the local prior, according to Equation (4) is primarily zero in these regions. Thus, we expect the network to be biased towards not predicting a person in that area which might be misleading, e.g., when the street is ascending or descending.
6.2. Maximum Likelihood Decision Rules for Handling Class Imbalance

We evaluate the performance of Bayes and ML on the validation images that were not used during training. The networks we use in our experiments are DeepLabv3+ models [Che18] with MobileNetV2 [San18] and Xception [Cho17] as network backbones. We use pretrained weights that are publicly available such that no training is required.

The intersection over union (IoU), also referred to as Jaccard index [Jac12], is the standard evaluation metric in semantic segmentation and quantifies the similarity between the target mask and the NNs output. The lightweight MobileNetV2 model (MN) achieves an IoU score for class human of 60.4% while the more complex Xception model (XC) achieves an IoU of 79.5% which is close to state-of-the-art at the time of writing. Furthermore, for MN we observe a superiority of Bayes over ML in this metric by 5.2 percent points. For XC the superiority is even clearer with 10.8%. This finding is not unexpected since the IoU is an overall performance measure and Bayes maximizes the overall probability of a correct class prediction. ML aims at decreasing the risk of missing any pixels belonging to class human. Thus, the lower IoU achieved by ML is primarily caused by an overproduction of false-positives.

While precision expresses the ratio of correct predictions and all predicted instances, recall expresses the ratio of correct predictions and actually existing (ground truth) instances [Faw06]. The amplification of predicting human segments by introducing priors leads to producing additional false-positives compared to Bayes. Since the strength of ML lies in the ability of finding minority classes, we investigate to which extent precision is sacrificed in order to improve recall. The pixel-wise scores are summarized in Table 1. For MN, we observe that ML increases the recall by 8.4% up to 84.9% whereas the precision decreases by 13 percent points down to 61.2%. With XC, the gain in recall of 5 pp. up to 94.7% result in a reduction of precision of about 15.9 pp. down to 71.5%. For both networks the observed effects are similar showing the trade-off between the two metrics when using ML. However, the trade-off for XC is more pronounced and might indicate that ML is more appropriate for weak networks. This is also in accordance with the observed IoU performance reduction which is more distinct for XC than for MN.

As we expect whole segments to be false-positive in ML prediction masks but also to recognize more person instances compared to Bayes, we extend our analysis to segment-wise precision and recall. The empirical cumulative distribution functions (CDFs) of the class human for segment-wise precision and recall can be found in Figure 4. Let $F_1$ and $F_2$ be two CDFs, then $F_1$ is dominated stochastically to 1st order by $F_2$ [Pfl07],

$$F_1 \prec F_2, \text{ if } F_1(\eta) \geq F_2(\eta) \ \forall \ \eta.$$  \hspace{1cm} (5)

In the following, we denote the CDFs of the Bayes decision rule regarding precision and recall by $F_{pB}^\eta$ and $F_{rB}^\eta$, respectively. Analogously, $F_{pML}^\eta, F_{rML}^\eta$ refer to the ML decision rule.
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Figure 4: Empirical cumulative distribution functions (CDFs) in Cityscapes for segment-wise precision and recall of class human using DeeplabV3+ models. In the left two panels the CDFs for MobileNetV2 (MN) and in the right two panels the CDFs for Xception (XC).

Figure 5: Bar plot of false-detected and non-detected human segments with the Bayes and localized Maximum Likelihood (ML) decision rule depending on the size in Cityscapes.

We observe a clear advantage of Bayes in terms of precision since $F_{ML}^p \prec F_B^p$ for both MN and XC. For any precision value $\eta$, in particular for low precision values, the frequency that one instance’s precision is below $\eta$ is significantly less with Bayes than with ML. The average difference is about 25% for MN and even 37% for XC. Hence, Bayes predicts human segments with better precision than ML.

In terms of recall, we observe the opposite behavior: $F_{B}^r \prec F_{ML}^r$, i.e., ML is superior over Bayes in this metric. The average difference is about 15% and 17%, respectively. The steep ascent of the ML curves in Figure 4 additionally indicates that most ground truth segments are predicted with high recall, i.e., most ground truth segments are almost entirely detected. More relevantly, ML significantly reduces the number of non-detected segments, i.e., $F_{B}^r(0) > F_{ML}^r(0)$.

To this end, we define that a connected component $k$ is predicted correctly (and thus is a true positive), if there is a ground truth connected component $k'$ of the same class with $k \cap k' \neq \emptyset$. Hence, we consider a predicted segment with precision equal to zero as false-detection (false-positive) and a ground truth segment with recall equal to zero as non-detection (false-negative). The corresponding quantities for different segment size bins are summarized in Figure 5. There is a noticeable decrease in the frequency of ML false-detections if the segment size increases, i.e., larger predicted segments are less likely to be entirely incorrect. For Bayes segments, the same tendency holds. Moreover, we see for every segment size bin that the amount of ML false-detections considerably exceeds the amount of Bayes false-detections. For the non-detection of humans we find a clear advantage in favor of ML or all component sizes. The amount of ML non-detections relative to the amount of Bayes non-detections decreases for increasing component sizes. This result indicates an uncertainty of the network in finding humans which can be alleviated by using ML.
6.2. Maximum Likelihood Decision Rules for Handling Class Imbalance

<table>
<thead>
<tr>
<th>Decision Rule</th>
<th>IoU</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Priors Adjustment</td>
<td>none</td>
<td>local</td>
<td>global</td>
</tr>
<tr>
<td></td>
<td>none</td>
<td>local</td>
<td>global</td>
</tr>
<tr>
<td></td>
<td>none</td>
<td>local</td>
<td>global</td>
</tr>
</tbody>
</table>

**Dataset Cityscapes**

<table>
<thead>
<tr>
<th>Model</th>
<th>IoU</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>60.4</td>
<td>55.2</td>
<td>54.8</td>
</tr>
<tr>
<td>Xception</td>
<td>79.5</td>
<td>68.7</td>
<td>66.3</td>
</tr>
</tbody>
</table>

**Dataset DS20k**

<table>
<thead>
<tr>
<th>Model</th>
<th>IoU</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRRN</td>
<td>78.9</td>
<td>74.6</td>
<td>71.0</td>
</tr>
</tbody>
</table>

Table 1: Pixel-wise precision, recall and intersection over union (IoU) for Bayes and ML with different priors.

Figure 6: Pixel-wise class distribution of the DS20k training set.

Figure 7: CDFs in DS20k for segment-wise precision and recall of class person.

V.ii Experiments: DS20k

The second street scenes dataset for our experiments is the proprietary DS20k by Volkswagen Group Innovation. Unlike the Cityscapes dataset, DS20k also contains scenes from highways and country roads. Consequently, pedestrians are even more underrepresented. The class distribution of the training set, see Figure 6, differs significantly from a uniform distribution. We perform tests analogously to Cityscapes using the Full-Resolution Residual Network (FRRN) by [Poh17] on 200 images that were not used during training.

Due to the more drastic class imbalance in DS20k compared to Cityscapes and the fact that we trained the FRRN on DS20k only, we expect ML to better unfold its strength on this dataset. The pixel-wise evaluation scores are reported in Table 1 and the CDFs of segment-wise precision and recall are shown in Figure 7. In general, we observe a similar behavior for DS20k as for Cityscapes regarding the evaluation metrics and thus focus on discussing the differences. In comparison to the DeeplabV3+ Xception model for Cityscapes, the Bayes performance of the FRRN on DS20k is in the same range for IoU, precision and recall. In contrast to this, when using ML the FRRN sacrifices less precision (15.9% vs. 5.6%) to achieve a similar recall of 94%. Noteworthy, the FRRN’s Bayes recall of 92.7% is already quite high.

Again, more relevantly are the person instances that are entirely overlooked and the CDFs, i.e., \( F_B(0) = 0.36 \) and \( F_{ML}(0) = 0.17 \), indicate that ML significantly decreases the number of non-detections. Indeed, while Bayes misses 125 segments, ML only misses 55 which is less than half of the amount. Figure 9 visualizes the overlooked person segments over the whole test set. We notice that the additional instances detected by ML are rather small segments and conclude that ML is particularly powerful on DS20k for small object sizes.
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V.iii Local vs. Global Priors

In the following we compare the differences in performance when employing ML with either local or global priors. Throughout all investigated datasets, we observe that ML with global priors sacrifices more in terms of precision but achieves higher recall compared to ML with local priors, see Table 1. This is primarily due to the similar position-specific class distribution between training and validation set. In other words, objects of rare classes in the validation set appear in the same image region as in the training set and consequently where the localized prior class probability is high (in a relative sense). Global priors, on the contrary, are obtained by averaging over all image parts leading to a lower prior class probability (compared to local priors) and a stronger boost for rarest class objects in the validation set. More interesting would be cases in which the class distribution differs significantly from the one given by the training data as an opposite behavior is to be expected.

VI Rethinking the Choice of Priors

For NNs with a fully connected layer for dense pixel prediction, using local priors might be appropriate as every output pixel has its own weights and can learn dependent on its location. However, NNs for semantic segmentation are mostly fully convolutional, i.e., they do not use any fully connected layers.

In convolutional layers, weights are shared across all patches of the input such that the learned weights are invariant with respect to image positions, i.e., convolution and position translations theoretically commute. In practice, this does not strictly apply to CNNs for semantic segmentation due to boundary effects and max-pooling operations. The receptive field describes the region in the input space that a particular (feature) pixel is looking at and it enlarges the more convolutions and pooling layers are stacked. Consequently, large receptive fields might include parts outside of the input image’s dimension. Although it has been observed that the pixels in the center of the receptive field contribute most to the output and that the effective receptive field size is only a fraction of the full theoretical size [Luo16], it is not evident to exclude that CNNs use boundary information for approximating pixel locations. In general, max-pooling is only translation invariant under shifts that are multiples of the pooling regions size. For CNNs an averaging of pixel-wise priors along the orbits of the translation group (adequately coarsened by pooling) could be appropriate [Coh16].

We believe that priors in NNs do exist and that different NN architectures learn different priors. However, according to the listed reasons in this section and Section III, the main difficulty lies in finding the “right” priors.

Figure 8: Effects of using ML with local priors in combination with the FRRN trained on DS20k. While Bayes (left) entirely overlooks the person in the image, ML (right) fully detects that instance.

Figure 9: Heatmap of non-detected / overlooked person instances in DS20k. ML misses significantly less persons segments than Bayes. This holds particularly for instances that are rather small.
VII Safe Neural Networks in Automated Driving Systems

Neural networks are supposed to be used for executing safety-relevant tasks in a broad field of applications. As such machine learning algorithms are not explicitly programmed and are often even defined through non-understandable rules, this lead to several challenges in order to assure safety in applications like automated driving. Moreover, the safety standards available within the automotive industry have been defined without clearly considering the specifics of machine learning algorithms, cf., ISO 26262 Road Vehicles – Functional Safety.

In this work, we particularly address the difficulty of collecting highly representative and complete data. A uniformly distributed dataset is often desired, however, in practice it is not always realistic, e.g., due to the class imbalance inherent in street scenes data itself. This makes additional software components working in parallel to NNs at runtime crucial. The Maximum Likelihood rules can be easily integrated in such so-called observers for checking plausible sensitivity of NNs via saliency maps (i.e. in semantic segmentation by comparing the Bayes and Maximum Likelihood mask). In this way, challenges like whether NNs replicate the high confidence labels presented during training or whether their decisions are based on meaningful features observed in the input data can be monitored. To ensure safety, the above challenges must be taken into consideration. As decision rules are computationally cheap, they are therefore highly suitable for the runtime monitoring task of the deployed system.

VIII Conclusion & Outlook

In this work, we conducted an in-depth comparison of the ML and Bayes decision rule for semantic segmentation networks trained on unbalanced street scene datasets. In our tests, we observe that ML is able to detect the underrepresented classes more frequently than Bayes. Indeed, the pixels that Bayes and ML classify differently indicate that a less frequent class might be overlooked. ML detects significantly more instances of the rare class in comparison to Bayes, but to the detriment of producing substantially more false-detections which makes ML not reliable for always predicting the rare class correctly. We introduced pixel-wise priors in order to handle class imbalance depending on the location in the image. They have shown to be less prone to false-positives than averaged priors over all pixels in turn with moderately more false-negatives.

We believe that priors exist in CNNs and plan on developing more sophisticated techniques for estimating them. Apart from this, it is important to emphasize that ML only post-processes the softmax output of a neural network. This can be done simultaneously while applying the usual Bayes rule. In the end, we obtain two prediction masks of which the additional ML mask is produced computationally almost for free. What remains is to develop methods to draw plausible conclusions in order to combine both segmentation masks. Using dispersion measures in combination with meta-classification would be a promising automated solution approach. Furthermore, the ML prediction can serve as uncertainty mask revealing labeling mistakes of training data or indicating new unlabeled images of high prediction uncertainty which then can be annotated and included in the training process in the manner of active learning.
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Abstract. We present a method that “meta” classifies whether segments predicted by a semantic segmentation neural network intersect with the ground truth. For this purpose, we employ measures of dispersion for predicted pixel-wise class probability distributions, like classification entropy, that yield heat maps of the input scene’s size. We aggregate these dispersion measures segment-wise and derive metrics that are well correlated with the segment-wise IoU of prediction and ground truth. This procedure yields an almost plug and play post-processing tool to rate the prediction quality of semantic segmentation networks on segment level. This is especially relevant for monitoring neural networks in online applications like automated driving or medical imaging where reliability is of utmost importance. In our tests, we use publicly available state-of-the-art networks trained on the Cityscapes dataset and the BraTS2017 dataset and analyze the predictive power of different metrics as well as different sets of metrics. To this end, we compute logistic LASSO regression fits for the task of classifying IoU = 0 vs. IoU > 0 per segment and obtain AUROC values of up to 91.55%. We complement these tests with linear regression fits to predict the segment-wise IoU and obtain prediction standard deviations of down to 0.130 as well as \(R^2\) values of up to 84.15%. We show that these results clearly outperform standard approaches.

I Introduction

In recent years, deep learning has outperformed other classes of predictive models in many applications. In some of these, e.g. autonomous driving or diagnostics in medicine, the reliability of a prediction is of highest interest. In classification tasks, thresholding on the highest softmax probability or thresholding on the entropy of the classification distributions (softmax output) are commonly used approaches to detect false predictions of neural networks, see e.g. \[\text{Hen16}\,\text{Lia17}\]. Metrics like classification entropy or the highest softmax probability are usually combined with model uncertainty (Monte-Carlo (MC) dropout inference) and sometimes input uncertainty, cf. \[\text{Gal16}\,\text{and Lia17}\], respectively. These approaches have proven to be practically efficient for detecting uncertainty. Such methods have also been transferred to semantic segmentation tasks. See also \[\text{Obe18}\] for further uncertainty metrics. The work presented in \[\text{Ken15}\] makes use of MC dropout to model the uncertainty of segmentation networks and also shows performance improvements in terms of segmentation accuracy. This approach was applied in other works to model the uncertainty and filter out predictions with low reliability, cf. e.g. \[\text{Kam16}\,\text{Wic18}\]. In \[\text{Hua18}\] this line of research was further developed to detect spacial and temporal uncertainty in the semantic segmentation of videos.

In this work we establish an approach for efficiently meta classifying whether an inferred segment (representing a predicted object) of a semantic segmentation intersects with the ground truth or not. This task was first proposed for classification problems in \[\text{Hen16}\] and transferred to semantic
Figure 1: A demonstration of the proposed method’s performance of predicting the segment-wise IoU as a quality measure. The figure consists of ground truth (bottom left), segmentation predicted by DeepLabv3+ MobileNetV2 (bottom right), true IoU for each predicted segment (top left) and prediction of the IoU for each predicted segment obtained by our method (top right). In the top row, green color corresponds to high IoU values and red color to low ones. For the white regions there is no ground truth available. These regions are excluded from statistical evaluations.

segmentation [Hua16; DeV18], however not on segment level but for estimating the quality of a segmentation for an entire image that contains only a single object of interest. Segment level quality control for brain segmentation by means of metrics computed from MC dropout inferences is introduced in [Roy18] and another MC dropout based approach for object detection is presented in [Ozd17].

We term the task of classifying whether a predicted segment intersects with the ground truth or not as meta classification. This term has been used in the context of classical machine learning for learning the weights for each member of a committee of classifiers [Lin03]. In terms of deep learning we use this term as a shorthand to distinguish between a network’s own classification and the classification whether a prediction is “true” or “false”. In contrast to the work cited above, we aim at judging the statistical reliability of each segment inferred by the neural network. To the best of our knowledge, this is the first work that detects false positive segments (objects) in the semantic segmentation with multiple segments per image.

For meta classification we utilize dispersion measures, like entropy, applied to the softmax probabilities (the network’s output) on pixel level yielding dispersion heat maps. We aggregate these heat maps over predicted segments alongside with other quantities derived from the network’s prediction like the segment size and predicted class. From this, we construct per-segment metrics. A commonly used performance measure for the quality of a segmentation is the intersection over union (IoU a.k.a. Jaccard index [Jac12]) of prediction and ground truth. We use the constructed metrics as inputs to logistic regression models for meta classifying, whether an inferred segment’s IoU vanishes or not, i.e., predicting \( \text{IoU} = 0 \) or \( \text{IoU} > 0 \). Also, we use linear regression models for predicting a segment’s IoU directly, thus obtaining statements about the reliability of the network’s prediction. We term this task meta regression and also introduce a modified version of the IoU (adjusted IoU) that is more suitable for this task. The same task is pursued in [Hua16; DeV18] for images containing only a single object,
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Instead of metrics they utilize additional CNNs. The approach presented in [Roy18] is inherently based on MC dropout while our approach is independent of this.

Our method only uses the softmax output of a semantic segmentation network and the corresponding ground truth. It is a pure post-processing tool that is trained once and offline, there is no additional training of segmentation networks involved. The segmentation network’s output is not changed, only assessed. Our approach can be equipped with any heat map obtained from pixel-wise uncertainty measures. Thus, any work on uncertainty quantification for semantic segmentation that yields new improved dispersion heat maps can be seamlessly integrated and leverages our method. Hence, we also provide a framework to evaluate the information contained in pixel-wise uncertainty measures for semantic segmentation. To the best of our knowledge, this is the first work that estimates the quality of each predicted segment in a fully segmented image. A demonstration of its performance is given in Figure 1.

The work presented in this publication has initiated further research on resolution dependent uncertainty [Rot19] as well as time-dynamic quality estimates [Maa19].

In our tests we use two publicly available datasets: Cityscapes [Cor16] for the semantic segmentation of street scenes and BraTS2017 [Men15, Bak17] for brain tumor segmentation. For each of the two datasets we employ two state-of-the-art networks. We perform tests on validation sets and demonstrate that our segment-wise metrics are well correlated with the IoU; thus they are suitable for detecting false positives on segment level. For logistic regression fits we obtain values of up to 91.55% for the area under curve corresponding to the receiver operator characteristic curve (AUROC, see [Dav06]). Predicting the segment-wise IoU via linear regression we obtain prediction standard deviations of down to 0.130 and $R^2$ values of up to 84.15%.

II False positives and segment-wise quality measures for semantic segmentation

In order to perform meta classification and regression we first define the corresponding measures that can be deduced from prediction and ground truth.

A segmentation network with a softmax output layer can be seen as a statistical model that provides for each pixel $z$ of the image a probability distribution $f_z(y|x, w)$ on the $q$ class labels $y \in C = \{y_1, \ldots, y_q\}$, given the weights $w$ and the data $x$. The predicted class in $y$ is then given by

$$\hat{y}_z(x, w) = \arg \max_{y \in C} f_z(y|x, w).$$

(1)

For a given image $x$ we denote by $\hat{K}_x$ the set of connected components (segments) in the predicted segmentation $\hat{S}_x = \{\hat{y}_z(x, w) | z \in x\}$ (omitting the dependence on the weights $w$). Analogously we denote by $K_x$ the set of connected components in the ground truth $S_x$. For each $k \in \hat{K}_x$, the intersection over union IoU is defined as follows: Let $K_x|_k$ be the set of all $k' \in K_x$ that have non-trivial intersection with $k$ and whose class label are equal to the predicted class of $k$, then

$$\text{IoU}(k) = \frac{|k \cap K'|}{|k \cup K'|}, \quad K' = \bigcup_{k' \in K_x|_k} k'.$$

(2)

High values of IoU($k$) correspond to good predictions, low values to bad predictions. The task of meta classification can now be defined as predicting for each $k \in \hat{K}_x$, whether $\text{IoU}(k) = 0$ or $\text{IoU}(k) > 0$. Meta regression amounts to predicting IoU($k$) quantitatively. For the latter task, however, in specific scenarios the IoU($k$) can have low values while the prediction looks fine. This is the case, when a ground truth segment is covered by more than one predicted segment. In this case the predicted segments can have a low IoU($k$) although together they provide a good prediction. To this end
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Figure 2: Illustration of different behaviors of IoU and IoU$_{adj}$. Two disjoint predictions (of the same size and assumed to be assigned to the same class) are enclosed by their corresponding ground truth component. Each predicted component achieves an IoU of 43%. However, this value seems rather low as the ground truth is well covered. Thus, we modify the quality measure for each prediction by excluding that part of the ground truth covered by other predicted components (of the same class), yielding an IoU$_{adj}$ of 76%.

we introduce as a segment-wise quality measure the adjusted intersection over union IoU$_{adj}$: Let

$$Q = \{q \in \hat{K}_x \setminus \{k\} : q \cap K' \neq \emptyset\},$$

then

$$\text{IoU}_{adj}(k) = \frac{|k \cap K'|}{|k \cup (K' \setminus Q)|}.$$  (3)

The IoU$_{adj}(k)$ does not punish different predicted segments that share a common bigger ground truth segment, for an illustration of this see Figure 2. Clearly, we have IoU$_{adj}(k) = \text{IoU}(k) = 1$ if and only if the predicted segment $k$ and the ground truth $K'$ match for each pixel, IoU$_{adj} = \text{IoU} = |k \cap K'| = 0$ when ground truth and predicted segment do not overlap, i.e., $k \cap K' = \emptyset$, and it holds IoU$_{adj} \geq \text{IoU}$. Thus, the meta classification task is invariant under interchanging IoU and IoU$_{adj}$. However, the meta regression task for directly predicting IoU and IoU$_{adj}$, respectively, is not invariant. In our experiments we found that the IoU$_{adj}(k)$ is indeed more suitable for the task of meta regression which is manifested by higher performance in terms of $R^2$ values. For this discussion we refer to Section VI.

III Pixel-wise dispersion metrics and aggregation over segments

In this section we introduce the metrics that are used as input quantities for performing meta classification and regression. They are based on dispersion measures as well as different size measures that are aggregated for each predicted segment.

Dispersion or concentration measures quantify the degree of randomness in $f_z(y|x,w)$. Here, we consider two of those measures: entropy $E_z$ (also known as Shannon information [Sha48]) and difference in probability $D_z$, i.e., the difference between the two largest softmax values:

$$E_z(x, w) = -\frac{1}{\log(q)} \sum_{y \in C} f_z(y|x,w) \log f_z(y|x,w),$$

$$D_z(x, w) = 1 - f_z(\hat{y}_z(x, w)|x,w) + \max_{y \in C \setminus \{\hat{y}_z(x,w)\}} f_z(y|x,w).$$  (5)

For better comparison, both quantities have been written as dispersion measures and been normalized to the interval $[0, 1]$: One has $E_z = D_z = 1$ for the equiprobability distribution $f_z(y|x,w) = \frac{1}{q}$, $y \in C$, and $E_z = D_z = 0$ on the deterministic probability distribution ($f_z(y|x,w) = 1$ for one class and 0 otherwise). For further discussion on dispersion measures, see [Cow11]. The most direct method of uncertainty quantification on an image is the heat mapping of a dispersion measure as in Figure 3.
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Figure 3: Segmentation example (top line) and heat map $D_z$ (bottom line) for Xception65 (left column) and MobilenetV2 (right column). Original image is not part of the Cityscapes dataset.

We now aggregate these measures over predicted segments. Therefore, for each $k \in \hat{K}_x$, we define the following quantities:

- the interior $k_{in} \subset k$ where a pixel $z$ is an element of $k_{in}$ if all eight neighbouring pixels are an element of $k$
- the boundary $k_{bd} = k \setminus k_{in}$
- the pixel sizes $S = |k|$, $S_{in} = |k_{in}|$, $S_{bd} = |k_{bd}|$
- the mean entropies $\bar{E}$, $\bar{E}_{in}$, $\bar{E}_{bd}$ defined as

$$\bar{E}_z(k) = \frac{1}{S_z} \sum_{z \in k_z} E_z(x), \quad z \in \{\_\_\_\_\_\_, \text{in}, \text{bd}\}$$

- the mean distances $\bar{D}$, $\bar{D}_{in}$, $\bar{D}_{bd}$ defined in analogy to the mean entropies
- the relative sizes $\hat{S} = S/S_{bd}$, $\hat{S}_{in} = S_{in}/S_{bd}$
- the relative mean entropies $\hat{E} = E \hat{S}$, $\hat{E}_{in} = E_{in} \hat{S}_{in}$, and
- the relative mean distances $\hat{D} = D \hat{S}$, $\hat{D}_{in} = D_{in} \hat{S}_{in}$.

Typically, $E_z$ and $D_z$ are large for $z \in k_{bd}$. This motivates the separate treatment of interior and boundary measures. With the exception of IoU and IoU$_{adj}$, all scalar quantities defined above can be computed without the knowledge of the ground truth. Our aim is to analyze to which extent they are able to predict IoU$_{adj}$. 
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Table 1: Correlation coefficients $\rho$ of aggregated dispersion metrics with respect to $\text{IoU}_{\text{adj}}$. The shown results are computed on the Cityscapes validation set, XC: DeepLabv3+Xception65 and MN: DeepLabv3+MobilenetV2.

<table>
<thead>
<tr>
<th></th>
<th>XC</th>
<th>MN</th>
<th></th>
<th>XC</th>
<th>MN</th>
<th></th>
<th>XC</th>
<th>MN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>-0.70139</td>
<td>-0.70162</td>
<td>$D$</td>
<td>-0.85211</td>
<td>-0.84858</td>
<td>$S$</td>
<td>0.30442</td>
<td>0.47978</td>
</tr>
<tr>
<td>$E_{\text{bd}}$</td>
<td>-0.4065</td>
<td>-0.41845</td>
<td>$D_{\text{bd}}$</td>
<td>-0.60308</td>
<td>-0.52163</td>
<td>$S_{\text{bd}}$</td>
<td>0.44625</td>
<td>0.62713</td>
</tr>
<tr>
<td>$E_{\text{in}}$</td>
<td>-0.71623</td>
<td>-0.69884</td>
<td>$D_{\text{in}}$</td>
<td>-0.85458</td>
<td>-0.82171</td>
<td>$S_{\text{in}}$</td>
<td>0.30201</td>
<td>0.47708</td>
</tr>
<tr>
<td>$\tilde{E}$</td>
<td>0.31219</td>
<td>0.36261</td>
<td>$\tilde{D}$</td>
<td>0.22797</td>
<td>0.30245</td>
<td>$\tilde{S}$</td>
<td>0.50758</td>
<td>0.71071</td>
</tr>
<tr>
<td>$\tilde{E}_{\text{in}}$</td>
<td>0.39195</td>
<td>0.42806</td>
<td>$\tilde{D}_{\text{in}}$</td>
<td>0.29279</td>
<td>0.35131</td>
<td>$\tilde{S}_{\text{in}}$</td>
<td>0.50758</td>
<td>0.71071</td>
</tr>
</tbody>
</table>

IV Numerical Experiments: Street Scenes

We investigate the properties of the metrics defined in the previous section for the example of a semantic segmentation of street scenes. In order to investigate the predictive power of the metrics, we first compute the Pearson correlation $\rho \in [-1, 1]$ between each feature and $\text{IoU}_{\text{adj}}$. We report the results of this analysis in Table 1 and Figure 4.

In our experiments we consider the DeepLabv3+ model [Che18] for which we use a reference implementation in Tensorflow [Mar15] as well as weights pretrained on the Cityscapes dataset [Cor16] that are available on GitHub. The DeepLabv3+ implementation and weights are available for two network backbones: Xception65, which is a modified version of Xception [Cho17] and is a powerful structure intended for server-side deployment, and MobilenetV2 [San18], a fast structure designed for mobile devices. Each of these implementations have parameters tuning the segmentation accuracy. We choose the following best (for Xception65) and worst (for MobilenetV2) parameters in order to perform our analysis on two very distinct networks. Note, that the parameter set for the Xception65 setting also includes the evaluation of the input on multiple scales (averaging the results) which increases the accuracy and also leverages classification uncertainty. We refer to [Che18] for a detailed explanation of the chosen parameters.

For both networks, we consider the output probabilities and predictions on the Cityscapes validation set, which consists of 500 street scene images at a resolution of $2048 \times 1024$. We compute the 15 constructed metrics as well as $\text{IoU}_{\text{adj}}$ for each segment in the segmentations of the images. Note, that in all computations, we only consider connected components with non-empty interior.

- DeepLabv3+Xception65: output stride 8, decoder output stride 4, evaluation on input scales $0.75, 1.00, 1.25$ – mIoU = 79.72% on the Cityscapes validation set
- DeepLabv3+MobilenetV2: output stride 16, evaluation on input scale 1.00 – mIoU = 61.85% on the Cityscapes validation set

For both networks $\text{IoU}_{\text{adj}}$ shows a strong correlation with the mean distances $\bar{D}$ and $\bar{D}_{\text{in}}$ as well as with the mean entropies $\bar{E}$ and $\bar{E}_{\text{in}}$. On the other hand, the relative counterparts are less correlated with $\text{IoU}_{\text{adj}}$. The relative segment size $\tilde{S}$ for the DeepLabv3+MobilenetV2 network shows a clear correlation whereas this is not the case for the more powerful DeepLabv3+Xception65 network.

In order to find more indicative measures, we now investigate the predictive power of the metrics when they are combined. For the Xception65 net, we obtain 45,194 segments with non-empty interior of which 11,331 have $\text{IoU}_{\text{adj}} = 0$. For the weaker MobilenetV2 this ratio is 42,261/17,671. We would first like to detect segments with $\text{IoU}_{\text{adj}} = 0$, i.e., learn the meta classification task of identifying false positive segments based on our 15 metrics and the segment-wise averaged probability distribution
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Figure 4: Correlation scatter plots of IoU$_{adj}$ and rescaled features for the DeepLabv3+Xception65 network. Dot sizes in the first two rows are proportional to $S$. We term these (standardized) inputs $x_k$ for a segment $k$. Further, let $y_k = \text{ceil}(\text{IoU}_{adj}) = \{0 \text{ if } \text{IoU}_{adj} = 0, 1 \text{ if } \text{IoU}_{adj} > 0\}$.

The least absolute shrinkage and selection operator (LASSO, [Tib96]) is a popular tool for investigating the predictive power of different combinations of input variables. We compute a series of LASSO fits, i.e., $\ell_1$-penalized logistic regression fits

$$
\min_w \sum_i [-y_i \log(\tau(w^T x_i)) - (1 - y_i)(1 - \log(\tau(w^T x_i))) + \lambda \|w\|_1],
$$

for different regularization parameters $\lambda$ and standardized inputs (zero mean and unit standard deviation). Here, $\tau(\cdot)$ is the logistic function. Results for the Xception65 net are shown in Figure 5.

The top left and top right panels show, in which order the weight coefficients $w$ for each metric/predicted class become active. At the same time the bottom left and bottom right panels show, which weight coefficient causes which amount of increase in predictive performance in terms of meta classification rate and AUROC, respectively. The AUROC is obtained by varying the decision threshold of the logistic regression output for deciding whether IoU = 0 or IoU > 0.

The first non-zero coefficient activates the $\bar{D}_{itv}$ metric, which elevates the predictive power above our reference benchmark of choice, the mean entropy per component $\bar{E}$. Another significant gain is achieved when $\bar{D}_{bd}$ and the predicted classes come into play. In the numerical experiments we randomly choose 10 50/50 training/validation data splits and average the results. Additionally, the bottom line
of Figure 5 shows that there is almost no performance loss when only incorporating some of the metrics proposed by the LASSO trajectory. For both networks the classification accuracy corresponds to a logistic regression trained with unbalanced meta classes IoU_{adj} = 0 and IoU_{adj} > 0, i.e., we did not adjust the class weights. On average (over the 10 training/validation splits) 6851 components with vanishing IoU_{adj} are detected for Xception65 while 4480 remain undetected, for MobilenetV2 this ratio is 14976/2695. These ratios can be adjusted by varying the probability thresholds for deciding between IoU_{adj} = 0 and IoU_{adj} > 0. For this reason we state results in terms of AUROC which is threshold independent.

We compare our results with two different baselines. The naive baseline is given by random guessing (randomly assigning a probability to each segment k and then thresholding on it). The best meta classification accuracy is achieved for the threshold being either 0 or 1. For \( I_0 := |\{k : \text{IoU}_{adj} = 0\}| \) and \( I_1 := |\{k : \text{IoU}_{adj} > 0\}| \) the naive baseline accuracy is then given by \( \frac{\max(I_0, I_1)}{I_0 + I_1} \). The corresponding AUROC value is 50%. Another baseline is to equip our approach only with a single metric. For this purpose we choose the entropy as it is commonly used for uncertainty quantification.

The meta classification results averaged over 10 runs with different training/validation splits are reported in Table 2. We obtain a meta classification validation accuracy of up to 81.91% (±0.13%)
Table 2: Summarized results for the meta classification and regression task for Cityscapes. The results are averaged over 10 runs. The numbers in brackets denote standard deviations of the computed mean values.

<table>
<thead>
<tr>
<th></th>
<th>Xception65</th>
<th></th>
<th>MobilenetV2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training</td>
<td>validation</td>
<td>training</td>
<td>validation</td>
</tr>
<tr>
<td>Classification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACC, penalized</td>
<td>81.88%</td>
<td>±0.13%</td>
<td>81.91%</td>
<td>±0.13%</td>
</tr>
<tr>
<td>ACC, unpenalized</td>
<td>81.91%</td>
<td>±0.12%</td>
<td>81.92%</td>
<td>±0.12%</td>
</tr>
<tr>
<td>ACC, entropy only</td>
<td>76.36%</td>
<td>±0.17%</td>
<td>76.32%</td>
<td>±0.17%</td>
</tr>
<tr>
<td>ACC, naive baseline</td>
<td>74.93%</td>
<td></td>
<td>74.93%</td>
<td></td>
</tr>
<tr>
<td>AUROC, penalized</td>
<td>87.71%</td>
<td>±0.14%</td>
<td>87.71%</td>
<td>±0.15%</td>
</tr>
<tr>
<td>AUROC, unpenalized</td>
<td>87.72%</td>
<td>±0.14%</td>
<td>87.72%</td>
<td>±0.15%</td>
</tr>
<tr>
<td>AUROC, entropy only</td>
<td>77.81%</td>
<td>±0.16%</td>
<td>77.94%</td>
<td>±0.15%</td>
</tr>
<tr>
<td>Regression IoU &lt;sub&gt;adj&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ, all metrics</td>
<td>0.181(±0.001)</td>
<td>0.182(±0.001)</td>
<td>0.130(±0.001)</td>
<td>0.130(±0.001)</td>
</tr>
<tr>
<td>σ, entropy only</td>
<td>0.258(±0.001)</td>
<td>0.259(±0.001)</td>
<td>0.215(±0.001)</td>
<td>0.215(±0.001)</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;, all metrics</td>
<td>75.06%(±0.22%)</td>
<td>74.97%(±0.22%)</td>
<td>81.50%(±0.23%)</td>
<td>81.48%(±0.23%)</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;, entropy only</td>
<td>49.37%(±0.32%)</td>
<td>49.02%(±0.32%)</td>
<td>49.32%(±0.31%)</td>
<td>49.12%(±0.32%)</td>
</tr>
</tbody>
</table>

Figure 6: Relationship between IoU<sub>adj</sub> and predicted IoU<sub>adj</sub> for all connected components predicted by Xception65 (left) and MobilenetV2 (right). Dot sizes are proportional to connected component's size S.

and an AUROC of up to 87.71%(±0.15%) for Xception65. And also for the weaker MobilenetV2 we obtain 78.93%(±0.17%) classification accuracy and 86.77%(±0.17%) AUROC. The numbers in brackets denote standard deviations of the performance scores. The classification accuracy and AUROC results are slightly biased towards the validation results as they correspond to the particular λ value that maximizes the validation accuracy. Both baselines (random guessing and entropy) are clearly outperformed and indicate that the computed set of dispersion measures contains rich information for detecting unreliably predicted segments.

Ultimately, we want to perform meta regression, i.e., predict IoU<sub>adj</sub> values for all connected components and thus model a quality measure. We now resign from regularization and use a linear regression model to predict the IoU<sub>adj</sub>. Figure 6 depicts the quality of a single linear regression fit for each of the two segmentation networks.

For Xception65 we obtain an R<sup>2</sup> value of 74.93%(±0.22%) and for MobilenetV2 81.48%(±0.23%). Averaged results over 10 runs including standard deviations σ are summarized in Table 2. In both cases, our presented approach clearly outperforms the entropy. The linear regression models do not overfit the data and note-worthyly we obtain prediction standard deviations of down to 0.130 and almost no standard deviation for the averages.

6.3. Prediction Error Meta Classification
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(a) 2D U-Net by Kermi et al.

(b) 3D Net by Myronenko et al.

Figure 7: Two demonstrations (left and right four panels, analogously to Figure 1) of our method’s performance of predicting IoU_{adj} on BraTS2017. In the bottom row, the whole tumor (WT) includes all colored segments (union of green, yellow & red), the tumor core (TC) the yellow joined with the red colored segments and the enhancing tumor (ET) only the yellow colored segments. In the top row, green color corresponds to high IoU_{adj} values and red color to low ones. In both examples, predicted quality and true quality look very similar.

V Numerical Experiments: Brain Tumor Segmentation

The method we propose only uses dispersion heat maps and softmax probabilities as inputs. Any additional heat map increases the performance as long as there is no overfitting. Thus, we expect our approach to generalize across different datasets even from different domains. To demonstrate this, we perform additional tests with the brain tumor segmentation dataset BraTS2017 [Men15; Bak17] and two different networks, i.e., a simple 2D network and a more complex 3D network. Compared to the segmentation of street scenes, brain tumor segmentation involves way fewer classes. The background class is usually dominant. In BraTS2017, roughly 98% of all pixels are background, the remaining classes comprise necrotic/non-enhancing tumor, peritumoral edema and enhancing tumor. For benchmarks of predictive methods, these labels are combined into three nested classes: whole tumor (WT), tumor core (TC) and enhancing tumor (ET) (see Figure 7). The most commonly used evaluation metric is the so-called Dice-Coefficient [Zou04] that is defined as

\[
\text{Dice} := \frac{2TP}{2TP + FP + FN}
\]  

where \(TP\), \(FP\) and \(FN\) denote all true positive, false positive and false negative pixels, respectively, for a chosen class.

The BraTS data is available as magnetic resonance imaging (MRI) brain scans from three viewing angles and with four modalities of higher grade gliomas (HGG) and lower grade gliomas (LGG). For training and validation, we combine HGG and LGG images and randomly split the data 80/20. We train the networks from scratch with the different scan modalities stacked as the network’s input channels. Once this is done, we perform tests analogously to the previous section. The performance
Table 3: BraTS2017 performance scores on validation data split for the two networks used in the numerical experiments. The nested classes whole tumor (WT), tumor core (TC) and enhancing tumor (ET) are evaluated with the Dice coefficient. For comparison purposes, the mean Dice score is reported as well as mean Intersection over Union for nested classes and single classes (background, non-enhancing tumor, peritumoral edema and enhancing tumor).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Dice Coefficient</th>
<th>Intersection over Union</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WT</td>
<td>TC</td>
</tr>
<tr>
<td>2D U-Net by Kermi et al.</td>
<td>88.99%</td>
<td>77.38%</td>
</tr>
<tr>
<td>3D Net by Myronenko et al.</td>
<td>88.83%</td>
<td>81.07%</td>
</tr>
</tbody>
</table>

Table 4: Summarized results for the meta classification and regression task for BraTS2017. The results are averaged over 10 runs. The numbers in brackets denote standard deviations of the computed mean values.

<table>
<thead>
<tr>
<th>BraTS2017</th>
<th>2D U-Net by Kermi et al.</th>
<th>3D Net by Myronenko et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training</td>
<td>validation</td>
</tr>
<tr>
<td>ACC, penalized</td>
<td>89.30% (±0.18%)</td>
<td>89.39% (±0.17%)</td>
</tr>
<tr>
<td>ACC, unpunalyzed</td>
<td>89.29% (±0.19%)</td>
<td>89.40% (±0.18%)</td>
</tr>
<tr>
<td>ACC, entropy only</td>
<td>87.96% (±0.12%)</td>
<td>87.96% (±0.12%)</td>
</tr>
<tr>
<td>ACC, naive baseline</td>
<td>88.30%</td>
<td>88.35%</td>
</tr>
<tr>
<td>AUROC, penalized</td>
<td>91.84% (±0.25%)</td>
<td>91.93% (±0.24%)</td>
</tr>
<tr>
<td>AUROC, unpunalyzed</td>
<td>91.83% (±0.25%)</td>
<td>91.93% (±0.24%)</td>
</tr>
<tr>
<td>AUROC, entropy only</td>
<td>86.68% (±0.25%)</td>
<td>86.73% (±0.25%)</td>
</tr>
</tbody>
</table>

Regression IoU

| σ, all metrics | 0.148 (±0.001) | 0.149 (±0.001) | 0.171 (±0.001) | 0.171 (±0.001) |
|               | 0.178 (±0.001) | 0.178 (±0.001) | 0.198 (±0.001) | 0.197 (±0.001) |
| R², all metrics| 84.22% (±0.21%) | 84.15% (±0.21%) | 79.53% (±0.28%) | 79.64% (±0.28%) |
| R², entropy only| 77.18% (±0.18%) | 77.30% (±0.17%) | 72.63% (±0.27%) | 72.91% (±0.27%) |

6.3. Prediction Error Meta Classification

For the first test we use the network by Kermi et al. [Ker18]. It is based on the U-Net [Ron15] which is originally well known for its performance on biomedical image segmentation. We train the network on randomly sampled 2D patches from axial (top view) slices of the brain scans. The results of our prediction rating methods are computed for 22,242 non-empty segments of which 2,603 have IoU_{adj} = 0. Indeed, we obtain higher accuracy values compared to Cityscapes, however the gain over the single metric baseline is not as big. This is primarily due to a strong correlation between E and IoU_{adj} (−0.87794). In this case, the gain over the naive baseline is marginal. This may be misleading to the disadvantage of our method as the high naive accuracy is caused by the strong sample imbalance of the meta classes. The corresponding AUROC value of 91.93% shows that our method meta classifies with significantly higher confidence when incorporating all metrics. Regarding the R² value of our regression model for predicting IoU_{adj}, we observe an increase from 77.30% (±0.17%) to 84.15% (±0.21%) when incorporating all metrics instead of only the entropy.

Next, we compare the U-Net’s performance to the state-of-the-art network by Myronenko et al. [Myr19]. One main difference is that the latter network considers the MRI scans’ 3D contextual information by processing multiple contiguous 2D slices at once, i.e., we train the network on randomly sampled 3D patches. As a consequence, the model is more complex and the number of trainable parameters is noticeably increased (10.1M vs. 17.3M). We perform the evaluation in the same 2D
We plan to use our method for detecting labeling errors, for label acquisition in active learning and we expect that dropout will further improve these results, just like the development of ever more accurate networks.

Comparison of regression results for segment-wise fitting IoU and IoU, averaged over 10 runs. The numbers in brackets denote standard deviations of the computed mean values.

<table>
<thead>
<tr>
<th>Model</th>
<th>σ, all metrics</th>
<th>σ, entropy only</th>
<th>(R^2), all metrics</th>
<th>(R^2), entropy only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xception65</td>
<td>0.181±0.001</td>
<td>0.192±0.001</td>
<td>72.90±0.21</td>
<td>47.43±0.28</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>0.130±0.001</td>
<td>0.217±0.001</td>
<td>81.50±0.23</td>
<td>47.73±0.37</td>
</tr>
</tbody>
</table>

Table 5: Comparison of regression results for segment-wise fitting IoU and IoU.

Recall from Section II, the IoU(adj) \(k\) does not punish differently predicted segments that share a common bigger ground truth segment, whereas the standard IoU measure does. As the meta regression task is not invariant under interchanging IoU and IoU(adj), we compare performance differences when using either of these measures. Carrying out the regression tests from Section IV for the IoU(adj) with the IoU as well, we observe that the regression fit for the IoU(adj) achieves \(R^2\) values that are roughly 2% higher than those for the IoU, cf. Table 5. Usually, for performance measures in semantic segmentation, the IoU is computed for a chosen class over the whole image. This means that each pixel of the union of prediction and ground truth is only counted once in the denominator of the \(R^2\) equation.

In this sense, in the context of semantic segmentation, the adjusted IoU(adj) is in spirit closer to the regular image-wise IoU.

**VI Conclusion and Outlook**

We have shown statistically that per-segment metrics derived from entropy, probability difference, segment size and the predicted class clearly contain information about the reliability of the segments and constructed an approach for detecting unreliable segments in the network’s prediction. In our tests with publicly available networks and datasets, Cityscapes and BraTs2017, the computed logistic LASSO fits for meta classification task IoU(adj) = 0 vs. IoU(adj) > 0 achieve AUROC values of up to 91.55%. When predicting the IoU(adj) with a linear regression fit we obtain a prediction standard deviation of down to 0.130, as well as \(R^2\) values of up to 84.15%. These results could be further improved when incorporating model uncertainty in heat map generation. We believe that using MC dropout will further improve these results, just like the development of ever more accurate networks. We plan to use our method for detecting labeling errors, for label acquisition in active learning and we aim to improve the model’s performance. This method allows for a more informed decision-making process in the labeling process and can be used in various applications, such as medical imaging and autonomous driving.
6.3. Prediction Error Meta Classification

Figure 8: Illustration of the different behaviors of IoU and IoU$_{adj}$. We have (a): IoU per predicted segment, (b) left: ground truth, right: detail views for the crucial area of the predicted segmentation (top) and the corresponding ground truth (bottom) and (c): IoU$_{adj}$ per segment. Green stands for high IoU and IoU$_{adj}$ values, red for low ones, respectively. The top right panel in (b) shows that the prediction for the class ‘nature’ is decoupled into two components by the traffic light’s prediction. The IoU rates this small part on the left from the traffic light very badly even though the prediction is absolutely fine. The adjusted IoU$_{adj}$ circumvents this type of problems.

plan to investigate further metrics that may leverage detection accuracy. Apart from that, detection mechanisms built on the softmax input and even earlier layers could be thought of. Furthermore, when reducing the number of false negatives for a chosen class by adjusting softmax thresholds, our method can be used to keep the production of new false positives under control. The source code of our method is publicly available at https://github.com/mrottmann/MetaSeg.
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6.4. Controlled False Negative Reduction of Minority Classes
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Abstract. In semantic segmentation datasets, classes of high importance are oftentimes underrepresented, e.g., humans in street scenes. Neural networks are usually trained to reduce the overall number of errors, attaching identical loss to errors of all kinds. However, this is not necessarily aligned with human intuition. For instance, an overlooked pedestrian seems more severe than an incorrectly detected one. One possible remedy is to deploy different decision rules by introducing class priors that assign more weight to underrepresented classes. While reducing the false negatives of the underrepresented class, at the same time this leads to a considerable increase of false positive indications. In this work, we combine decision rules with methods for false positive detection. Therefore, we fuse false negative detection with uncertainty based false positive meta classification. We present the efficiency of our method for the semantic segmentation of street scenes on the Cityscapes dataset based on predicted instances of the “human” class. In the latter we employ an advanced false positive detection method using uncertainty measures aggregated over instances. We, thereby, achieve improved trade-offs between false negative and false positive samples of the underrepresented classes.

I Introduction

Deep learning has improved the state-of-the-art in a broad field of applications such as computer vision, speech recognition and natural language processing by introducing deep convolutional neural networks (CNNs). Although class imbalance is a well-known problem of traditional machine learning models, little work has been done to examine and handle the effects on deep learning models; however, see \cite{Joh19} for a recent review. Class imbalance in a dataset occurs when at least one class contains significantly less examples than another class. The performance of CNNs for classification problems has empirically been shown to be detrimentally affected when applied on skewed training data \cite{Löp13,Bud18} by revealing a bias towards the overrepresented class. Semantic segmentation, seen as a pixel-wise classification problem, thus exhibits the same set of problems when class imbalance is present. As imbalance naturally exists in most datasets for “real world” applications, finding the underrepresented class is oftentimes of highest interest.

Methods for handling class imbalance have been developed and can be divided into two main categories \cite{Kra16,Bud18,Joh19}: \textit{sampling based} and \textit{algorithm based} techniques. While sampling based methods operate directly on a dataset with the aim to balance its class distribution, algorithm based methods include a cost scheme to modify the learning process or decision making of a classifier.

In the simplest form, data is balanced by randomly discarding samples from frequent (majority) groups and/or randomly duplicating samples from less frequent (minority) groups. These techniques are known as oversampling and undersampling \cite{Van07}, respectively. They can lead to performance improvement, in particular with random oversampling \cite{Löp13,Mas15,Bud18} unless there is no overfitting \cite{Cha04}. A more advanced approach called SMOTE \cite{Cha02} alleviates the latter issue by creating synthetic examples of minority classes.

Sampling based methods are difficult to apply to semantic segmentation datasets due to inherent class frequencies within single input images. Considering the Cityscapes \cite{Cor16} dataset of urban
street scenes for instance, the number of annotated road pixels exceeds the number of annotated person pixels by a factor of roughly 25 despite the fact that persons are already strongly represented in this dataset as exclusively urban street scenes are shown from a car driver’s perspective.

In general, class imbalance can be tackled during training by assigning costs to different classification mistakes for different classes and including them in the loss function \cite{Cae15, Wan16, Bull17}. Instead of the total error, the average misclassification cost is minimized. In addition, methods learning the cost parameters throughout training have been proposed \cite{Zha16, Kha18} and thus circumventing the ethical problem of predefining them \cite{Cha19b}. These methods require only little tuning and outperform sampling based approaches without significantly affecting training time. Modifying the loss function, however, biases the CNN’s output.

One approach to address class imbalance during inference is output thresholding, thus interchanging the standard maximum a-posteriori probability (MAP) principle for an alternative decision rule. Dividing the CNN’s output by the estimated prior probabilities for each class is proposed in \cite{Bud18, Cha19a} which is also known as Maximum Likelihood rule in decision theory \cite{Fah96}. This results in a reduced likelihood of misclassifying minority class objects and a performance gain in particular with respect to rare classes. Output thresholding affects neither training time nor the model’s capability to discriminate between different groups. It is still a suitable technique for reducing class biases as it shifts the priority to predicting certain classes and it can be easily added on top of any CNN.

In the field of semantic segmentation of street scenes, the overall performance metric intersection over union (IoU) \cite{Eve15} is used primarily. This metric is highly biased towards large and therefore majority class objects such as street or buildings. As a remedy, IoU scores are calculated per class and then averaged. Currently, state-of-the-art models achieve mean class IoU scores of 83\% for Cityscapes \cite{Cor16} and 73\% for Kitti \cite{Gei13}. Further maximizing global performance measures is important but does not necessarily improve the overall system performance. The priority shifts to rare and potentially more important classes, where the lack of reliable detection has potentially fatal consequences in applications like automated driving.

In this context, uncertainty estimates are helpful as they can be used to quantify the likelihood of predictions being incorrect. Using the maximum softmax probability as confidence estimate has been shown to effectively identify misclassifications in image classification problems which can serve as baseline across many other applications \cite{Hen17}. More advanced techniques include Bayesian neural networks (BNNs) that yield posterior distributions over the model’s weight parameters \cite{Nea12}. As BNNs come with a prohibitive computational cost, recent works developed approximations such as Monte-Carlo dropout \cite{Gal16} or stochastic batch normalization \cite{Ata19}. These methods generate uncertainty estimates by sampling, i.e., through multiple forward passes. These sampling approaches are applicable for most CNNs as they do not assume any specific network architecture, but they tend to be computationally expensive during inference. Other frameworks include learning uncertainty estimates via a separate output branch in CNNs \cite{Ken17, DeV18a} which seems to be more adequate in terms of computational efficiency.

In semantic segmentation, uncertainty estimates are usually visualized as spatial heatmaps. Nevertheless, it is possible that CNNs show poor performance but also high confidence scores \cite{Amo16}. Therefore, auxiliary machine learning models for predicting the segmentation quality \cite{Koh12, Zha16} have been proposed. While some methods build upon hand-crafted features, some other methods apply CNNs for that task by learning a mapping from the final segmentation to its prediction quality \cite{Hua16, DeV18b}. A segment based prediction rating method for semantic segmentation was proposed in \cite{Rot18} and extended in \cite{Maa19, Rot19}. They derive aggregated dispersion metrics from the CNN’s softmax output and pass them through a classifier that discriminates whether a predicted segment intersects with the ground truth or not. These hand-crafted metrics have shown to be
well-correlated with the calculated segment-wise IoU. This method is termed “MetaSeg”.

In this present work, we introduce a novel method for semantic segmentation in order to reduce the false negative rate of rare class objects and alleviate the effects of strong class imbalance in data. The proposed method consists of two steps: First, we apply the Maximum Likelihood decision rule that adjusts the neural network’s probabilistic / softmax output with the prior class distribution estimated from the training set. This way, less instances of rare classes are overlooked but to the detriment of producing more false positive predictions of the same class. Afterwards, we apply MetaSeg to extract dispersion measures from the balanced softmax output and, based upon that, discard the additional false positive segments in the generated segmentation mask.

This work combines the methods presented in [Cha19a] and [Rot18], resulting in a novel approach to reducing false negatives corresponding to rare classes. Some of the techniques used by us for the detection of false positive and false negative samples separately emerge from a quite recent line of development and the present paper contributes to showing their potential when combining them.

In many situations where CNNs are applied in a safety-critical context, weighting all errors equally for pure performance [Cha19b] might be inappropriate. For instance in the use case of autonomous driving, confusing a pedestrian (minority class) with the street (majority class) is more severe than the other way round. The potential consequences of a single event of the first kind (accident with a pedestrian) far outweigh the event’s consequences of the second kind (unnecessary emergency stop). Nevertheless, a too frequent occurrence of false positive person indications will considerably degrade the customers’ experience. Compared to other methods for false negative reduction, like using different class weightings for decision thresholding, our method provides a more favorable trade-off between error rates. Hence, this work contributes to making alternative decision rules much more favorable in practical applications.

As a pure post-processing tool (no additional CNN inferences, no CNN retraining with modified cost functions and no resampling the dataset are required), our method can be seamlessly added on top of any CNN for semantic segmentation. Compared to a CNN’s inference complexity, the complexity of our post-processing step is negligible. We believe that the envisioned use case in automated driving is a consumers’ market in which inference cost matters. Hence, our presented method is designed to have online capabilities that are in reach. To the best of our knowledge, in the context of semantic segmentation this is the first work on segment based false negative reduction by purely post-processing CNN inferences.

The remainder of this work is structured as follows: In Sections II and III we recall the building blocks of our approach, namely the Maximum Likelihood decision rule for the reduction of false negatives and MetaSeg for false positive detection, respectively. In Section IV we present how these two components are combined. We apply our approach to the application-relevant task of semantic segmentation and show numerical results for the Cityscapes dataset in Section V.

II Maximum likelihood decision rule

Neural Networks for semantic segmentation can be viewed as statistical models providing pixel-wise probability distributions that express the confidence of predicting the correct class label $y$ within a set $\mathcal{Y} := \{1, \ldots, l\}$ of predefined classes. The classification at pixel location $z \in \mathcal{Z}$ is then performed by applying the $\text{argmax}$ function to the posterior probabilities / softmax output $p_z(y|x) \in [0, 1]$ after processing image $x \in \mathcal{X}$. In the field of Deep Learning, this decision principle, called the maximum a-posteriori probability (MAP) principle, is by far the most commonly used one:

$$d_{\text{Bayes}}(x)_z := \arg \max_{y \in \mathcal{Y}} p_z(y|x) .$$

(1)
In this way, the overall risk of incorrect classifications is minimized, i.e., for any other decision rule $d : [0, 1]^{|\mathcal{Z}|} \rightarrow \mathcal{Y}^{|\mathcal{Z}|}$ and with

$$R_{\text{sym}}(d) := \frac{1}{|\mathcal{Z}|} \sum_{z \in \mathcal{Z}} \sum_{y \in \mathcal{Y}} 1\{d(x)_z \neq y\} p_z(y|x) \quad \forall \ x \in \mathcal{X} \tag{2}$$

we have $R_{\text{sym}}(d_{\text{Bayes}}) \leq R_{\text{sym}}(d)$. In decision theory, this principle is also known as Bayes decision rule \cite{fah96}, and it incorporates knowledge about the prior class distribution $p(y)$. As a consequence, in cases of large prediction uncertainty the MAP / Bayes rule tends to predict classes that appear frequently in the training dataset when used in combination with CNNs. However, classes of high interest might appear less frequently. Regarding highly unbalanced datasets the Maximum Likelihood (ML) decision rule oftentimes is a good choice as it compensates for the weights of classes induced by priors:

$$\hat{y}_z = d_{\text{ML}}(x)_z := \arg \max_{y \in \mathcal{Y}} p_z(x|y) = \arg \max_{y \in \mathcal{Y}} \frac{p_z(y|x)}{p_z(y)} . \tag{3}$$

Instead of choosing the class with the largest a-posteriori probability $p_z(y|x)$, the ML rule chooses the class with the largest conditional likelihood $p_z(x|y)$. It is optimal regarding the risk function

$$R_{\text{inv}}(d) := \frac{1}{|\mathcal{Z}|} \sum_{z \in \mathcal{Z}} \sum_{y \in \mathcal{Y}} 1\{d(x)_z \neq y\} p_z(x|y) \quad \forall \ x \in \mathcal{X} \tag{4}$$

and in particular $R_{\text{inv}}(d_{\text{ML}}) \leq R_{\text{inv}}(d_{\text{Bayes}})$ is satisfied. The ML rule corresponds to the Maximum Likelihood parameter estimation in the sense that it aims at finding the distribution that fits best the observation. In our use case, the ML rule chooses the class that is most typical for a given pattern observed in an image independently of any prior belief, such as the frequency, about the semantic classes. Moreover, the only difference between these two decision rules lies in the adjustment by the priors $p_z(y)$ (see Equation (3) and Bayes’ theorem \cite{joy19}).

Analogously to \cite{cha19a}, we approximate $p_z(y)$ in a position-specific manner using the pixel-wise class frequencies of the training set:

$$\hat{p}_z(y) = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} 1\{y_z(x) = y\} \quad \forall \ y \in \mathcal{Y}, z \in \mathcal{Z} . \tag{5}$$

Note that there is no training required for the ML rule. Having calculated the priors (see Equation (5)) from the dataset’s ground truth once and offline, each ML mask is obtained via one Hadamard product (see Equation (3)), i.e., there is also no additional CNN inference required.

After applying the ML rule, the amount of overlooked rare class objects is reduced compared to the Bayes rule, but to the detriment of overproducing false positives of the same class. Hence, our ultimate goal is to discard as many additionally produced false positive segments as possible while keeping almost all additionally produced true positive segments (that were overlooked by the Bayes rule).

### III Prediction error meta classification

In order to decide which additional segments – predicted by ML but not by Bayes – to discard in an automated fashion, we train a binary classifier performing on top of the CNN for semantic segmentation analogously to \cite{rot18, rot19}. Given the conditional likelihood (softmax output adjusted with priors),
we estimate uncertainties per segment by aggregating different pixel-wise dispersion measures, such as entropy

\[
E_z(x) = -\frac{1}{\log(|\mathcal{Y}|)} \sum_{y \in \mathcal{Y}} p_z(x|y) \log(p_z(x|y)) \quad \forall \ z \in \mathcal{Z},
\]

(6)

probability margin

\[
M_z(x) = 1 - p_z(x|\hat{y}_z) + \max_{y \in \mathcal{Y} \setminus \{\hat{y}_z\}} p_z(x|y) \quad \forall \ z \in \mathcal{Z}
\]

(7)

and variation ratio

\[
V_z(x) = 1 - p_z(x|\hat{y}_z) \quad \forall \ z \in \mathcal{Z}.
\]

(8)

As uncertainty is typically large at transitions from one class to another (in pixel space, i.e., at transitions between different predicted objects), we additionally treat these dispersion measures separately for each segment’s interior and boundary. The generated uncertainty estimates serve as inputs for the auxiliary “meta” model which classifies into the classes \(\{\text{IoU} = 0\}\) and \(\{\text{IoU} > 0\}\). Since the classification is employed on segment-level, the method is also termed MetaSeg.

We only add minor modifications to the approach for prediction error meta classification, in the following abbreviated as meta classification, as in [Rot18]. For instance, instead of computing logistic least absolute shrinkage and selection operator (LASSO [Tib96]) regression fits, we use gradient-boosting trees (GB [Has09]). GB has proven to be a powerful classifier on binary classification problems and structured data with moderate dataset size which both match our problem setting.

In addition to the uncertainty measures, we introduce further metrics indicating incorrect predictions. For localization purposes we include the segment’s geometric center

\[
G_h(k) = \frac{1}{|k|} \sum_{i=1}^{|k|} h_i, \quad G_v(k) = \frac{1}{|k|} \sum_{j=1}^{|k|} v_j
\]

(9)

with \(k = \{(h_s, v_s) \in \mathcal{Z}, s = 1, \ldots, |k|\} \in \hat{K}_x\) being the pixel coordinates of one segment (or connected component) in the predicted segmentation mask, i.e., a set consisting of neighboring pixel locations with the same predicted class. The geometric center is the mean of all coordinates of a segment in all directions, in our case in horizontal and vertical direction.

Another metric to be included makes use of a segment’s vicinity to determine if an object prediction is misplaced. Let \(k_{nb} = \{(h', v') \in [h \pm 1] \times [v \pm 1] \subset \mathcal{Z} : (h', v') \notin k, (h, v) \in k\}\) be the neighborhood of \(k \in \hat{K}_x\). Then

\[
N(k|y) = \frac{1}{|k_{nb}|} \sum_{z \in k_{nb}} 1\{\hat{y}_z = y\} \quad \forall \ y \in \mathcal{Y}
\]

(10)

states the fraction of pixels predicted to belong to class \(y\) in the neighborhood of \(k\).

After computing the aggregated metrics, we obtain a structured dataset with a fixed number \(q \in \mathbb{N}\) of features for each single segment \(k \in \hat{K}_x\). Given this dataset, we perform the meta classification with an auxiliary binary classifier.

Note that if one would use the original MetaSeg method [Rot18] and reject false positives, there would only remain holes in the segmentation masks as MetaSeg does not further process the identified false positives. In contrast, our proposed method presented in the next Section IV utilizes two decision rules in combination with the rejection step performed by MetaSeg yielding a simple but powerful tool for producing a new segmentation mask.
Figure 1: Overview of our method for controlled false negative reduction of minority classes which we term “MetaFusion”. Note that IoU denotes the intersection over union measure of two segmentation masks.

Figure 2: Graphical illustration of the relation between Bayes and ML prediction segments for rare classes.

IV Combining Maximum Likelihood Rule and Meta Classification

After describing the key components of our method for controlled false negative reduction in the preceding sections, we now present our approach as combination of the Maximum Likelihood decision rule and prediction error meta classification for semantic segmentation in more detail. A graphical illustration is provided in Figure 1.

Applying either the Bayes or Maximum Likelihood decision rule may lead to two different prediction masks. They may differ because ML performs a prior adjustment assigning higher weight to underrepresented classes than without this adjustment, consequently increasing the sensitivity towards predicting underrepresented classes. With respect to the most underrepresented class \( c \in \mathcal{Y} \) in an unbalanced semantic segmentation dataset, it holds that all predicted Bayes segments are inside ML segments [Cha19a], see Figure 2 for a graphical illustration.

Therefore, we assume that a non-empty intersection between an ML segment and any Bayes segment, which are both assigned to class \( c \), indicates a confirmation for the presence of a minority class object that was already detected by Bayes. In this case, we say the decision rules agree. More crucial are predicted ML segments that do not intersect with any Bayes segment of the same class, i.e., the decision rules disagree, as these indicate a CNN’s uncertain regions where rare instances are potentially overlooked.

The observation whether the decision rules agree or not builds the basis for segment selection for further processing. Let \( k \in \mathcal{K}_{x,ML} \) be the pixel coordinates of one connected component in the ML mask. Then, given input \( x \),

\[
D_x = \{ k \in \mathcal{K}_{x,ML} : d_{ML}(x)_z \neq d_{Bayes}(x)_z \ \forall \ z \in k \}
\]

(11)

denotes the set of segments for which Bayes and ML disagree. Restricting \( D_x \) to a single minority class \( c \in \mathcal{Y} \), we obtain the subset \( D_{x|c} = \{ k_c \in D_x : d_{ML}(x)_z = c \ \forall \ z \in k_c \} \). The obtained subset contains the candidates we process with MetaSeg. Let \( \mu_k : [0,1]|^{Z|\times|\mathcal{Y}|} \mapsto \mathbb{R}^\mathcal{Y} \) be a vector-valued function that
returns a vector containing all generated input metrics for MetaSeg restricted to segment \( k \in \mathcal{D}_{x|c} \). We derive aggregated uncertainty metrics per segment

\[
U_k := \mu_k((\hat{p}(x|y))_{y \in Y}) \; \forall \; k \in \mathcal{D}_{x|c}
\]

(12)

that serve as input for the meta classifier, see also Section III and cf. [Rot18; Rot19]. The classifier we use in our meta model is the gradient-boosting tree algorithm (GB [Has09]) and it is trained to discriminate between true positive (detected false negative) and false positive segment predictions. Thus, we seek a function \( \hat{f} : \mathbb{R}^q \mapsto \{0, 1\} \) that learns the mapping

\[
f(U_k) = \begin{cases} 
1 & \text{if } \exists \; z \in k : d_{ML}(x)_z = y_z \\
0 & \text{else} \end{cases}
\]

(13)

with one connected component \( k \in \mathcal{D}_{x|c} \) being considered as true positive if there exists (at least) one pixel assigned to the correct class label and as false positive otherwise. In the latter case, we remove that segment from the ML mask and replace it with the Bayes prediction. For the remaining connected components \( k' \in \hat{K}_{x, ML} \setminus \mathcal{D}_{x|c} \), whether or not they are minority class segments, we stick to the Bayes decision rule as it is optimal with respect to the expected total number of errors, see Equation (2). Therefore, the final segmentation output

\[
d^*(x)_z = \begin{cases} 
d_{ML}(x)_z & \text{if } \hat{f}(U_k) = 1 \land z \in k \in \mathcal{D}_{x|c} \\
d_{Bayes}(x)_z & \text{else} \end{cases}
\]

(14)

combines Maximum Likelihood and Bayes decision rule. In this way, compared to standard MAP principle, we sacrifice little in overall performance but significantly improve performance on segment recall for class \( c \). We term our approach MetaFusion.

V Numerical Results for Cityscapes

Semantic segmentation is a crucial step in the process of perceiving a vehicle’s environment for automated driving. Therefore, we perform tests on the Cityscapes dataset [Cor16] which consists of 2,975 pixel-annotated street scene images of resolution \( 2048 \times 1024 \) pixels used for training and further 500 images for validation purposes. CNNs can be trained either on 19 classes or 8 aggregated coarse categories. Our main focus lies on avoiding non-detected humans (ideally without producing any false positive predictions). As all images are recorded in urban street scenes (thus naturally boosting the occurrence of persons), classes like wall, fence or pole are as rare as pedestrians in terms of pixel frequency in the dataset. Therefore, estimating class priors via pixel-wise frequency leads to a weighting not in line with human common sense due to the possible preference of static objects over persons. Therefore, we use category priors treating objects more superficially (by aggregating all classes into the 8 predefined categories), with pedestrians and rider aggregated to the class human, then being significantly underrepresented compared to all remaining categories.

We perform the Cityscapes experiments using DeeplabV3+ networks [Che18] with MobileNetV2 [San18] and Xception65 [Cho17] backbones. We apply MetaFusion per predicted human segment as presented in Section IV and evaluate the modified predictions with respect to the human class in the Cityscapes validation data. As meta classifier we employ GB with \( q = 56 \) inputs, 27 boosting stages, maximum depth of 3 per tree, exponential loss and 5 features to consider when looking for the best split. MetaFusion is 5-fold cross-validated. Numerical results are listed in Table 1.
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Table 1: Performance comparison of different decision rules and MetaFusion for DeeplabV3+ with MobileNetV2 and Xception backbones on Cityscapes. The decision rules are obtained according to Equation (16) by differently interpolating between priors. The performance is measured using the mean intersection over union (mIoU), number of false positive (FP) / false negative (FN) human segments and the trade-off slope $\Delta$ (see Equation (17)).

As a baseline we interpolate the priors between the Bayes and Maximum Likelihood decision rules in order to understand how they translate into each other, i.e., we use the priors

$$p_{z,\alpha}(y) = (1 - \alpha)1 + \alpha p_z(y) \quad \forall \ y \in \mathcal{Y}, z \in \mathcal{Z},$$

with $\alpha \in [0, 1]$, resulting in the adjusted decision rule

$$d_{adj}(x, \alpha)_z := \arg \max_{y \in \mathcal{Y}} \frac{p_z(y|x)}{p_{z,\alpha}(y)}$$

with $d_{adj}(x, 0) = d_{Bayes}(x)$ and $d_{adj}(x, 1) = d_{ML}(x)$. By varying the coefficient $\alpha$ we obtain the blue line in Figure 3 that may serve as an intuitive approach to balance false negatives (FNs) and false positives (FPs). For each of the points given on the blue curve we apply MetaFusion (green line). Thus, many of the overproduced FPs are removed, however, at the same time we also have to sacrifice some of the detected FNs. In other words, we sacrifice only a small number of the newly found true positives which MetaFusion incorrectly discards.

Although there exist different techniques from traditional machine learning for handling class imbalance, they cannot be applied offhand in semantic segmentation. This includes sampling-based methods as the class imbalance is often inherent in street scene images. Algorithm-based techniques are computationally expensive since good reweighting factors are not known a-priori. Thus, we choose probability thresholding as the only baseline.

The main evaluation metrics that serve for our evaluation are the numbers of false positives (FP) and false negatives (FN) with respect to the minority class “human”. Another measure for MetaFusion is the ratio between prediction errors: For any decision rule $d : [0, 1]^{|\mathcal{Y}|} \times \mathbb{R} \mapsto \mathcal{Y}$, such that
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Figure 3: False positives vs. false negatives of human segments for MobileNetV2 on Cityscapes. The blue curve is obtained by applying adjusted decision rules according to Equation (16) with varied degrees of prior interpolation $\alpha$. For each of the points given on the blue curve we additionally apply MetaFusion which results in the green points given in the figure. The diagonal gray lines depict level sets along which the sum of both errors is constant.

The slope
\[ \Delta(d) = \frac{\text{FP}(d) - \text{FP}(d_{\text{Bayes}})}{\text{FN}(d_{\text{Bayes}}) - \text{FN}(d)} \]  
(17)
describes how many additional FPs we have to accept for removing a single FN compared to the Bayes decision rule. The smaller $\Delta$, the more favorable the trade-off between the two error rates. In fact, $\Delta < 1$ indicates that for the considered minority class the total number of errors is decreased by applying $d$ compared to $d_{\text{Bayes}}$ (whereas it may increase for the other classes).

We interpolate between Bayes and ML priors according to Equation (15) for every pixel location $z \in Z$. We observe that an interpolation degree of $\alpha < 0.9$ for the adjusted decision rules (see Equation (16)) leads to a lack of meta training data as their predictions do not differ substantially. Moreover, we choose unevenly spaced steps $\alpha \in \{0.9, 0.95, 0.975, 0.99, 0.995, 1\}$ due to a drastic increase in error rates for interpolation degrees close to 1.

For MobileNetV2, see also Figure 3, we observe that the number of FPs increases from 865 up to 4885 when applying ML instead of Bayes while the number of FNs decreases from 839 down to 476. This results in a large $\Delta = 11.07$ expressing that roughly 11 FPs are paid for removing a single FN. Clearly, there is an overproduction of predicted human segments that we can keep under control using MetaFusion.

By applying MetaFusion, the number of FPs is reduced to a third of ML’s FPs while maintaining more than two thirds (78.79%) of the additional true positives. This results in $\Delta = 2.59$ which is a significant decrease compared to plain ML without MetaFusion. With respect to the overall performance, measured by mean IoU, MetaFusion sacrifices 0.4 percent points and ML 8.4 percent points. In our experiments we observe that our approach works better the more segments are available for which the decision rules disagree. Therefore, the performance gain with respect to the total number of errors is most significant for $\alpha = 1.0$. For decreasing interpolation degrees, we observe a successive reduction of the total number of errors for the adjusted decision rules. The class weightings’
adjustment does not lead to a better performance than Bayes with respect to the absolute number of errors. However, when avoiding FNs is considered to be more important than FPs, our method proposes alternative decision rules that are more attractive than plain decision rules.

For every investigated $\alpha$ MetaFusion is superior to ML regarding the failure trade-off $\Delta$, producing 1.68 additional FPs for removing one single FN as its best performance. In addition, we can conclude that our approach outperforms probability thresholding with respect to the error rates on human segments.

For the stronger DeeplabV3+ model with Xception65 network backbone, we observe similar effects in general. Compared to MobileNetV2, MetaFusion’s performance gain over adjusted decision rules is not as great. This is primarily due to the higher confidence scores in the softmax output of the underlying CNN. They prevent the adjusted decision rules from producing segments for which the decision rules disagree. Therefore, the training set size for the meta classifier is rather small even resulting in a worse $\Delta$ for MetaFusion than for the adjusted decision rule when $\alpha = 0.90$. Nevertheless, the latter does not hold for the remaining investigated interpolation degrees. Indeed, across the remaining investigated $\alpha$ MetaFusion accepts on average 2.8 FPs for removing a single FN which is less than half of the average $\Delta$ (5.7 FPs) for the adjusted decision rules.

In order to find out which of the constructed metrics contribute most to meta classification performance, we analyze our trained GB with respect to feature importance. The latter is a measure indicating the relative importance of each feature variable in a GB model. In a decision tree the importance is computed via

$$I_n(t) = n(t)Q(t) - n_{\text{left}}(t)Q_{\text{left}}(t) - n_{\text{right}}(t)Q_{\text{right}}(t)$$

with $Q(t)$ the Gini impurity \cite{Has09} and $n(t)$ the weighted number of samples in node $t \in T$ (the weighting corresponds to the portion of all samples reaching node $t$). Moreover, by left and right we denote the respective child nodes. The importance for $\hat{f}$ of feature / uncertainty metric $m \in [0,1]$ is then computed as

$$I(m) = \sum_{t \in T} \chi(t|m)I_n(t) / \sum_{t \in T} I_n(t)$$

Figure 4: Feature importance scores of the gradient-boosting classifier for MobileNetV2 applied to all disjoint ML and Bayes human segments. The score is averaged over all random cross-validation splits and only the ten features with the highest score are stated. In total we used $q = 56$ metrics as meta model input. $N$ and $G$ are defined in Section III. $E$ and $M$ denote the segment-wise averaged entropy and probability margin, respectively, with $bd$ indicating the restriction on the segment’s boundary.
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(i) Bayes prediction  (ii) Maximum Likelihood prediction  (iii) MetaFusion prediction

(iv) Original raw input image  (v) Ground truth segmentation mask  (vi) Image zoom into region of interest

Figure 5: Example of generated segmentation masks with MobileNetV2. In the top row: prediction masks using Bayes (i), ML (ii) and MetaFusion (iii). In the bottom row: raw input image (iv), corresponding annotated ground truth mask (v) and zoomed views into the region of interest marked in the latter images (vi). By comparing the prediction masks, we observe a couple of person segments (red color) for which the decision rules disagree and which are correctly identified as false positive according to the ground truth by using MetaSeg. In the end, with MetaFusion we obtain a segmentation mask similar at large to the standard Bayes mask but with some additionally detected person instances (in numbers 3) that are rather small and barely visible in the original image.

\[
\chi(t|m) = \begin{cases} 
1, & \text{if node } t \text{ splits on feature } m \\
0, & \text{else} 
\end{cases}.
\]  

The ten features of highest importance (in experiments with MobileNetV2) are reported in Figure 4. By a large margin, a segment’s neighborhood including class id 18, which corresponds to bicycles, has the strongest effect on GB. This is plausible since a bicycle segment adjacent to a human segment can be viewed as an indicator that this human segment is indeed present, i.e., a true positive. Having less than half the importance score, the geometric center still has a relatively high impact on GB. We notice that ML produces many (false positive) segments close to the image borders. This is a consequence of applying pixel-wise ML which GB takes into account. The dispersion measures entropy and probability margin are considered as important features as well expressing the CNN’s uncertainty about its prediction. In [Rot18], it already has been shown that these two metrics are well-correlated with the segment-wise IoU. GB also uses these correlations to perform the meta classification. In contrast to the findings in [Rot18], dispersion measures at segment boundaries have greater impact than the dispersion of the interior. This high uncertainty at the boundaries can be interpreted as disturbances for class predictions in a segment’s vicinity and may indicate that the investigated segment is a false positive. Moreover, the remaining features in the top ten of highest importance are neighborhood statistics for the classes (in descending order) motorcycle, car, building and sidewalk.
VI Conclusion

In this work, we presented a novel pure post-processing method for semantic segmentation that further processes only the softmax output of any given model. As minority classes are often of highest interest in many real-world applications, the non-detection of their instances might lead to fatal situations and therefore must be treated carefully. In particular, the class person is one such minority class in street scene datasets. We compensate unbalanced class distributions by applying the Maximum Likelihood decision rule that detects a significantly larger number of humans, but also causes an overproduction of false positive indications of the same class. With our method, we are able to detect false positive segment predictions in the ML mask in an automated fashion. These detected false positives are replaced by the Bayes mask. Both, the Bayes and ML mask are obtained from the same inference. Also, the final decision step is not performed by weighting, but by using uncertainty, geometry and location features of the additional minority class segments proposed by ML and passing them through a (in comparison to deep learning models lightweight) gradient-boosting classifier. In our tests with the Cityscapes dataset, we significantly reduce the number of false positives induced by the modification of the decision rule. At the same time, we sacrifice only a small number of newly found true positives which also results only in a minor overall performance loss compared to the standard Bayes decision rule. In fact, our method, which we term MetaFusion, clearly outperforms decision rules with different class weightings obtained by interpolating between Bayes and ML rule, i.e., MetaFusion outperforms pure probability thresholding with respect to both error rates, false positive and false negative, of class human. This result holds for the investigated DeeplabV3+ models with MobileNetV2 and Xception65 backbones. The performance gain is more substantial the greater the difference between the Bayes and ML mask. MetaFusion can be viewed as a general concept for trading improved false positive detection for additional performance on rare classes.

For future work we plan to improve our meta classification approach with further heatmaps, metrics as well as component sensitivity to time dynamics. Our approach might also be suitable to serve for query strategies in active learning. Our source code for reproducing experiments is publicly available on GitHub, see https://github.com/robin-chan/MetaFusion.
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Abstract. Convolutional neural networks (CNNs) have seen spectacular advances over the past century, particularly improving the state-of-the-art in computer vision tasks. Semantic segmentation, an image classification at pixel-level, is an essential step in understanding a vehicle's surroundings via camera images for autonomous driving. While CNNs keep becoming more and more powerful predictive models, they still often fail if an input is outside of their learned concepts. The non-detection of objects in street scenes, including out-of-distribution (OOD) objects, poses serious hazard and may cause public harm. Therefore, methods determining when a model has failed are crucial in order to ensure a safe and responsible usage of CNNs in real-world applications. In this work we present a method for the detection of OOD objects. We extend work from image classification to more complex semantic segmentation. Our approach is based on pixel-wise entropy derived from the CNN’s probabilistic Softmax output. This dispersion measure can be understood as prediction uncertainty indicating a failure per pixel. Paired with methods from image processing, we determine image regions in which an OOD object might be present but overlooked by the CNN. We show the course of our method’s development performed on the semantic segmentation Lost and Found dataset that was inferred using the state-of-the-art CNN DeeplabV3+ with Xception65 network backbone. We provide an in-depth statistical evaluation and discuss strength, but also weakness, of our presented method. Additionally, we perform a brief analysis of the topic from the point of view of safety engineering, including a critical evaluation why common standards like ISO 26262 cannot be applied.

I Introduction

Deep learning algorithms are to be deployed in a variety of real world tasks as they consistently improve the state-of-the-art in fields such as natural language processing, image processing or medical diagnosis. In particular in the field of computer vision the introduction of convolutional neural networks (CNNs, [Kri12]) led to a great impact on recent advances as most deep learning models are based on the convolutional architecture. Even for difficult problems like semantic segmentation, the task of assigning the object class for each pixel within an image, CNNs are the most commonly used network architecture [Lon14]. Despite the high performance that such CNNs provide, the adoption of deep learning in everyday applications is yet to come. One reason is the lack of mandatory safety guarantees in systems that are becoming more and more complex. For instance, the capability of indicating when the underlying model is likely mistaken is still a missing but safety critical prerequisite for the usage of deep learning. Therefore, the behavior of CNNs when they encounter data unlike the training data is an important topic in this area. In this context, samples, that are possibly seen at test time but are different to the ones seen during training, are called out-of-distribution (OOD) samples. One property that one expects CNNs to satisfy is to output high prediction uncertainty for these OOD samples. However, the opposite behavior, i.e., producing high confidence predictions, have been reported in several works, see [Yos15, Hen16, Guo17].

Tackling the OOD detection in CNNs is usually approached by either modifying the training process or by post processing given CNN outputs. The training approach aims at improving the models’
discrimination capabilities between out-of-distribution and in-distribution data [Lee18] or at enforcing models to output uniform confidence scores on OOD inputs [Hen18]. Mathematical guarantees for low confidence scores on OOD samples are additionally provided in the work by [Mei19]. On the contrary, post processing methods do not require any changes to a pre-trained model and identify OOD samples by deriving patterns from the CNNs’ output. As baseline approach [Hen16] introduced thresholding on the maximum softmax probability that is outperformed by techniques adjusting the estimated confidence [DeV18; Lia18]. However, all these presented methods are limited to simple image classification problems only.

In this work, we extend OOD detection from image classification to the more demanding and application-relevant task of semantic segmentation. Specifically, we present a post processing method that extracts (pixel-wise) inference uncertainty via the entropy measure from the pixel-wise probabilistic softmax output. Connected components of pixels with high entropy values, that are additionally aggregated using methods from image processing, consequently are supposed to indicate the presence of an (possibly overlooked) OOD object. We perform numerical experiments with the state-of-the-art semantic segmentation network DeeplabV3+ with Xception65 backbone [Che18] trained on the Cityscapes street scenes dataset [Cor16] and test the performance of our presented method on the Lost and Found dataset [Pin16] which includes OOD objects. We provide an in-depth statistical evaluation and discuss strength but also weakness of our presented method.

The remainder of this work is structured as follows: In the second chapter the methodology is presented by building up the necessary fundamental knowledge and explaining it step by step. Moreover the thought process is presented in a traceable way. In the third chapter the results obtained by applying our method to the test set of the Lost and Found data set are presented and analyzed. Moreover strengths and weaknesses of the method and the used evaluations are discussed. In the following, a brief consideration of the problem from a safety perspective is given. The work is concluded with a summary of the results and an outlook.

II Methodology

The method of post processing the semantic segmentation is divided into three sub-processes. During the first sub-process the pixelwise entropy of the Softmax-outputs is determined. The entropy can be used as a measure of the uncertainty of a neural network. In the second sub-process the entropy is filtered in order to find dense regions of high uncertainty. These regions are assumed to contain an overlooked object. In the third sub-process the prediction, i.e. the semantic segmentation, is modified using the information obtained in the second sub-process.

II.i Determination of the entropy

At the beginning of the first sub process the Softmax-output of a segmentation-CNN is given for every image of the data set. The Softmax function is given by the following formula.

$$S(z^l_i) = \frac{e^{(z^l_i)}}{\sum_j e^{(z^l_j)}}$$ (1)

Here, $z^l_i$ is the activation of the i-th neuron, of the l-th layer. Applying the Softmax function to the activations of a layer converts these activations into easy-to-read probability-like values. The Softmax function is usually applied to the output layer of a neural network.

In this case, the CNN was trained to distinguish 19 different classes. Consequently, there are 19
softmax probabilities for each pixel of an image. To measure the uncertainty of the CNN for a single pixel, the entropy is calculated.

Entropy is a measure for the average information value of a message and was defined by Claude E. Shannon [Sha48]. In general, the entropy $H$ of a message is calculated as follows.

$$H = - \sum_{z \in Z} p_z \log_2(p_z)$$

(2)

Here, $H_I$ denotes the entropy of a message $I$, which is built from the letters $z$ of the finite alphabet $Z$. $p_z$ denotes the probability of occurrence of the letter $z$.

This formula is adapted to measure the uncertainty of the CNN. As stated before, the CNN was trained to distinguish 19 different classes, which leads to arrays of the size $2048 \times 1024 \times 19$ as the Softmax-output. The entropy is calculated for every individual pixel, using the following formula.

$$H_{\text{pixelwise}} = \frac{- \sum_{i=1}^{19} p_i \log_2(p_i)}{\log_2(19)} = \sum_{i=1}^{19} \frac{p_i \log_2(p_i)}{\log_2(19)}$$

(3)

Here, $H$ denotes the entropy again. More specifically, the normalized entropy, since the value is divided by $\log_2(19)$, leading to values in the range of $[0; 1]$. $p_i$ denotes the Softmax-Output of the i-th class that the CNN was trained on.

An exemplary result of this first sub process can be seen in figure 1. It can be observed that high entropy values occur in the region of the left object near the center of the image.

II.ii Filtering of the entropy

During the next sub-process, the entropy is filtered in order to find dense regions of high uncertainty. To do this, the relevant area of the image is narrowed down first with the goal to obtain the driveable area seen in the image. We propose two different methods to do so.

**Defining the relevant area of the image.** The first method uses a fixed mask to define the relevant area of the image (hereinafter referred to as “fixed restriction”). The fixed mask, that is used to define the relevant area, was determined by “adding up” all objects that can be seen in a pixel over all images in the training portion of the data set. The resulting image is then blurred using `gaussian_filter(sigma = 25)` from the scipy.ndimage.filters library. Afterwards all values below the threshold of $e^{-1}$ are discarded. The pixels whose value exceeds the limit form the mask, that is used to define the relevant area.

The second method to define the relevant area of the image uses an adaptive approach to define the relevant area of the image (hereinafter referred to as adaptive restriction). As the name suggests, the adaptive restriction determines a different relevant area for every image. The approach uses the Softmax output by defining the relevant area as all pixels, that are in the convex hull of pixels, that are labeled as either street or sidewalk. This area is extended by the area of all pixels that have been labelled as terrain. A pixel is considered to be labeled as category X if the corresponding Softmax output is maximal for the pixel. An exemplary result of this method can be seen in figure 2.

Note that both methods have not been optimized yet. The parameters used were determined by randomly testing some of the values and making a decision based on sound judgment.
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Figure 1: The Softmax probabilities that were obtained by inferring the real image (top) visualized in the semantic segmentation (middle) provide the basis for the calculation of the entropy. The values of the entropy are visualized (bottom) from white for $H = 1$ to black for $H = 0$.

Figure 2: Real image (top), semantic segmentation (middle) and adaptive restriction of the relevant area of this image (bottom).

Procedure of the method. After the relevant area has been narrowed down, the entropy in that relevant area is filtered. Here, the following observations on the obtained entropy images are considered:

1. In multiple cases, the neural network seems to be unsure, whether the road area is to be considered as "road" or "sidewalk" resulting in low amounts of entropy in the area. The cause for this uncertainty is most likely, that in several images the road surface is made out of paving stones, which is typically used for sidewalks. To ignore the entropy values resulting from the uncertainty between two classes, the maximum value of entropy, that can occur in this case, is calculated.

$$
\max(H)\|\{2C\} = \sum_{i=1}^{19} \frac{p_i \log_2(p_i)}{\log_2(19)} \approx \sum_{i=1}^{2} \frac{p_i \log_2(p_i)}{\log_2(19)} = \frac{2 \cdot 0.5 \cdot \log_2(0.5)}{\log_2(19)} = 0.2354
$$

Here, $\max(H)\|\{2C\}$ denotes the maximum entropy value under the assumption, that all Softmax outputs except two are approximately zero. In order not to take into account entropy values that occur due to the uncertainty between two classes, a threshold value greater than 0.2354 is applied in the method.

2. Between two semantic segments there is almost always a fine line, at which the output of the neural network transitions from one segments class to the other segments class. This results in a fine line of high entropy values. In order to discard those fine lines of high entropy and instead focus on dense regions of high entropy, a series of image filters is applied in the method.
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Figure 3: Top left) Real image (with the two objects circled in white for enhanced visibility), bottom left) semantic segmentation / Inference, top right) visualization of the entropy, bottom right) modified segmentation (new segments in white for enhanced visibility).

The segmentation was modified and improved in the region of the two objects that were placed on the street. Further segments that were labeled as "USO" can be found in the region of the dumpster on the right side, slightly above the two objects and in the left foreground of the picture. (total of five false-positives).

The method starts with importing the Softmax outputs and calculating the pixelwise entropy. In the following first filtering step all entropy values that are below the threshold of 0.5 or outside of the defined relevant area of the image are discarded. The values are then scaled up to brightness values by multiplying them by 255. Afterwards a gaussian blur is applied using `cv2.GaussianBlur` with a kernel-size of 11 × 11. After that, all pixels with a value greater or equal 90 are set to 255 by applying `cv2.threshold(im, 90, 255, cv2.THRESH_BINARY)`. Thereafter `cv2.erode` is applied with two iterations and `cv2.dilate` is applied with four iterations. The idea for this method of filtering entropy values is taken from [Ros16]. The image filters used are taken from the OpenCV library. As before, all used parameters were determined by randomly testing some values and making a decision based on sound judgment. An optimization of the parameters should be done in the future.

Modifying the segmentation. The remaining entropy segments have their origin in dense fields of high entropy. Therefore they can be used to modify the original segmentation in the third and final sub-process of the method. For this purpose a new 20th class is introduced. All pixels that are filtered out by the method are then labeled with that 20th class that was named ”USO” (for ”unidentified street object”). An exemplary result of the method can be seen in figure 3.

III Results

The evaluations are performed using the `compute_metrics_per_image` function from the MetaSeg-framework by Matthias Rottmann [Rot18]. The function compares two images by scanning all segments of the first image and comparing them to the segments of the second image. The most important
measure, that is taken is the Intersection-over-Union (abbr: IoU), which indicates the ratio of intersection to union. An exemplary application of that function is to scan a Ground Truth image and comparing its segments with the segments of a prediction for the same image. By doing so, the quality of the prediction can be evaluated.

III.i Evaluation of the restriction of the relevant area

To evaluate the two different restriction methods, the number of Ground Truth Objects that are contained in the relevant area to a certain percentage is considered. The results of this evaluation are shown in Table 1.

As stated before, the evaluation of the false-positives shown in Table 2 is only there to provide an indication of the size of the relevant areas. As the values show, the segmentation that was made using the adaptive restriction contains 10170 segments and therefore almost twice as much segments as the segmentation that was made using the fixed restriction, which contains 5210 segments. Note, that there is no difference between the two methods other than the restriction of the relevant area. From the values it can be deduced that the fixed restriction provides a relevant area, that is on average significantly smaller than the relevant area provided by the adaptive restriction. Based on this insight, the adaptive restriction should no longer be considered to be outperforming the fixed restriction. The relevant area of the adaptive restriction contains a greater number of objects, which is at the expense of an averagely larger relevant area and thereby a larger number of false-positives.

III.ii Evaluation of the different Predictions

To evaluate the method, the following three segmentations were evaluated:

- **USO:** This segmentation contains only the unidentified street objects (abbr.: USOs) found using the method described above, i.e. everything that remained after the method was applied to the entropy of the Softmax Outputs (white segments in last image of figure 3). This segmentation is used to test whether objects are actually found by filtering the entropy.

- **NN&USO:** This segmentation contains the USOs as well as everything that has been labeled as non-driveable space in the segmentation, i.e. everything that was not labeled as street, sidewalk or terrain by the neural network. This segmentation is used to evaluate the final result, i.e. the
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<table>
<thead>
<tr>
<th>IoU</th>
<th>$NU_a$</th>
<th>$NU_f$</th>
<th>$N_a$</th>
<th>$N_f$</th>
<th>$U_a$</th>
<th>$U_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 0.0</td>
<td>1238</td>
<td>1144</td>
<td>1235</td>
<td>1142</td>
<td>541</td>
<td>494</td>
</tr>
<tr>
<td>&gt; 0.1</td>
<td>909</td>
<td>724</td>
<td>855</td>
<td>690</td>
<td>410</td>
<td>376</td>
</tr>
<tr>
<td>&gt; 0.2</td>
<td>795</td>
<td>642</td>
<td>738</td>
<td>595</td>
<td>333</td>
<td>304</td>
</tr>
<tr>
<td>&gt; 0.3</td>
<td>698</td>
<td>584</td>
<td>617</td>
<td>518</td>
<td>267</td>
<td>242</td>
</tr>
<tr>
<td>&gt; 0.4</td>
<td>609</td>
<td>525</td>
<td>523</td>
<td>442</td>
<td>197</td>
<td>176</td>
</tr>
<tr>
<td>&gt; 0.5</td>
<td>526</td>
<td>464</td>
<td>431</td>
<td>375</td>
<td>131</td>
<td>119</td>
</tr>
<tr>
<td>&gt; 0.6</td>
<td>419</td>
<td>370</td>
<td>325</td>
<td>283</td>
<td>69</td>
<td>65</td>
</tr>
<tr>
<td>&gt; 0.7</td>
<td>285</td>
<td>256</td>
<td>226</td>
<td>195</td>
<td>35</td>
<td>34</td>
</tr>
<tr>
<td>&gt; 0.8</td>
<td>156</td>
<td>139</td>
<td>113</td>
<td>97</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>&gt; 0.9</td>
<td>16</td>
<td>16</td>
<td>8</td>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Number of Ground Truth objects that fulfill the condition in the column on the left. Note that the designations for the different predictions had to be further abbreviated in order to fit the table. NN&USO → NU; NN → N; USO → U.

Figure 4: A recognized but unidentified object before (left) and after (right) the method was applied.

modified segmentation, and contains all objects that were recognized by the neural network and the proposed method.

- **NN**: This segmentation contains everything, that was labeled as non-driveable space in the inference of the neural network. This segmentation serves as a baseline for the aforementioned modified segmentation and contains all objects that were recognized (but not necessarily identified, see [III.iii]) by the neural network.

Each of these segmentations can be made with either method to restrict the relevant area, which were explained earlier (fixed relevant area will be denoted with by $f$; adaptive relevant area will be denoted by $a$), leading to a total of six different segmentations that are evaluated in this section.

For the evaluation, the ground truth objects were scanned for intersections with the segmentations. The results of the evaluation are shown in table 3.

As can be seen in the table, the original objective of the work was only partially achieved. The number of ground-truth objects that intersect with the segmentation was increased from 1235 ($N_a$, baseline) to 1238 ($NU_a$, modified segmentation) for the adaptive restriction, and from 1142 ($N_f$) to 1144 ($NU_f$) for the fixed restriction. This means that only three respectively two objects that were previously undetected were detected by the application of our method. However, the quality of the prediction was significantly improved. Depending on the condition, the improvement on the number of objects ranges from 6.3% (from 855 to 909 objects at 'IoU > 0.1') to 22.0% (from 431 to 526 objects at 'IoU > 0.5') to 34.5% (from 113 to 156 objects at 'IoU > 0.8') up to 100% (from 8 to 16 objects at 'IoU > 0.9') when using the adaptive restriction. For the fixed restriction the number of objects was increased, too. The improvement on the number of objects ranges from 4.9% (from 690 to 724 objects at 'IoU > 0.1') to 23.7% (from 375 to 464 objects at 'IoU > 0.5') up to 100% (from 8 to 16 objects at 'IoU > 0.9'). The relatively low numbers of intersections with the segmentations $U_a$ and $U_f$ indicate, that many of the 1864 objects were recognized and identified by the neural network in good quality. This is why the entropy in the region of those objects was low and thus, no USO-segment was added.
III.iii  Further observations

A phenomenon that emerged was, that objects were recognized but not identified by the neural network. This resulted in a potpourri of different classes that pixels of the object were labeled with. In almost all cases of that happening, the entropy was very high in the region of the object. This resulted in a clean detection of the object by our method, which then resulted in a single segment showing the object in the modified prediction. This kind of improvement of the prediction doesn’t show in the evaluations, since even though there’s a potpourri of classes in the region of the object, the object is recognized and therefore treated as a single segment during the evaluations. An example for the described phenomenon is shown in figure 4.

IV  Consideration from a safety perspective

From a safety perspective, the overlooking of objects during semantic segmentation represents a decisive threat to the functional safety of autonomous vehicle control. Our method represents a procedure to improve the quality of a semantic segmentation and does therefore contribute to the functional safety. However, there is currently no standard that defines the functional safety for autonomous driving. Standards to ensure functional safety in the automotive sector are usually given by ISO 26262. However, these standards cannot be applied to autonomously driving vehicles, since, for example, lots of the measures used to rate a hazard in the ISO 26262 evaluate the controllability of a situation by the driver.

A standard which defines requirements and methods for the validation of artificial intelligence for autonomous driving is therefore urgently needed to ensure the safe and responsible usage of artificial intelligence for autonomous driving. Furthermore, a relevance rating of false-positives is needed, which extends the outdated and primitive counting of false-positives to a more informative metric.

V  Conclusion and outlook

We presented a method that can improve the quality of a semantic segmentation by calculating and filtering the entropy of the Softmax-outputs of a segmentation-CNN. As part of the method, two different methods to restrict the relevant area of the processed images were presented. Both methods have both advantages and disadvantages compared to the other method.

By applying the presented method on the Lost and Found data set, the original objectives could only be partially achieved. Only few previously undetected objects were detected by our method. However, the quality of the prediction could be significantly improved.

For the future, an optimization of the method by adjusting the used parameters is planned. Moreover, more precise metrics shall be sought in order to make the method more comparable to similar methods. Beyond that, the application of the method to other data sets will be performed. Here, we will strive to find a more completely labeled data set in order to be able to examine and evaluate our method in a more profound way.
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Entropy Maximization and Meta Classification for Out-of-Distribution Detection in Semantic Segmentation

Robin Chan, Matthias Rottmann and Hanno Gottschalk
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Abstract. Deep neural networks (DNNs) for the semantic segmentation of images are usually trained to operate on a predefined closed set of object classes. This is in contrast to the “open world” setting where DNNs are envisioned to be deployed to. From a functional safety point of view, the ability to detect so-called “out-of-distribution” (OoD) samples, i.e., objects outside of a DNN’s semantic space, is crucial for many applications such as automated driving. A natural baseline approach to OoD detection is to threshold on the pixel-wise softmax entropy. We present a two-step procedure that significantly improves that approach. Firstly, we utilize samples from the COCO dataset as OoD proxy and introduce a second training objective to maximize the softmax entropy on these samples. Starting from pretrained semantic segmentation networks we re-train a number of DNNs on different in-distribution datasets and consistently observe improved OoD detection performance when evaluating on completely disjoint OoD datasets. Secondly, we perform a transparent post-processing step to discard false positive OoD samples by so-called “meta classification.” To this end, we apply linear models to a set of hand-crafted metrics derived from the DNN’s softmax probabilities. In our experiments we consistently observe a clear additional gain in OoD detection performance, cutting down the number of detection errors by 52% when comparing the best baseline with our results. We achieve this improvement sacrificing only marginally in original segmentation performance. Therefore, our method contributes to safer DNNs with more reliable overall system performance.

I Introduction

In recent years spectacular advances in the computer vision task semantic segmentation have been achieved by deep learning [Zhu19; Wan20]. Deep convolutional neural networks (CNNs) are envisioned to be deployed to real world applications, where they are likely to be exposed to data that is substantially different from the model’s training data. We consider data samples that are not included in the set of a model’s semantic space as out-of-distribution (OoD) samples. State-of-the-art neural networks for semantic segmentation, however, are trained to recognize a predefined closed set of object classes [Lin14; Cor16], e.g., for the usage in environment perception systems of autonomous vehicles [Jan20]. In open world settings there are countless possibly occurring objects. Defining additional classes requires a large amount of annotated data (cf. [Zla18; Col21]) and may even lead to performance drops [Den10]. One natural approach is to introduce a none-of-the-known output for objects not belonging to any of the predefined classes [Zha17a]. In other words, one uses a set of object classes that is sufficient for most scenarios and treats OoD objects by enforcing an alternative model output for such samples. From a functional safety point of view, it is a crucial but missing prerequisite that neural networks are capable of reliably indicating when they are operating out of their proper domain, i.e., detecting OoD objects, in order to initiate a fallback policy.

As images from everyday scenes usually contain many different objects, of which only some could be out-of-distribution, knowing the location where the OoD object occurs is desired for practical application. Therefore, we address the problem of detecting anomalous regions in an image, which is the case if an OoD object is present (see Figure 1) and which is a research area of high interest [Pin16; Bhu19; Hen19b; Lis19]. This so-called anomaly segmentation [Ban18; Hen19b] can be pursued, for
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Figure 1: Comparison of segmentation mask and softmax entropy before our OoD training (top row) and after (bottom row). While there are minor differences in the segmentation masks, the annotated unknown object (marked with green contours) becomes clearly recognizable in the entropy heatmap due to our OoD training. In the heatmap high values are red.

instance, by incorporating sophisticated uncertainty estimates [Gal16; Ata19] or by adding an extra class to the model’s learnable set of classes [Zha17a].

In this work, we detect OoD objects in semantic segmentation with a different approach which is composed of two steps: As first step, we re-train the segmentation CNN to predict class labels with low confidence scores on OoD inputs, by enforcing the model to output high prediction uncertainty. In order to quantify uncertainty, we compute the softmax entropy which is maximized when a model outputs uniform probability scores over all classes [Lee18b]. By deliberately including annotated OoD objects as known unknowns into the re-training process and employing a modified multi-objective loss function, we observe that the segmentation CNN generalizes learnt uncertainty to unseen OoD samples (unknown unknowns) without significantly sacrificing in original performance on the primary task, see Figure 1.

The initial model for semantic segmentation is trained on the Cityscapes data [Cor16]. As proxy for OoD samples we randomly pick images from the COCO dataset [Lin14] excluding the ones with instances that are also available in Cityscapes, cf. [Hei19; Hen19a; Mei20] for a related approach in image classification. We evaluate the pixel-wise OoD detection performance via entropy thresholding for OoD samples from the LostAndFound [Pin16] and Fishyscapes [Blu19] dataset, respectively. Both datasets share the same setup as Cityscapes but include OoD objects.

The second step incorporates a meta classifier flagging incorrect class predictions at segment level, similar as proposed in [Rot19; Maa20; Rot20] for the detection of false positive instances in semantic segmentation. After increasing the sensitivity towards predicting OoD objects, we aim at removing false predictions which are produced due to the preceding entropy boost (cf. [Cha20b]). The removal
of false positive OoD object predictions is based on aggregated dispersion measures and geometry features within segments (connected components of pixels), with all information derived solely from the CNN’s softmax output. As meta classifier we employ a simple linear model which allows us to track and understand the impact of each metric.

To sum up our contributions, we are the first to successfully modify the training of segmentation CNNs to make them much more efficient at detecting OoD samples in LostAndFound and Fishyscapes. Re-training the CNNs with a specific choice of OoD images from COCO [Lin14] clearly outperforms the natural baseline approach of plain softmax entropy thresholding [Hen17] as well as many state-of-the-art approaches from image classification. In addition, we are the first to demonstrate that entropy based OoD object predictions in semantic segmentation can be meta classified reliably, i.e., classified whether one considered OoD prediction is true positive or false positive without having access to the ground truth. For this meta task we employ simple logistic regression. Combining entropy maximization and meta classification therefore is an efficient and yet lightweight method, which is particularly suitable as an integrated monitoring system of safety-critical real world applications based on deep learning.

II Related Work

Methods from prior works have already proven their efficiency in identifying OoD inputs for image data. The proposed methods are either modifications of the training procedure [Lee18b; Lia18; Hei19; Hen19a; Mei20] or post-processing techniques adjusting the estimated confidence [Hen17; DeV18; Lee18b]. However, most of these works treat entire images as OoD.

When considering the semantic space to be fixed, one possible approach to anomaly segmentation, which we also pursue here, is to estimate uncertainty of CNNs. Early approaches to uncertainty estimation involve Bayesian neural networks (BNNs) yielding posterior distributions over the model’s weight parameters [Mac92; Nea12]. In practice, approximations such as Monte-Carlo dropout [Gal16] or stochastic batch normalization [Ata19] are mainly used due to cheaper computational costs. Frameworks using dropout for uncertainty estimation applied to semantic segmentation have been developed in [Bad17; Ken17]. Other approaches to model uncertainty consist of using an ensemble of neural networks [Lak17], which captures model uncertainty by averaging predictions over multiple models, and density estimation [Cho18; Blu19; Nal19; Ren19] via estimating the likelihood of samples with respect to the training distribution. Methods for OoD detection in semantic segmentation based on classification uncertainty and processing only monocular images have been analyzed in [Iso17; Ang19; Brü20; Jou20; Meh20; Obe20].

Using BNNs for estimating uncertainty in deep neural networks is associated with prohibitive computational costs. Uncertainty estimates that are generated by multiple models or by multiple forward passes are still computationally expensive compared to single inference based ones. In our approach, we unite semantic segmentation and OoD detection in one model without any modifications of the underlying CNN’s architecture. Therefore, our re-training approach can be even combined with existing OoD detection techniques and potentially enhance their efficiency.

Works with similar training approaches as ours use a different OoD proxy and are presented in [Blu19; Jou20]. They train neural networks on the unlabeled objects in Cityscapes as OoD approximation. However, in our experiments we observe that the unlabeled data in Cityscapes lacks in diversity and therefore tends to be too dataset specific. With respect to other OoD datasets, such as LostAndFound and Fishyscapes, on which we perform our experiments, we observe that these mentioned methods fail to generalize. Furthermore, in contrast to those works we incorporate a post-processing step that significantly improves the OoD detection performance.
Another line of work detects OoD samples in semantic segmentation by incorporating autoencoders \cite{Cre15, Bau18, Aklc19, Lis19}. Training such a model only on specific samples from a closed set of classes, it is assumed that the autoencoder model performs less accurately when fed with samples from never-seen-before classes. The identification of an OoD input then relies on the reconstruction quality. In this way, no OoD data is required, except for further adjusting the sensitivity of the method.

Autoencoders are in fact deep neural networks themselves and usually do not include a segmentation model. For the goal of safe real-time semantic segmentation, e.g., necessary for automated driving \cite{Jan20}, more lightweight approaches are favorable. We avoid incorporating deep auxiliary models at all and only employ a lightweight linear model instead. Usually the more complex a model, the greater the lack of interpretability. As monitoring systems are supposed to make deep learning models safer, one seeks for simpler and thereby more explainable approaches. We post-process our entropy boosted semantic segmentation CNN output via logistic regression whose computational overhead is negligible. This linear model is transparent as it allows us to analyze the impact of each single feature fed into the model and it demonstrates in our experiments to efficiently reduce the number of OoD detection errors.

III Entropy based OoD Detection

In this section, we present our training method to improve the detection of OoD pixels in semantic segmentation via spatial entropy heatmapping.

III.i Training for high Entropy on OoD Samples

Let \( f(x) \in (0, 1)^q \) denote the softmax probabilities after processing the input image \( x \in \mathcal{X} \) with some deep learning model \( f : \mathcal{X} \to (0, 1)^q \) and let \( q = |\mathcal{C}| \in \mathbb{N} \) denote the number of classes. For the sake of brevity, we omit the consideration of image pixels in this section. We compute the softmax entropy via

\[
E(f(x)) = - \sum_{j \in \mathcal{C}} f_j(x) \log(f_j(x)) .
\]

By \((x, y(x)) \sim \mathcal{D}_\text{in}\) we denote an “in-distribution” example with \( y(x) \in \mathcal{C} \) being the ground truth class label of input \( x \), and by \( x' \sim \mathcal{D}_\text{out} \) we denote an “out-distribution” example for which no ground truth label is given. We aim at minimizing the overall objective

\[
L := (1 - \lambda) \mathbb{E}_{(x, y) \sim \mathcal{D}_\text{in}} [\ell_{\text{in}}(f(x), y(x))] + \lambda \mathbb{E}_{x' \sim \mathcal{D}_\text{out}} [\ell_{\text{out}}(f(x'))] , \lambda \in [0, 1]
\]

where

\[
\ell_{\text{in}}(f(x), y(x)) := - \sum_{j \in \mathcal{C}} \mathbbm{1}_{j = y(x)} \log(f_j(x)) \quad \text{and}
\]

\[
\ell_{\text{out}}(f(x')) := - \sum_{j \in \mathcal{C}} \frac{1}{q} \log(f_j(x'))
\]

with the indicator function \( \mathbbm{1}_{j = y(x)} \in \{0, 1\} \) being equal to one if \( j = y(x) \) and zero else. In other words, for in-distribution samples we apply the commonly used empirical cross entropy loss, i.e., the negative log-likelihood of the target class. For out-distribution samples, we consider the negative log-likelihood averaged over all classes.

By that choice of out-distribution loss function, minimizing \( \ell_{\text{out}}(f(x')) \) is equivalent to maximizing the softmax entropy \( E(f(x)) \), see Equation [1]. Since the softmax definition implies \( f_j(x) \in (0, 1) \) and
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In order to control the impact of each single objective on the overall objective $L$, the convex combination between expected in-distribution loss and expected out-distribution loss is included, which can be adjusted by varying the parameter $\lambda$, see Equation (2).

III.ii OoD Object Prediction in Semantic Segmentation via Entropy Thresholding

The softmax probabilities output of CNNs for semantic segmentation $f(x) \in (0,1)^{|Z| \times 3}, x \in X \subseteq [0,1]|Z|\times 3$ can be viewed as pixel-wise probability distributions that express how likely each potential class affiliation $j = 1, \ldots, q$ at a given pixel $z \in Z$ is, according to the model $f$. Let $f^z(x) \in (0,1)^q$ denote the softmax output at pixel location $z$ which we implicitly considered throughout the previous section. In semantic segmentation one minimizes the averaged pixel-wise classification loss over the image, cf. Equation (2) For the sake of simplicity, we consider the normalized entropy $\bar{E}(f^z(x))$ at pixel location $z$ in the following, that is $E(f^z(x))$ divided by $\log(q)$. One pixel is then assumed to be out-of-distribution (OoD) if the normalized entropy $\bar{E}(f^z(x))$ at that pixel location $z$ is greater than a threshold $t \in [0,1]$, i.e., $z$ is predicted to be OoD if

$$z \in \hat{Z}_{out}(x) := \{z' \in Z : \bar{E}(f^{z'}(x)) \geq t\} \; .$$

A connected component $k \in \hat{K}(x) \subseteq \mathcal{P}(\hat{Z}_{out}(x))$ (the latter being the power set of $\hat{Z}_{out}(x)$) consisting of neighboring pixels fulfilling the condition in Equation (5) gives us an OoD segment / object prediction. An illustration can be viewed in Figure 2. Obviously, the better an in-distribution pixel can be separated from an out-distribution pixel by means of the entropy, the more accurate the OoD object prediction will be.

***

Figure 2: Comparison of softmax entropy heatmap and OoD prediction mask with our OoD training (bottom row) and without (top row). The green contours in the entropy heatmaps mark the annotation of the OoD object. The OoD object prediction is obtained by simply thresholding on the entropy heatmap (in this example at $t = 0.7$ yielding the red pixels in the OoD prediction masks).
IV Meta Classifier in Semantic Segmentation

By training the segmentation CNN to output uniform confidence scores as presented in Section III, we increase the sensitivity towards predicting OoD objects, aiming for an “entropy boost” on OoD samples. However, it is not guaranteed that only OoD samples have a high entropy. Therefore, detecting OoD samples via entropy boosting potentially comes along with a considerable number of false OoD predictions, resulting in an unfavorable trade-off.

In this context, we consider one entire OoD object prediction, cf. Section III.ii, as true positive if its intersection over union (IoU, \[\text{Eve15}\]) with a ground truth OoD object is greater than zero. More formally, let \(Z_{\text{out}}(x)\) be the set of pixel locations in \(x\) which are labeled OoD according to ground truth. Then \(k \in \mathcal{K}(x)\) is true positive (TP) if

\[
\text{IoU}(k, Z_{\text{out}}(x)) > 0 \iff \exists \ z \in k : \bar{E}(f^*(x)) \geq t \land z \in Z_{\text{out}}(x).
\]  

(6)

One could also set a higher threshold on the IoU score, however in this work we treat every single pixel as a potential road hazard as this results in the least possible amount of overlooked OoD objects.

In [Cha20b] it has been demonstrated that false-positives due to increased prediction sensitivity can be removed based on a meta classifier’s decision, achieving improved trade-offs between error rates. This meta classifier is essentially a binary classification model added on top of a segmentation CNN [Rot19; Maa20; Rot20]. We construct hand-crafted metrics per connected component of pixels by aggregating different pixel-wise uncertainty measures derived from the softmax probabilities, one of which is the entropy. The entropy metric has proven to be highly correlated to the segment-wise IoU and therefore contributes greatly to the meta classifier’s performance, cf. [Rot20]. Therefore, we expect the learned entropy maximization on OoD objects to improve the meta classification performance. In contrast to existing approaches, that consider neighboring pixels sharing the same class label as segment, we generate metrics for segments above the given entropy threshold \(t\) to adapt meta classification to OoD detection. Moreover, we additionally consider the variances within segments when aggregating pixel-wise measures instead of the means only.

Given the softmax output, further pixel-wise measures we integrate into the meta classifier are the variation ratio

\[
V(f(x)) = 1 - f_{\hat{c}}(x), \hat{c} = \arg\max_{j \in C} f_j(x) \quad \text{and} \quad M(f(x)) = V(f(x)) + \max_{j \in C \setminus \{\hat{c}\}} f_j(x).
\]

Moreover, we also consider geometry features, such as the segment’s size or its ratio between interior and boundary [Rot20]. These metrics serve as inputs for the meta model that classifies into true positive and false positive (FP) OoD object prediction, i.e., classifying \(k \in \mathcal{K}(x)\) into the sets

\[
C_{TP} := \{k' \in \mathcal{K}(x) : \text{IoU}(k', Z_{\text{out}}(x)) > 0\} \quad \text{and} \quad C_{FP} := \{k' \in \mathcal{K}(x) : \text{IoU}(k', Z_{\text{out}}(x)) = 0\}.
\]

(7)

The outlined hand-crafted metrics form a structured dataset of features where the rows correspond to predicted segments and the columns to metrics.

V Setup of Experiments

We consider the semantic segmentation of the Cityscapes data [Cor16] as original task, i.e., we consider Cityscapes as in-distribution \(\mathcal{D}_{\text{in}}\). The training split consists of 2,975 pixel-annotated urban street scene images. As original model, we use the state-of-the-art semantic segmentation DeepLabv3+ model with a WideResNet38 backbone trained by Nvidia [Zhu19]. This model is initialized with publicly available weights and serves as our baseline model. For testing, we evaluate the OoD detection performance on two datasets comprising street scene images and unexpected objects. We consider
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**Figure 3:** Relative number of pixels per supercategory in the COCO OoD proxy. In every epoch during OoD training 297 out of 46,751 images in total are randomly included.

**Figure 4:** Relative pixel frequencies of (a) LostAndFound and (b) Fishyscapes OoD pixels, respectively. The density at different entropy values is displayed for the baseline model, i.e., before OoD training, and after OoD training.

images from the LostAndFound test split [Pin16], containing 1,203 images with annotations of road and small obstacles in front of the (ego-)car, and Fishyscapes Validation [Blu19], containing 30 images with annotated anomalous objects extracted from Pascal VOC [Eve15] which are then overlayed in Cityscapes images. Both datasets share the same setup as Cityscapes but include some unknown road objects.

In order to perform the OoD training as proposed in Section III.i, we approximate the out-distribution via images from the COCO [Lin14] dataset. This dataset contains images of objects captured in everyday scenes. Besides, we only consider COCO images with instances that are not included in Cityscapes (no persons, no cars, no traffic lights, etc.) and images that have a minimum height and width of at least 480 pixels. After filtering, there remain 46,751 images serving as our proxy for $D_{out}$. The pixel frequencies per class is visualized in Figure 3. We emphasize that none of the OoD objects in the test data have been seen during our OoD training since we use disjoint datasets for training and testing, that are originally also designed for completely different applications. The used OoD proxy is a mixture of true unknown unknowns (pylon, bloated plastic bag, styrofoam, etc.) as well as known unknowns in terms of visual similarities (e.g., dogs are available in the test data and share some visual features of cats which are available in the OoD proxy). Employing this COCO subset as approximation of $D_{out}$ is motivated by works on OoD detection [Hen19a; Mei20] where 80 million tiny images [Tor08] serve as proxy for all possible images.

We finetune the DeepLabv3+ model with loss functions according to Equation (3) and Equation (4). As training data we randomly sample 297 images from our COCO subset per epoch and mix them into all 2,975 Cityscapes training images (1:10 ratio of out-distribution to in-distribution images). We train the model’s weight parameters on random squared crops of height / width of 480 pixels for 4 epochs in total and set the (out-distribution) loss weight $\lambda = 0.9$, see Equation (2). As optimizer we use Adam [Kin15] with a learning rate of $10^{-5}$.

VI Pixel-wise Evaluation

Based on the softmax probabilities, we compute the normalized entropy $\bar{E}$ for all pixels in the respective test dataset. This gives us per-pixel anomaly / OoD scores which we compare with the ground truth anomaly segmentation. For the sake of clarity, in this section we refer to in-distribution pixels as *samples of the negative class* and to out-distribution pixels as *samples of the positive class*. 
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Figure 5: Detection ability of LostAndFound (a) and Fishyscapes (b) OoD pixels, respectively, evaluated by means of receiver operating characteristic curve (a & b left) and precision recall curve (a & b right). The red lines indicate the performance according to random guessing, i.e., in the PR curves the red line indicate the fraction of OoD pixels.

VI.i Separability by means of Area Under Curve

On basis of the violin plots in Figure 4, one already notices the beneficial effect of our OoD training over the baseline in separating in-distribution and out-distribution pixels as large masses of the distributions corresponding to the respective classes can be well separated for a larger range of entropy thresholds. This effect can be further quantified with the aid of receiver operating characteristic (ROC) curves and precision recall (PR) curves. The area under the curve (AUC) then represents the degree of separability. The higher the AUC, the better the separability. In addition to the baseline, we include further scores of standard OoD detection methods. Namely these are: MSP [Hen17], MC dropout [Gal16], ODIN [Lia18] and Mahalanobis distance [Lee18a].

By comparing the ROC curves for LostAndFound (Figure 5 (a) left), we observe that there is a performance gain over the baseline model when OoD training is applied. The baseline curve indicates that the corresponding model has a lower true positive rate across various fixed false positive rates, i.e., our model after OoD training assigns higher uncertainty / entropy values to OoD samples which is beneficial for OoD detection. Furthermore, also with respect to all other tested methods, entropy thresholding after OoD training shows the best degree of separability measured by the AUC of ROC curves (AUROC) with a score of 0.98. We observe the same effects for Fishyscapes (Figure 5 (b) left). From the Fishyscapes violins, the discrimination performance after OoD training seems already close to perfect. This is confirmed by the AUROC of 0.99, again outperforming all other tested methods.

As the AUROC essentially measures the overlap of distributions corresponding to negative and positive samples, this score does not place more emphasis on one class over the other in case of class imbalance. As there is a considerably strong class imbalance in LostAndFound and Fishyscapes (0.7% and 1.3% OoD pixels), respectively, we also consider the PR curves, see Figure 5 (a) & (b) right. Thus, true negatives are ignored and the emphasis shifts to the detection of the positive class (OoD samples). Now the AUC of PR curves (AUPRC) serves as measure of separability. For LostAndFound as well as for Fishyscapes OoD pixels, the model after OoD training is superior not only over the baseline model but also any other tested method in terms of precision when we fix recall to any score. The AUPRC quantifies this performance gain and further clarifies the improved capability at detecting OoD pixels. Regarding LostAndFound, the OoD training increases the AUPRC over the baseline by 0.30 up to a score of 0.76. Regarding Fishyscapes, the performance gain is even more significant. We raise the AUC from 0.28 up to 0.81. We conclude that, measured by AUROC and AUPRC, our OoD training is highly beneficial for detecting OoD samples.
Moreover, we conducted the same experiments as for the DeepLabv3+ model [Zhu19] also for the weaker DualGCNNet [Zha19] which is re-trained with λ = 0.25 for 11 epochs in total. We report all benchmark scores of all tested methods in Table 1. Besides AUPRC, we also provide the false positive rates at 95% true positive rate (FPR95) and the mean intersection over union (mIoU) for the semantic segmentation of the Cityscapes validation set. For further comparison, we additionally included scores of methods based on an auto-encoder [Lis19] and on density estimation [Blu19].

<table>
<thead>
<tr>
<th>Network architecture and OoD score</th>
<th>LostAndFound Test</th>
<th>Cityscapes Val.</th>
<th>FPR95 ↓</th>
<th>AUPRC ↑</th>
<th>mIoU ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DualGCN [Zha19] + Entropy</td>
<td>0.30 0.36</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours: DualGCN + OoD T. + Entropy</td>
<td>0.12 0.51</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSPNet [Zha17b] + Image Resynthesis [Lis19]</td>
<td>N/A 0.41</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepV3W + Max Softmax [Hen17]</td>
<td>0.32 0.27</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepV3W + ODIN [Lia18]</td>
<td>0.45 0.46</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepV3W + MC Dropout [Gal16]</td>
<td>0.21 0.55</td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepV3W + Mahalanobis [Lee18a]</td>
<td>0.27 0.48</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline: DeepV3W [Zhu19] + Entropy</td>
<td>0.35 0.46</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours: DeepV3W + OoD T. + Entropy</td>
<td>0.09 0.76</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results for LostAndFound and Fishyscapes.

VI.ii Original Task Performance

In order to monitor whether the baseline model does not unlearn its original task due to OoD training, we evaluate the model’s performance on in-distribution data with OoD predictions at different entropy thresholds. The original task is the semantic segmentation of the Cityscapes images and we evaluate by means of the most commonly used performance metric mean Intersection over Union (mIoU, [Eve15]). Additionally to the Cityscapes class predictions, that is obtained via the standard maximum a posteriori (MAP) decision principle [Moh12; Cha20a], we consider an extra OoD class prediction if the softmax entropy is above the given threshold $t$. We compute the mIoU for the Cityscapes validation dataset, but average only over the 19 Cityscapes class IoUs.

The state-of-the-art DeepLabv3+ model [Zhu19], which serves as our baseline throughout our experiments, achieves an mIoU score of 0.90 on the Cityscapes validation dataset without OoD predictions (implying $t = 1.0$). By re-training the CNN with entropy maximization on OoD inputs, we observe improved OoD-AUPRC scores. This gain at detecting OoD samples comes with a marginal drop in Cityscapes validation mIoU down to 0.89. These two mIoU scores remain nearly constant (deviations less than 1 percent point) for the thresholds $t = 0.3, \ldots, 1.0$. In general, the lower the entropy threshold, the more pixels are predicted to be OoD. For $t = 0.2$ this results in a noticeable performance decrease, 0.05 for the baseline model and 0.03 for the re-trained model, respectively. As displayed in Figure 6 further lowering the threshold leads to an even more significant sacrifice of original performance. Consequently, we consider in the following entropy thresholds of at least $t = 0.3$ since the performance loss seems acceptable, especially in view of a substantially improved OoD detection capability.

1At the time of writing, our method ranked 2nd best in public benchmark results: https://fishyscapes.com/results
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Figure 6: Mean intersection over union (mIoU) for the Cityscapes validation split with OoD predictions at entropy thresholds $t$. The dashed red line indicates the performance loss considered to be “acceptable” (1 percent point).

Figure 7: Least angle regression for the meta classifier with OoD training and an entropy threshold of $t = 0.3$. The 12 features becoming active first are displayed. The suffixes int and bd refer to the restriction of a metric on the segment’s interior and boundary, respectively.

VII Segment-wise Evaluation

In this section we evaluate the meta classification performance on LostAndFound. The main metrics for the segment-wise evaluation are the numbers of FPs and FNs with respect to an OoD object prediction, cf. Equation (6). The $F_1$-score $F_1 = 2TP/(2TP + FP + FN) \in [0,1]$ summarizes the error rates into an overall score. As the removal of FP OoD predictions should not come at cost of a significant loss in original performance, we additionally consider the miss rate of road pixels:

$$\varepsilon := 1 - \frac{1}{\beta} \sum_{x \in \mathcal{X}} \frac{|\hat{Z}_{\text{in}}(x) \cap \mathcal{Z}_{\text{int}}(x)|}{|\mathcal{Z}_{\text{int}}(x)|}$$

with pixel locations predicted to be in-distribution in $\hat{Z}_{\text{in}}$ and annotated as in-distribution in $\mathcal{Z}_{\text{int}}$. The road miss rate $\varepsilon$ measures the fraction of actual road pixels in the whole dataset which are incorrectly identified.

We compute per-segment metrics as outlined in Section IV for OoD object predictions in the LostAndFound test set and feed them through meta classification models, which are simple logistic regressions throughout our experiments. The segments are then leave-one-out cross validated whether they are TP or FP, see Equation (7). Via least angle regression we analyze the metrics having the most impact on the meta classification. The analysis shows that after OoD training the entropy metric $E(f(x))$ has the most impact, see e.g. Figure 7 for $t = 0.3$.

In general, the higher the entropy threshold, the less OoD objects are predicted and consequently less data is fed through the linear models. This explains the observation that meta classifiers identify FPs more reliably the lower $t$. Due to our OoD training, the meta classifiers demonstrate to be more effective, being most superior when $t = 0.7$. In our experiments, OoD training in combination with meta classification at $t = 0.3$ turns out to be the best OoD detection approach achieving the best result with only 598 errors in total and $F_1 = 0.82$ while having a road miss rate of marginally 0.06%, see also Figure 8. Compared to the best baseline at $t = 0.6$ with $F_1 = 0.69$, we decrease the number of total errors by 52% from 1,242 down to 598. More safety-relevantly, at the same time we significantly reduce the number of overlooked OoD objects by 70% from 1,084 down to 308.

The numbers of detection errors, $F_1$ scores and road miss rates $\varepsilon$ at different entropy thresholds $t$ are summarized in Table 2. The FP OoD removal efficiency is given in Table 3.
6.6. Entropy Maximization and Meta Classification for Out-of-Distribution Detection

<table>
<thead>
<tr>
<th>Entropy Threshold</th>
<th>Baseline + Meta Classifier</th>
<th>OoD Training + Meta Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \geq t$</td>
<td>$FP \downarrow FN \downarrow F_1 \uparrow \epsilon$ in % $</td>
<td>$ $FP \downarrow FN \downarrow F_1 \uparrow \epsilon$ in % $</td>
</tr>
<tr>
<td>$t = 0.10$</td>
<td>33,584 77 0.09 7.60</td>
<td>386 314 0.90 3.24</td>
</tr>
<tr>
<td>$t = 0.20$</td>
<td>19,456 136 0.13 2.48</td>
<td>454 307 0.98 3.93</td>
</tr>
<tr>
<td>$t = 0.30$</td>
<td>7,349 218 0.28 0.38</td>
<td>412 302 0.79 0.09</td>
</tr>
<tr>
<td>$t = 0.40$</td>
<td>3,214 377 0.42 0.08</td>
<td>280 435 0.77 0.03</td>
</tr>
<tr>
<td>$t = 0.50$</td>
<td>809 662 0.58 0.01</td>
<td>94 686 0.71 $&lt; 0.01$</td>
</tr>
<tr>
<td>$t = 0.60$</td>
<td>158 1,084 0.69 $&lt; 0.01$</td>
<td>26 1,093 0.50 $&lt; 0.01$</td>
</tr>
<tr>
<td>$t = 0.70$</td>
<td>10 1,511 0.16 $&lt; 0.01$</td>
<td>3 1,512 0.16 $&lt; 0.01$</td>
</tr>
</tbody>
</table>

Table 2: Detection errors for LostAndFound OoD objects at different entropy thresholds $t$. We consider the road miss rate $\epsilon$, see Equation (8), as further measure of loss in original performance (for Cityscapes mIoU, see Figure 6). Below the horizontal line, i.e., $t \geq 0.3$, we consider the loss in original performance to be acceptable, see Section VI.A for further details.

![Detection errors of LostAndFound OoD objects](image)

Figure 8: Detection errors of LostAndFound OoD objects. In this plot, the number of errors when $t = 0.7, \ldots, 0.3$ are displayed (when in the axes’ range). The pie-chart markers indicate the road miss rate $\epsilon$, being entirely red if $\epsilon \geq 0.001$, cf. also Table 2.

<table>
<thead>
<tr>
<th>Entropy Threshold</th>
<th>Base + MSP ROC</th>
<th>Base + Meta ROC</th>
<th>OoD Training ROC</th>
<th>OoD Training + Meta ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0.10$</td>
<td>0.850 0.981</td>
<td>0.989 0.999</td>
<td>0.9915 0.999</td>
<td></td>
</tr>
<tr>
<td>$t = 0.20$</td>
<td>0.647 0.911</td>
<td>0.985 0.998</td>
<td>0.9988 0.998</td>
<td></td>
</tr>
<tr>
<td>$t = 0.30$</td>
<td>0.533 0.737</td>
<td>0.974 0.988</td>
<td>0.984 0.995</td>
<td></td>
</tr>
<tr>
<td>$t = 0.40$</td>
<td>0.384 0.467</td>
<td>0.971 0.974</td>
<td>0.980 0.980</td>
<td></td>
</tr>
<tr>
<td>$t = 0.50$</td>
<td>0.417 0.228</td>
<td>0.962 0.921</td>
<td>0.966 0.953</td>
<td></td>
</tr>
<tr>
<td>$t = 0.60$</td>
<td>0.490 0.122</td>
<td>0.929 0.725</td>
<td>0.951 0.840</td>
<td></td>
</tr>
<tr>
<td>$t = 0.70$</td>
<td>0.593 0.133</td>
<td>0.914 0.528</td>
<td>0.944 0.718</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Meta classification performance on LostAndFound measured by area under curve. As comparison to the meta classifier, we include the detection of OoD prediction errors via the maximum softmax probability (MSP, [Hen17]).

VIII Conclusion & Outlook

In this work, we presented a novel re-training approach for deep neural networks that unites improved OoD detection capability and state-of-the-art semantic segmentation in one model. Up to now, only a small number of prior works exist for anomaly segmentation on LostAndFound and Fishyscapes, respectively. We demonstrate that our OoD training significantly improves the detection efficiency via softmax entropy thresholding, leading to superior performance over existing OoD detection approaches.

Moreover, we introduced meta classifiers for entropy based OoD object predictions. By applying lightweight logistic regressions, we have demonstrated that entire LostAndFound OoD segments are meta classified reliably. This observation already holds for the tested CNN in its plain version. Due to the increased sensitivity of OoD predictions via entropy maximization, the meta classifiers’ efficiency is even more pronounced. In view of emerging safety-critical deep learning applications, the combination of OoD training and meta classification has the potential to considerably improve the overall system’s performance.

For future work, we plan to apply OoD training for the retrieval of OoD objects in order to assess the importance of their occurrence and whether a new concept is required to be learned. Our code is publicly available at [https://github.com/robin-chan/meta-ood](https://github.com/robin-chan/meta-ood).
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Figure 9: Final OoD detection with $t = 0.5$ after OoD training and meta classification. The green contours mark the annotations of OoD objects, which initially have been entirely non-detected. OoD predictions outside the driveable area are ignored according to the ground truth (this includes e.g. the garbage bin even though it has been detected).
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Abstract. State-of-the-art semantic or instance segmentation deep neural networks (DNNs) are usually trained on a closed set of semantic classes. As such, they are ill-equipped to handle previously-unseen objects. However, detecting and localizing such objects is crucial for safety-critical applications such as perception for automated driving, especially if they appear on the road ahead. While some methods have tackled the tasks of anomalous or out-of-distribution object segmentation, progress remains slow, in large part due to the lack of solid benchmarks; existing datasets either consist of synthetic data, or suffer from label inconsistencies. In this paper, we bridge this gap by introducing the “SegmentMeIfYouCan” benchmark. Our benchmark addresses two tasks: Anomalous object segmentation, which considers any previously-unseen object category; and road obstacle segmentation, which focuses on any object on the road, may it be known or unknown. We provide two corresponding datasets together with a test suite performing an in-depth method analysis, considering both established pixel-wise performance metrics and recent component-wise ones, which are insensitive to object sizes. We empirically evaluate multiple state-of-the-art baseline methods, including several models specifically designed for anomaly / obstacle segmentation, on our datasets and on public ones, using our test suite. The anomaly and obstacle segmentation results show that our datasets contribute to the diversity and difficulty of both data landscapes.

I Introduction

The advent of high-quality publicly-available datasets, such as Cityscapes [Cor16], BDD100k [Yu20], A2D2 [Gey19] and COCO [Lin14] has hugely contributed to the progress in semantic segmentation. However, while state-of-the-art deep neural networks (DNNs) yield outstanding performance on these datasets, they typically provide predictions for a closed set of semantic classes. Consequently, they are unable to classify an object as none of the known categories [Zha17]. Instead, they tend to be overconfident in their predictions, even in the presence of previously-unseen objects [Hei19], which precludes the use of uncertainty to identify the corresponding anomalous regions.

Nevertheless, reliability in the presence of unknown objects is key to the success of applications that have to face the diversity of the real world, e.g., perception in automated driving. This has motivated the creation of benchmarks such as Fishyscapes [Blu19] or CAOS [Hen20]. While these benchmarks have enabled interesting experiments, the limited real-world diversity in Fishyscapes, the lack of a public leader board and of a benchmark suite in CAOS, and the reliance on synthetic images in both benchmarks hinder proper evaluation of and comparisons between the state-of-the-art methods.

In this paper, motivated by the limitations of existing anomaly segmentation datasets and by the emerging body of works in this direction [Iso17; Ang19; Blu19; Lis19; Bru20; Jon20; Meh20; Obe20; Cha21], we introduce the SegmentMeIfYouCan benchmark. It is accompanied with two datasets, consisting of diverse and manually annotated real images, a public leader board and an evaluation

https://www.segmentmeifyoucan.com/
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![Figure 1: Comparison of images from our and existing public datasets. Anomalies / obstacles are highlighted in orange, darkened regions are excluded from the evaluation. In RoadAnomaly21, anomalies may appear everywhere in the image. In contrast to Fishyscapes, where anomalous objects are synthetic, all RoadAnomaly21 images are real. In RoadObstacle21, the region of interest is restricted to the drivable area with obstacles ahead. This is comparable to LostAndFound, where the labeling, however, is not always consistent, e.g. children are anomalies but other humans not.](image-url)

Our benchmark encompasses two separate tasks. The first one consists of strict anomaly segmentation, where any previously-unseen object is considered as an anomaly. Furthermore, motivated by the observation that the boundary between known and unknown classes can sometimes be fuzzy, for instance for car vs. van, we introduce the task of obstacle segmentation, whose goal is to identify all objects on the road, may they be from known classes or from unknown ones.

For the anomaly track, we provide a dataset of 100 images with pixel-wise annotations over two classes (anomaly, not anomaly) and a void class, which, in analogy to Cityscapes, signals the pixels that are excluded from the evaluation. We consider any object that strictly cannot be seen in the Cityscapes data as anomalous, appearing anywhere in the image. For the obstacle track, our dataset contains 327 images with analogous annotation (obstacle, not obstacle, void), and focuses only on the road as region of interest. The focus in this track is of more practical need, e.g. for automated driving systems, targeting obstacles that may cause hazardous street situations, see Figure 1. All images of our datasets are publicly available for download, together with a benchmark suite that computes both established pixel-wise metrics and recent component-wise ones.

In the remainder of this paper, we first review existing anomaly detection datasets, methods and evaluation metrics in more detail. We then describe our new benchmark and provide extensive experiments comparing state-of-the-art road anomaly / obstacle segmentation methods on our datasets and on other related ones, showing the difficulty of the models on the proposed benchmarks.
II Related Work

In this section we first review previous datasets for anomaly detection, with some of them being designed for road anomaly segmentation. Then we briefly describe some of the methods on anomaly and obstacle segmentation.

II.i Datasets and Benchmarks

Existing methods for anomaly detection have often been evaluated on their ability to separate images from two different source distributions, such as separating MNIST from FashionMNIST [Cho18; Ame20; Mei20], NotMNIST [Ame20], or Omniglot [Lak15], and separating CIFAR-10 from SVHN [Lee18; Ame20; Mei20] or LSUN [Lee18; Lia18; Mei20]. Such experiments can be found in many works, including [Hen17; Cho18; Lee18; Lia18; Ame20; Mei20].

For semantic segmentation, a similar task was therefore proposed by the WildDash benchmark [Zen18] that analyzes semantic segmentation methods trained for driving scenes on a range of failure sources, including full-image anomalies, such as images from the beach. In our work, by contrast, we focus on the problem of robustness to anomalies that only cover a small portion of the image, and on the methods that aim to segment such anomalies, i.e. method for the task of anomaly segmentation.

One prominent dataset tackling the task of anomaly segmentation is LostAndFound [Pin16], which shares the same setup as Cityscapes [Cor16] but includes anomalous objects / obstacles in various street scenes in Germany. LostAndFound contains 9 different object types as anomalies, and only has annotations for the anomaly and the road surface. Furthermore, it considers children and bicycles as anomalies, even though they are part of the Cityscapes training set, and it contains several labeling mistakes. Although we filter and refine LostAndFound in this work3, similar to Fishyscapes [Blu19], the low diversity of anomalies persists.

The CAOS BDD-Anomaly benchmark [Hen20] suffers from a similar low-diversity issue, arising from its use of only 3 object classes sourced from the BDD100k dataset [Yu20] as anomalies (besides including several labeling mistakes). Both Fishyscapes and CAOS try to mitigate this low diversity by complementing their real images with synthetic data. Such synthetic data, however, is not realistic and not representative of the situations that can arise in the real world.

In general, the above works illustrate the shortage of diverse real-world data for anomaly segmentation. Additional efforts in this regard have been made by sourcing and annotating images of animals in street scenes [Lis19], and by leveraging multiple sensors, including mainly LiDAR, to detect obstacles on the road [Sin20]. In any event, most of the above datasets are fully published with annotations, allowing methods to overfit to the available anomalies. Furthermore, apart from Fishyscapes, we did not find any public leader boards that allow for a trustworthy comparison of new methods. To provide a more reliable test setup, we do not share the labels and request predictions of the shared images to be submitted to our servers. Furthermore, we provide a leader board, which we publish alongside two novel real-world datasets, namely RoadAnomaly21 and RoadObstacle21. A summary of the main properties of the mentioned datasets is given in Table 1. Our main contribution in both proposed datasets is the diversity of the anomaly categories and of the scenes.

In RoadAnomaly21, anomalies can appear anywhere in the image, which is comparable to Fishyscapes LostAndFound [Blu19] and CAOS BDD-Anomaly [Hen20]. Although the latter two datasets are larger, their images only show a limited diversity of anomaly types and scenes because they are usually frames of videos captured in single scenes. By contrast, in our dataset every image shows a unique scene.

3In the following, we refer to the LostAndFound subset without the images of children, bicycles and invalid annotations as “LostAndFound-NoKnown”.
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Table 1: Main properties of comparable real-world anomaly (top three rows) and obstacle (bottom three rows) segmentation datasets. Our main contribution is the diversity of the anomaly (or obstacle) categories and of the scenes. Note that “void” pixels are not included in this table.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>anomaly</th>
<th>non-anomaly</th>
<th>diverse</th>
<th>different</th>
<th>dataset</th>
<th>ground truth (gt)</th>
<th>mean &amp; std of gt size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fishyscapes LostAndFound val</td>
<td>0.23%</td>
<td>81.13%</td>
<td>12</td>
<td>7</td>
<td>373</td>
<td>165</td>
<td>0.13% ± 0.23%</td>
</tr>
<tr>
<td>CAOS BDD-Anomaly test</td>
<td>0.83%</td>
<td>81.26%</td>
<td>810</td>
<td>3</td>
<td>810</td>
<td>1231</td>
<td>0.53% ± 1.84%</td>
</tr>
<tr>
<td>Ours: RoadAnomaly21 test</td>
<td>0.13%</td>
<td>82.17%</td>
<td>100</td>
<td>26</td>
<td>100</td>
<td>262</td>
<td>4.12% ± 7.29%</td>
</tr>
<tr>
<td>LostAndFound test (NoKnown)</td>
<td>0.12%</td>
<td>81.13%</td>
<td>13 (12)</td>
<td>9 (7)</td>
<td>1203 (1043)</td>
<td>1864 (1709)</td>
<td>0.08% ± 0.16%</td>
</tr>
<tr>
<td>LiDAR guided Small Obstacle test</td>
<td>0.07%</td>
<td>36.09%</td>
<td>2</td>
<td>6</td>
<td>491</td>
<td>1203</td>
<td>0.03% ± 0.07%</td>
</tr>
<tr>
<td>Ours: RoadObstacle21 test</td>
<td>0.12%</td>
<td>39.08%</td>
<td>8</td>
<td>31</td>
<td>327</td>
<td>388</td>
<td>0.10% ± 0.25%</td>
</tr>
</tbody>
</table>

with at least one out of 26 different types of anomalous objects and each sample widely differs in size, ranging from 0.5% to 40% of the image.

In RoadObstacle21, all anomalies (or obstacles) appear on the road, making this dataset comparable to LostAndFound [Pin16] and the LiDAR guided Small Obstacle dataset [Sin20]. Again, the latter two datasets contain more images than ours, however, the high numbers of images result from densely sampling frames from videos. Consequently, those two datasets lack in object diversity (9 and 6 categories, respectively, compared to 31 in our dataset). Furthermore, the videos are recorded under perfect weather conditions, while RoadObstacle21 shows scenes in diverse situations, including night, dirty roads and snowy conditions.

II.ii Anomaly and Obstacle Segmentation

Anomaly detection was initially tackled in the context of image classification, by developing post-processing techniques aiming to adjust the confidence values produced by a classification DNN [Hen17; Lee18; Lia18; Hei19; Mei20]. Although originally designed for image-level anomaly detection, most of these methods can easily be adapted to anomaly segmentation [Ang19; Blu19] by treating each individual pixel in an image as a potential anomaly.

Another relevant approach consists of estimating the uncertainty of the predictions, leveraging the intuition that anomalous image regions should correlate with high uncertainty. One way of doing so is Bayesian (deep) learning [Mac92; Nea12], where the model parameters are treated as distributions. Because of the computational complexity, approximations to Bayesian inference have been developed [Gal16; Lak17; Ata19; Gus20] and extended to semantic segmentation [Bad17; Ken17; Muk19]. Instead of reasoning about uncertainty, other non-Bayesian approaches tune previously-trained models to the task of anomaly detection by either modifying its architecture or exploiting additional data. For example, in [DeV18], anomaly scores are learned by adding a separate branch to the DNN. Instead of modifying the DNNs’s architecture, other approaches [Hen19; Mei20] incorporate an auxiliary “out-of-distribution” (OoD) dataset during training, which is disjoint from the actual training dataset. These ideas have been employed for anomaly segmentation in [Bev19; Jou20; Cha21].

A recent line of work performs anomaly segmentation via generative models that reconstruct / resynthesize the original input image. The intuition is that the reconstructed images will better preserve the appearance of regions containing known objects than those with unknown ones. Pixel-wise anomaly detection is then performed by identifying the discrepancies between the original and reconstructed image. This approach has been used not only for anomaly segmentation [Lis19; Xia20; Di 21] but also specifically for road obstacle detection [Cre15; Mun17; Lis20].

It is important to note that there are some related works with different definitions of anomaly segmentation. For example, [Ber19] evaluates the segmentation of industrial production anomalies like scratches, and in medical contexts anomaly segmentation can be understood as the detection of
diseased parts on e.g. tomography images [See20] or brain MRIs [Bau21]. What we define as anomaly segmentation will be discussed in detail in the next Section III.

III Benchmark Description

The aim of our benchmark is two-fold. On one hand, by providing diverse data with consistent annotations, we seek to facilitate progress in general semantic anomaly segmentation research. On the other hand, by focusing on road scenes, we expect our benchmark to accelerate the progress towards much needed segmentation/obstacle-detection methods for safe automated driving.

To achieve these goals, our benchmark covers two tasks. First, it tackles the general problem of anomaly segmentation, aiming to identify the image regions containing object classes that have never been seen during training, and thus for which semantic segmentation cannot be correct. This is necessary for any reliable decision making process and it is of great importance to many computer vision applications. Note that, in accordance to [Blu19; Hen20], we define anomaly as objects that do not fit any of the class definitions in the training data. In some works, anomaly may be used to describe visually different inputs like e.g. a car in a novel color, which does not fit our definition.

This strict definition of semantic anomalies, however, can sometimes be ill-defined because (i) existing semantic segmentation datasets, such as Cityscapes [Cor16], often contain ambiguous and ignored regions (annotated as void), which are not strictly anomalies since they are seen during training; (ii) the boundary of some classes is fuzzy, e.g., cars vs. vans vs. rickshaws, making it unclear whether some regions should be considered as anomalous or not. To address these issues, and to account for the fact that automated driving systems need to make sure that the road ahead is free of any hazardous objects, we further incorporate obstacle segmentation as a second task in our benchmark, whose goal is to identify any non-drivable region on the road, may the non-drivable region correspond to a known object class or an unknown one.

III.i Benchmark Tracks and Datasets

We now present the two tracks in our benchmark, corresponding to the two tasks discussed above. Each track contains its own dataset with different properties and is therefore evaluated separately in our benchmark suite. An overview comparing our datasets to related public ones is given in Table 1.

RoadAnomaly21. The road anomaly track benchmarks general anomaly segmentation in full street scenes. It consists of an evaluation dataset of 100 images with pixel-level annotations. The data is an extension of the one introduced in [Lis19], now including a broader collection of images and finer-grain labeling. In particular, we removed low quality images and ones lacking clear road scenes. Besides, we removed labeling mistakes, added the void class and included 68 newly collected images. Each image contains at least one anomalous object, e.g., an animal or an unknown vehicle. The anomalies can appear anywhere in the image, which were collected from web resources and therefore depict a wide variety of environments. The distribution of object sizes and location is shown in Figure 2 (a). Moreover, we provide 10 additional images with annotations such that users can check the compatibility of their methods with our benchmark implementation.

RoadObstacle21. The road obstacle track focuses on safety for automated driving. The objects to segment in the evaluation data always appear on the road ahead, i.e. they represent realistic and hazardous obstacles that are critical to detect. Our dataset consists of 222 new images taken by ourselves and 105 from [Lis20], summing up to a total of 327 evaluation images with pixel-level annotations. The region of interest in these images is given by the road, which is assumed to belong to the known
classes on which the algorithm was trained. The obstacles in this dataset are chosen such that they all can be understood as anomalous objects as well, e.g., stuffed toys, sleighs or tree stumps. They appear at different distances (one distance per image) and are surrounded by road pixels. This allows us to focus our evaluation on the obstacles, as other objects lie outside the region of interest. The distribution of object sizes and location is shown in Figure 2 (b). Moreover, this dataset incorporates different road surfaces, lighting and weather conditions, thus encompassing a broad diversity of scenes. An extra track of additional 85 images with scenes at night and in extreme weather, such as snowstorms, is also available. However, the latter subset is excluded from our numerical experiments due to the significant domain shift. Lastly, we provide 30 additional images with annotations such that users can check the compatibility of their methods with our benchmark implementation.

Labeling Policy. In both datasets, the pixel-level annotations include three classes: 1) anomaly / obstacle, 2) not anomaly / not obstacle, and 3) void.

In RoadAnomaly21, the 19 Cityscapes evaluation classes [Cor16], on which most semantic segmentation DNNs are trained, serve as basis to judge whether an object is considered anomalous or not. Everything that fits in the class definitions of Cityscapes is thus labeled as not anomaly. This track focuses on the detection of objects which are semantically different from those in the Cityscapes training data. Therefore, if image regions cannot be clearly assigned to any of the Cityscapes classes, they are labeled as anomaly. The objects, which are not the main anomalies of interest in the context of street scenes, are labeled as void and excluded from our evaluation. The latter class include, for instance, mountains or water in the image background, and street lights. In ambiguous cases, which e.g. can arise from a strong domain shift to Cityscapes, we assign the void class as well to properly evaluate semantic anomaly segmentation.

In RoadObstacle21, the task is defined as distinguishing between drivable area and non-drivable
area. The goal is to make sure that the road ahead of the ego-car is free of any hazard, irrespective of the object category of potential obstacles. Therefore, the drivable area is labeled as \emph{not obstacle}. This class particularly also includes regions on the road, which visually differ from the rest of the road. Moreover, every object, which is visually enclosed in the drivable area, is labeled as \emph{obstacle}. All image regions outside the road are assigned to the \emph{void} class and ignored in the evaluation.

### III.ii Performance Metrics

For the sake of brevity, in what follows we refer to both anomalies and obstacles as \emph{anomalies}.

**Pixel level.** Let $\mathcal{Z}$ denote the set of image pixel locations. A model with a binary classifier providing anomaly scores $s(x) \in \mathbb{R}^{\mid \mathcal{Z} \mid}$ for an image $x \in \mathcal{X}$ (from a dataset $\mathcal{X} \subseteq [0, 1]^{N \times \mid \mathcal{Z} \mid \times 3}$ of $N$ images) discriminates between the two classes \emph{anomaly} and \emph{non-anomaly}. We evaluate the separability of the pixel-wise anomaly scores via the area under the precision-recall curve (AuPRC), where precision and recall are considered as functions of some threshold $\delta \in \mathbb{R}$ applied to $s(x) \forall x \in \mathcal{X}$. The AuPRC puts emphasis on detecting the minority class, making it particularly well suited as our main pixel-wise evaluation metric since the pixel-wise class distributions of RoadAnomaly21 and RoadObstacle21 are considerably unbalanced, cf.$\text{Table 1.$}$

To consider the safety point of view, we also include the false positive rate at 95% true positive rate (FPR$_{95}$) in our evaluation. The FPR$_{95}$ metric indicates how many false positive predictions must be made to reach the desired true positive rate. Note that, any prediction which is contained in a ground-truth labeled region of the class void is not counted as false positive, cf.$\text{Section III.i.$}$ In particular for the RoadObstacle21 dataset the evaluation is therefore restricted to the road area.

**Component level.** From a practitioner’s perspective, it is very important to detect all anomalous regions in the scene, regardless of their size, \textit{i.e.}, the number of pixels they cover. However, pixel-level metrics may neglect small anomalies. While one could thus focus on object detection metrics, the notion of individual objects is in fact not relevant for anomaly (region) detection. To satisfy these requirements, we therefore consider performance metrics acting at the component level.

The main metrics for component-wise evaluation are the numbers of \emph{true-positives} (TP), \emph{false-negatives} (FN) and \emph{false-positives} (FP). Considering anomalies as the positive class, we use a component-wise localization and classification quality measure to define the TP, FN and FP components. Specifically, we define this measure as an adjusted version of the component-wise intersection over union (sIoU), introduced in Rot$^{20}$. In particular, while in Rot$^{20}$ the sIoU is computed for predicted components, we consider the sIoU for ground-truth components to compute TP and FN. To compute FP, we employ the positive predictive value (PPV, or component-wise precision) for predicted components as quality measure. We discuss the definitions of these quantities in more detail below.

Let $\mathcal{Z}_c$ be the set of pixel locations labeled with class $c =$ “anomaly” in the dataset $\mathcal{X}$. We consider a connected component of pixels (where the 8 pixels surrounding pixel $z$ in image $x \in \mathcal{X}$ are taken to be its neighbors) that share the same class label as a \textit{component}. Then, let us denote by $\mathcal{K} \subseteq \mathcal{P}(\mathcal{Z}_c)$, with $\mathcal{P}(S)$ the power set of a set $S$, the set of anomaly components according to the ground truth, and by $\hat{\mathcal{K}} \subseteq \mathcal{P}(\mathcal{Z}_c)$ the set of components predicted to be anomalous by some machine learning model.

Formally, the sIoU is a mapping $\text{sIoU} : \mathcal{K} \rightarrow [0, 1]$. For $k \in \mathcal{K}$, it is defined as

$$\text{sIoU}(k) := \frac{|k \cap \hat{K}(k)|}{|(k \cup \hat{K}(k)) \setminus \mathcal{A}(k)|} \quad \text{with} \quad \hat{K}(k) = \bigcup_{\hat{k} \in \hat{\mathcal{K}}} \hat{k} \quad \text{if} \quad k \cap \hat{k} \neq \emptyset$$

(1)
Target 1 \( k \in \mathcal{K}(x) \) Prediction \( \hat{k} \in \hat{\mathcal{K}}(x) \) \[ \text{IoU}(k) = 0.50 \] \[ \text{sIoU}(k) = 0.50 \] Target 2 \& adjustment \( A(k) \) \[ \text{IoU}(k) = 0.50 \] \[ \text{sIoU}(k) = 0.99 \]

Figure 3: Illustration of the ordinary component-wise intersection over union (IoU) and the adjusted one (sIoU). In both examples above, the prediction \( \hat{k} \) (blue rectangle) is the same but covers different targets (green rectangles). On the left, both IoU and sIoU yield the same score. On the right, IoU punishes the prediction as it does not cover each object precisely. By contrast, sIoU checks how much the predictions cover the ground-truth regions, independently of whether prediction/ground truth belongs to a single or multiple objects. In automated driving, it is more important to detect all anomalous regions (whether they belong to single or multiple objects), rather than to detect each object precisely. Since two targets are separated by at least one pixel, \( \text{IoU} = \text{sIoU} = 1 \) if and only if the prediction covers one target perfectly.

and \( A(k) = \{ z \in k' : k' \in \mathcal{K} \setminus \{k\} \} \). With the adjustment \( A(k) \), the pixels are excluded from the union if and only if they correctly intersect with another ground-truth component \( k' \in \mathcal{K}(x) \), which is not equal to \( k \). This may happen when one predicted component covers multiple ground-truth components, as illustrated in Figure 3. Given some threshold \( \tau \in [0, 1) \), we then call a target \( k \in \mathcal{K} \) TP if \( \text{sIoU}(k) > \tau \), and FN otherwise.

For the other error type, i.e., FP, we compute the PPV (or precision) for \( \hat{k} \in \hat{\mathcal{K}} \), which is defined as

\[
\text{PPV}(\hat{k}) := \frac{\vert \hat{k} \cap K(\hat{k}) \vert}{\vert \hat{k} \vert},
\]

(2)

We then call a predicted component \( \hat{k} \in \hat{\mathcal{K}} \) FP if \( \text{PPV}(\hat{k}) \leq \tau \).

As an overall metric, we additionally include the component-wise \( F_1 \)-score defined as

\[
F_1(\tau) := \frac{2 \cdot \text{TP}(\tau)}{2 \cdot \text{TP}(\tau) + \text{FN}(\tau) + \text{FP}(\tau)} \in [0, 1],
\]

(3)

which summarizes the TP, FN and FP quantities (that depend on \( \tau \)). The component-level metrics allow one to evaluate localization of objects irrespective of their size and hence big objects will not dominate these metrics. In addition, while object detection metrics punish predictions that cover multiple ground-truth objects or vice-versa, our component-level metric does not do so, cf. Figure 3.

III.iii Evaluated Methods

Several anomaly segmentation methods have already been evaluated on our benchmark and constitute our initial leader board. We evaluate at least one method per type discussed in Section II.ii, namely

- Methods originating from image classification: maximum softmax probability [Hen17], ODIN [Lia18], Mahalanobis distance [Lee18];
- Bayesian model uncertainty: Monte Carlo (MC) dropout [Muk19], ensemble [Lak17];
- Learning to identify anomalies: learned embedding density [Blu19], void classifier [Blu19],
  maximized softmax entropy [Cha21];
- Reconstruction via generative models: image resynthesis [Lis19], SynBoost [Di 21] and road
  inpainting (obstacle track only) [Lis20].

All methods have an underlying semantic segmentation DNN trained on Cityscapes and provide pixel-wise anomaly scores. A semantic segmentation DNN trained on Cityscapes is also our recommendation
Table 2: Benchmark results for our RoadAnomaly21 dataset. This dataset contains 262 ground-truth components in total. The main performance metrics are highlighted with gray columns.

Table 3: Benchmark results for our RoadObstacle21 dataset. This dataset contains 388 ground-truth components in total. The main performance metrics are highlighted with gray columns.

as underlying model, however, we leave it up to the participants which network and training data they use. Furthermore, some evaluated methods additionally employ out-of-distribution (OoD) data to tune the anomaly detector. For our set of methods, this would be any data with labels semantically different from the Cityscapes train classes. OoD data is also allowed to be used to alleviate the effects of a potential domain shift.

IV Numerical Experiments

In our benchmark suite we integrate a default method to generate the anomaly segmentation from pixel-wise anomaly scores. We choose the threshold $\delta^*$, at which one pixel is classified as anomaly, by means of the optimal pixel-wise $F_1$-score, that we denote with $F_1^*$. Then, $\delta^*$ is computed as

$$\delta^* = \arg \max_{\delta \in \mathbb{R}} 2 \cdot \text{precision}(\delta) \cdot \text{recall}(\delta) \over \text{precision}(\delta) + \text{recall}(\delta),$$

subject to $\text{precision}(\delta) + \text{recall}(\delta) > 0 \ \forall \ \delta$. Moreover, for the anomaly track, components smaller than 500 pixels are discarded from the predicted segmentation, and for the obstacle track, components smaller than 50 pixels are discarded.
Figure 4: Qualitative comparison of the anomaly scores produced by the methods introduced in Section III.iii for example images of RoadAnomaly21 (top two rows) and examples image of RoadObstacle21 (bottom two rows). Here, red indicates higher anomaly / obstacle scores and blue lower ones. The ground-truth anomaly / obstacle component is indicated by green contours.

These sizes are chosen based on the smallest ground-truth components. All methods presented in Section III.iii produce anomaly scores for which we apply the default segmentation method. We emphasize that using our proposed default method for anomaly segmentation masks is completely optional. We allow and encourage competitors in the benchmark to submit their own anomaly segmentation masks generated via more sophisticated image operations.

In our evaluation, we additionally include the average sIoU per component $\bar{sIoU}$, which can be computed by averaging sIoU over all ground-truth components $k \in K$. Analogously, we also include the average PPV per component $\bar{PPV}$ for all predicted components $\hat{k} \in \hat{K}$. As the number of component-wise TP, FN and FP depends on some threshold $\tau$ for sIoU and PPV, respectively (see Section III.ii), we average these quantities over different thresholds $\tau \in T = \{0.25, 0.30, \ldots, 0.75\}$, similarly to [Lin14], yielding the averaged component-wise $F_1$ score $\bar{F}_1 = \frac{1}{|T|} \sum_{\tau \in T} F_1(\tau)$.

Discussion of the Results. Our benchmark results for RoadAnomaly21 and RoadObstacle21 are summarized in Table 2 and Table 3, respectively. In general, we observe that methods originally designed for image classification, including maximum softmax, ODIN, and Mahalanobis, do not generalize well to anomaly and obstacle segmentation. For methods based on statistics of the Cityscapes dataset, such as Mahalanobis as well as learned embedding density, anomaly detection is typically degraded by the presence of a domain shift. This results in a poor performance, particularly in RoadObstacle21, where various road surfaces can be observed. Interestingly, learned embedding density, MC dropout and the void classifier yield worse performance than maximum softmax on RoadObstacle21, whereas we observe the opposite on RoadAnomaly21.

The detection methods based on generative models, namely image resynthesis and SynBoost, appear to be better suited to both anomaly and obstacle segmentation at pixel as well as component
### 6.7. SegmentMeIfYouCan: A Benchmark for Anomaly Segmentation

<table>
<thead>
<tr>
<th>Method</th>
<th>Pixel-level</th>
<th>Component-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum softmax [Hen17]</td>
<td>56.9</td>
<td>33.2</td>
</tr>
<tr>
<td>ODIN [Lia18]</td>
<td>21.2</td>
<td>10.9</td>
</tr>
<tr>
<td>Mahalanobis [Lee18]</td>
<td>20.9</td>
<td>20.9</td>
</tr>
<tr>
<td>MC dropout [Muk19]</td>
<td>28.9</td>
<td>28.9</td>
</tr>
<tr>
<td>Ensemble [Lak17]</td>
<td>17.7</td>
<td>17.7</td>
</tr>
<tr>
<td>Void classifier [Biu19]</td>
<td>36.8</td>
<td>36.8</td>
</tr>
<tr>
<td>Embedding density [Blu19]</td>
<td>37.5</td>
<td>37.5</td>
</tr>
<tr>
<td>Image resynthesis [Lis19]</td>
<td>52.3</td>
<td>52.3</td>
</tr>
<tr>
<td>Road inpainting [Lis20]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SynBoost [Di 21]</td>
<td>56.4</td>
<td>56.4</td>
</tr>
<tr>
<td>Maximized entropy [Cha21]</td>
<td>85.5</td>
<td>85.5</td>
</tr>
</tbody>
</table>

Table 4: Benchmark results for Fishyscapes LostAndFound validation and LostAndFound test-NoKnown, containing 165 and 1709 ground-truth components in total, respectively. In this table the main metrics, that are the pixel-wise AuPRC and the component-wise $F_1$, from RoadAnomaly21 and RoadObstacle21 are additionally included for cross evaluation (gray columns, cf. Table 2 and Table 3).

level, clearly being superior to all the approaches discussed previously. This observation also holds for road inpainting in the obstacle track. These autoencoder-based methods are nonetheless limited by their discrepancy module, and they are outperformed in our experiments by maximized softmax entropy, which peaks at an AuPRC of 86% and a component-wise $F_1$ of 49%. This highlights the importance of anomaly and obstacle proxy data. Illustrative example score maps produced by the discussed methods are shown in Figure 4.

In summary, the component-level evaluation highlights the methods’ weaknesses even more clearly than the pixel-wise evaluation, the latter giving a stronger weight to larger anomalies and obstacles. All methods indeed tend to face difficulties in the presence of smaller anomalies and obstacles. In addition, we observe a much lower component-wise $F_1$ score than a pixel-wise $F_1$, demonstrating the importance of evaluating at component level. The results w.r.t. the different categories of methods are challenging for models, hence leaving room for improvement.

Our benchmark suite enables a unified evaluation across different datasets whenever ground truth is available. In Table 4 we summarize our results for Fishyscapes LostAndFound [Biu19], a validation set of 100 LostAndFound images [Pin19] with refined labels fitting the anomaly track, and the LostAndFound test split, with original labels fitting the obstacle track. Note that, for the LostAndFound test split, we filtered out all images that contain humans and bicycles labeled as obstacles (yielding LostAndFound test-NoKnown) since we applied anomaly segmentation methods out of the box to the task of obstacle segmentation. These methods focus on previously-unseen objects. In comparison to our datasets, for both LostAndFound datasets we observe a less pronounced gap, in terms of both main performance metrics, the pixel-level AuPRC and component-level $F_1$ scores, between the methods originally designed for image classification, especially ODIN and Mahalanobis, and those specifically designed for anomaly segmentation, especially road inpainting and maximized entropy. This signals that both of our datasets contribute new challenges for anomaly and obstacle segmentation.

Finally, we also applied our benchmark suite to the LiDAR guided Small obstacle Segmentation dataset [Sin20]. Our main findings are that our whole set of methods yields weak performance on that dataset. The main purpose of this dataset is the detection of small obstacles from multiple sensors including LiDAR. Hence, the conditions for the other sensor modalities are purposely challenging (e.g., low illumination), making this dataset less suitable to camera-only methods.
Chapter 6. Publications

V Conclusion

In this work, we have introduced a unified and publicly available benchmark suite that evaluates a method’s performance for anomaly segmentation with established pixel level as well as recent component level metrics. Our benchmark suite is applicable in a plug and play fashion to any dataset for anomaly segmentation that comes with ground truth, such as LostAndFound and Fishyscapes LostAndFound, allowing for a better comparison of new methods. Moreover, our benchmark is accompanied with two publicly available datasets, RoadAnomaly21 for anomaly segmentation and RoadObstacle21 for obstacle segmentation.

These two datasets challenge two important abilities of computer vision systems: On one hand their ability to detect and localize unknown objects; on the other hand their ability to reliably detect and localize obstacles on the road, may they be known or unknown. Our datasets consist of real images with pixel-level annotations and depict street scenes with higher variability in object types and object sizes than existing datasets. Our experiments have demonstrated that both of our datasets show a distinct separation in terms of performance between the methods that are specifically designed for anomaly / obstacle segmentation and those that are not. However, there remains much room for performance improvement, particularly in terms of component-wise metrics, which stresses the need for future research in the direction of anomaly segmentation.

The images of the datasets and the software are available at [https://www.segmentmeifyoucan.com/](https://www.segmentmeifyoucan.com/).

Broader Impact

This benchmark advances research towards the safe deployment of autonomous vehicles. This ultimately will have many consequences, e.g., reducing the number of jobs in the transport sector. More immediately, the benchmark measures the reliability of algorithms and therefore may be misunderstood as giving safety guarantees. This benchmark however only works for the specified training regime i.e. it cannot certify fitness for real-world deployment and should not be misunderstood as such. In particular, while our datasets greatly contribute to the diversity of anomalies, the scale of the datasets is still not even close to sufficient in order to represent every possible type of an anomaly. Furthermore, although we do not publicly provide test labels, there remains a risk, common to any other benchmark, of the community designing methods that overfit on our benchmark tasks.
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Conclusion

In this dissertation, we dealt with the problem of overlooking relevant instances in the semantic segmentation of street scenes. In this regard, we focussed our research on objects from classes that are rare or unknown to the underlying model for semantic segmentation. For this latter computer vision task, convolutional neural networks (CNNs) are commonly employed, having achieved remarkable advances in recent years. However, due to the data-driven way they are trained, CNNs have shown to be ill-equipped to process rare and unknown object types. This is particularly severe in high-stake applications relying on semantic segmentation, such as perception systems for automated driving, where overlooking certain objects could result in hazardous street scenarios.

We realize that the non-detection of objects from rare classes is associated with the problem of class imbalance, which incorporates an unfavorable bias towards predicting classes in training datasets that appear frequently. Regarding the non-detection of objects from unknown classes, we clarified that this is associated with the problem of data anomalies. In semantic segmentation, the task of detecting and localizing such anomalies is also known as anomaly segmentation. In both research directions there was a lack of scientific work, particularly in the field of deep learning. We addressed both outlined problems in the context of CNNs for semantic segmentation.

With respect to the problem of class imbalance, we introduced the concept of cost-based decision rules. Given the probabilistic nature of the output of CNNs for semantic segmentation, cost-based decision rules include different weightings for different types of confusions between classes. Obviously, the sensitivity towards relevant classes can easily be increased by this approach, but we made transparent the serious ethical difficulties associated with class weightings in practical applications, particularly when it comes down to providing numbers. Furthermore, we revealed that the standard maximum a-posteriori decision principle is a special case of a cost-based decision rule itself, which, according to common human sense, unnaturally considers each type of confusion equally serious.

As a mathematical natural alternative, we presented the maximum likelihood decision rule for semantic segmentation. The intuition was that instead of assigning a pixel to the class of the highest probability, it should be assigned to the class for which observed features are most typical. In this way, we achieved a significant improvement in detecting humans as instances of an underrepresented class in street scenes. However, this came to the detriment of overproducing false indications of the same class. For the identification of such false indications we constructed metrics based on location as well as geometry information of segments and based on pixel-wise dispersion measures aggregated over segments. We demonstrated that these hand-crafted metrics are strongly correlated to the prediction quality of segments in semantic segmentation and thus reliably indicate false objects predictions. By combining the maximum likelihood decision rule with techniques for false positive detection, we presented a sophisticated decision rule for semantic segmentation, which substantially reduced the non-detection of humans in street scenes while controlling the amount of false indications thereof.
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With respect to the problem of anomaly segmentation, we extensively investigated the softmax entropy of semantic segmentation CNNs as uncertainty measure. The intuition was that objects from semantically unknown classes should come with higher uncertainty than for objects from trained and therefore known classes. Our main finding was that anomalous objects can indeed be detected and localized via the softmax entropy, however to the detriment of overproducing false indications. To tackle this issue, we retrained semantic segmentation CNNs for high softmax entropy on anomalous inputs. To this end, we deliberately included images with semantically unknown objects in the re-training process of CNNs and employed a modified multi-objective loss function to enforce the models to output high softmax entropy on those anomalous examples. This approach significantly improved anomaly segmentation performance, while sacrificing only marginally on the original task of semantic segmentation. Moreover, we further enhanced the performance by combining the entropy maximization approach again with our techniques for false positive detection.

Motivated by the lack of proper datasets and by the missing possibility to reliably compare methods against each other, we created the SegmentMeIfYouCan benchmark. The aim of SegmentMeIfYouCan was mainly to accelerate the progress in the research direction of anomaly segmentation. Within the benchmark, we evaluated multiple state-of-the-art anomaly segmentation methods on newly collected and annotated data, providing valuable insights on the strengths and weaknesses of different kinds of approaches. In this regard, our novel datasets consist of high-quality and real-world images depicting a variety of anomaly types in various scenes, which did not exist in this diversity in other related datasets before. In addition, we provided a public leaderboard and an evaluation suite with established pixel-wise as well as segment-wise performance metrics, which are relevant from perspectives of both scientists and practitioners.

All our presented methods dealing with the detection of relevant instances in semantic segmentation are based on uncertainty estimates. Therefore, more advanced methods to quantify uncertainty are expected to further improve our approaches for handling class imbalance as well as anomaly segmentation. In this light, the field of generative models is an interesting research direction. In general, generative models are typically used to model the distribution of data given only samples drawn from that distribution. Assuming that such a model captures all dependencies in the given data in form of a probability density, uncertainty can then be quantified by means of the negative log-likelihood.

The best known types of a generative model are arguably the generative adversarial network (GAN) [Goo14] or the variational autoencoder (VAE) [Kin14]. Both types have extensively been investigated in the past, achieving impressive results on complex tasks like e.g. image reconstruction. However, none of these two model types allow for an exact evaluation of the negative log-likelihood. The family of generative models including so-called normalizing flows [Tab13; Din15; Rez15] does have the mentioned limitation. The key idea of that model type is to learn an invertible mapping between a target distribution and a simple prior distribution. To this end, the prior distribution can be chosen to be of any type, like e.g. a Gaussian, since there always exists an invertible mapping according the change-of-variables formula [Rud87]. This allows for an exact evaluation of the negative log-likelihood with respect to the desired target distribution. Thus, applying normalizing flows on deep latent features of CNNs could provide promising uncertainty estimates, which indicates how well observed features in certain parts of an image fit to those observed during training. Normalizing flows have not gained as much attention as GANs and VAEs, yielding a clear shortage of works particularly on high dimensional data. Nevertheless, such likelihood-based generative models represent a reasonable approach for uncertainty quantification in CNNs that are not only employed for semantic segmentation but also other related computer vision tasks, such as instance segmentation or 6D pose estimation. This leaves sufficient room for future work on safe deployment of methods based on deep learning.
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Notations and Symbols

Neural Networks

\( w \) \hspace{1cm} \text{weights vector}

\( W \) \hspace{1cm} \text{weights matrix / two dimensional kernel}

\( b \) \hspace{1cm} \text{biases vector}

\( z = Wx + b \) \hspace{1cm} \text{weighted inputs vector}

\( \phi^{(\ell)}(x) \) \hspace{1cm} \text{activation function (in the } \ell \text{-th layer of a network)}

\( \sigma(x) = \frac{1}{1+e^{-x}} \) \hspace{1cm} \text{logistic sigmoid function}

\( \text{id}(x) = x \) \hspace{1cm} \text{identity function}

\( \text{ReLU}(x) = \max\{0, x\} \) \hspace{1cm} \text{rectified linear unit (ReLU) activation function}

\( \text{softmax}(x) \) \hspace{1cm} \text{softmax activation function}

\( f^{(\ell)}(x^{(\ell-1)}) = x^{(\ell)} \) \hspace{1cm} \text{output / feature vector of the } \ell \text{-th layer}

\( f(x) = x^{(L)} = f^{(L)}(x^{(L-1)}) \) \hspace{1cm} \text{neural network output, output of the } L \text{-th layer}

\( K \) \hspace{1cm} \text{number of classes}

\( L \) \hspace{1cm} \text{number of layers}

\( \mathcal{L} \) \hspace{1cm} \text{loss function}

Statistical Learning

\( x \) \hspace{1cm} \text{input vector}

\( y \) \hspace{1cm} \text{ground truth class label}

\( \mathcal{D}_N = \{(x^{(i)}, y^{(i)})\}_{i=1}^N \) \hspace{1cm} \text{dataset consisting of } N \text{ data pairs } (x, y)
Notations and Symbols

\[ p(y|x) \quad \text{conditional probability of label } y \text{ given input } x \]
\[ f_y(x) \quad \text{estimated probability of label } y \text{ given input } x \]
\[ f(\cdot|\theta) \quad \text{statistical model parameterized by } \theta \]
\[ \mathcal{L}(D_N) \quad \text{likelihood function for the dataset } D_N \]

Functional Analysis

\( \mathcal{R}, \mathcal{S}, \mathcal{U} \) \quad \text{spaces of functions}
\((\mathcal{S}, d), (\mathcal{U}, d)\) \quad \text{metric spaces with distance function } d\)
\(C(\mathbb{I}^n)\) \quad \text{real-valued continuous functions on the unit cube in } \mathbb{R}^n
\[ \|f\|_\infty = \sup_{x \in S} |f(x)| \] \quad \text{uniform norm or sup norm}
\( L_1|S \) \quad \text{linear functional restricted to space } S

Measure Theory

\( \mathbb{I}^n \) \quad n-dimensional unit cube
\( \mathbb{I}_A \) \quad indicator function of a set \( A \)
\( \mu, \nu \) \quad (probability) measures
\( M(\mathbb{I}^n) \) \quad space of finite signed Borel measures on \( \mathbb{I}^n \)

Evaluation Quantities and Metrics

TP \quad \text{number of true positives}
FN \quad \text{number of false negatives}
FP \quad \text{number of false positive}
\( \text{IoU} = \frac{TP}{TP + FP + FN} \) \quad \text{Intersection over Union}
precision = \frac{TP}{TP + FP} \quad \text{precision or positive predictive value}
recall = \frac{TP}{TP + FN} \quad \text{recall or sensitivity}
Definitions, Propositions, Lemmas and Theorems

Definition A.1. A function $S : \mathbb{R} \to [0, 1]$ is called sigmoid if

$$S(z) \xrightarrow{z \to -\infty} 0 \quad \text{and} \quad S(z) \xrightarrow{z \to +\infty} 1.$$  \hspace{1cm} (A.1)

Definition A.2. Let $x \in \mathbb{I}^n := [0, 1]^n \quad (\mathbb{I}^n \text{ the } n\text{-dimensional unit cube in } \mathbb{R}^n)$ and let $M(\mathbb{I}^n)$ denote the space of finite signed Borel measures on $\mathbb{I}^n$. A function $g : \mathbb{R} \to [0, 1]$ is called discriminatory for the measure $\nu \in M(\mathbb{I}^n)$ if

$$\int_{\mathbb{I}^n} g(w^\top x + b) \, d\nu(x) = 0 \quad \forall \, w \in \mathbb{R}^n, b \in \mathbb{R} \quad \implies \quad \nu = 0. \hspace{1cm} (A.2)$$

Proposition A.3. Let $\mathbb{I}^n$ denote the $n$-dimensional unit cube in $\mathbb{R}^n$ and let $M(\mathbb{I}^n)$ denote the space of finite signed Borel measures on $\mathbb{I}^n$. Then, any continuous sigmoid function is discriminatory for all measures $\nu \in M(\mathbb{I}^n)$.

Proof. See [Cal20] page 34, proposition 2.2.4 or [Cyb89] page 307, Lemma 1. \hfill \square

Theorem A.4. Hahn-Banach Theorem

Let $S$ be a real linear vector space, $U \subseteq S$ a linear subspace, $g : S \to \mathbb{R}$ a linear convex functional and $f : U \to \mathbb{R}$ another linear functional subject to $f(x) \leq g(x)$ $\forall \, x \in U$. Then, there is a linear functional $L : S \to \mathbb{R}$ such that $L|_U = f$, where $L|_U$ denotes the restriction of $L$ to $U$, and $L(x) \leq g(x)$ $\forall \, x \in S$.

Proof. For a proof of the theorem, see e.g. [Rud87]. \hfill \square

Theorem A.5. Riesz Representation Theorem

Let $L$ be a bounded linear functional on $C(\mathbb{K})$, where $\mathbb{K}$ denotes a compact set in $\mathbb{R}^n$ and $C(\mathbb{K})$ the set of real-valued continuous functions on $\mathbb{K}$. Then, there exists a unique finite signed Borel measure $\nu$ on $\mathbb{K}$, such that

$$L(g) = \int_{\mathbb{K}} g \, d\nu \quad \forall \, g \in C(\mathbb{K}) \hspace{1cm} (A.3)$$

Proof. For a proof of the theorem, see e.g. [Rud87]. \hfill \square

Lemma A.6. Let $C(\mathbb{I}^n)$ denote the space of continuous functions and let $M(\mathbb{I}^n)$ denote the space of finite signed Borel measures on the $n$-dimensional unit cube $\mathbb{I}^n$. Moreover, let $U$ be a linear and non-dense subspace of $C(\mathbb{I}^n)$. Then, there is a measure $\nu \in M(\mathbb{I}^n)$ such that

$$\int_{\mathbb{I}^n} h \, d\nu = 0 \quad \forall \, h \in U. \hspace{1cm} (A.4)$$
Proof. By the Hahn-Banach theorem, cf. [theorem A.4] there is a bounded linear functional $L : C(\mathbb{I}^n) \rightarrow \mathbb{R}$, with the property that $L \neq 0$ but $L(h) = 0 \ \forall \ h \in \mathcal{U}$. By the representation theorem of linear bounded functionals on $C(\mathbb{I}^n)$, cf. [theorem A.5] there is a measure $\nu \in M(\mathbb{I}^n)$ such that

$$L(g) = \int_{\mathbb{I}^n} g \, d\nu \ \ \forall \ g \in C(\mathbb{I}^n). \quad (A.5)$$

In particular, equation (A.5) holds for any $h \in \mathcal{U}$, since

$$\mathcal{U} \subset C(\mathbb{I}^n) \implies L(h) = \int_{\mathbb{I}^n} h \, d\nu = 0 \ \ \forall \ h \in \mathcal{U}. \quad (A.6)$$

For further details, see [Cal20] page 257, lemma 9.3.3.